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Abstract:

The overall goal of this research is to develop an integrated theory, approach, and
methodology to exposure assessment and hazard surveillance, which emphasizes
characterization of exposure to complex mixtures of chemical toxicants and
biomechanical problems as well as single agents. The research has relevance to
identification and characterization of problems associated with decommissioning and
decontamination of Department of Energy sites, application to the defense nuclear
industry and other high-risk industnal locations. This research represents collaboration
between the University of California at Los Angeles and Berkeley, Lawrence Livermore
and Los Alamos National Laboratories. The specific aims of the overall research can be
subdivided into subsections.

1. Exposure assessment and hazard surveillance: To identify appropriate statistical ools
for characterizing multiple chemical agents; to explore toxicologic and epidemiologic
imphcations of multivariate exposure characterization; to measure task-specific
exposures with real time instrumentation and integrated sampling; to develop models of
exposure based on task specific data; to test these models with integrated sampling, and
to refine the models based on the results.

2. Modeling pollutant concentration between source and worker: Improve our
understanding of small scale (0 to 2 m) dispersion of contaminants with the ultimate goal
of predicting personal exposure based on the minimum number of area concentration
measuremenis. To provide a tool for efficient screening of a large number of work sites
for potential inhalation hazards.

3. Application of biologic monitoring and biomarkers of exposure for exposure
assessment and hazard surveillance: To make use of biologic monitoring, biomarkers of
exposure, and toxicokinetic modeling to better estimate internal and terget tissue dose
from exposure to single and multiple chemical agents and evaluated interactive effects
associated with toxicokinetic interaction.

4. Integrated task and postural analysis for ergonomic exposure analysis: To develop,
nilot test, and validated an integrated task and postural analysis for ergonomics exposure
assessment.

5 ROT CC912034-03 — Froines Page 1 of 2



NIOSH Extramural Award Final Report Summary

5. Evaluation of current exposure and medical surveillance programs at Los Alamos and
Lawrence Livermore National Laboratones: To evaluated the medical and exposure
surveillance programs at LANL, identify discrepancies between health and safety
“needs” and established monitoring programs, and develop an integrated surveillance
system that efficiently combines hazardous-exposure, biological, and health-outcome
monitoring of the worker population.

6. Assessing risks from exposure to multiple physical and chemical agents: To develop
and implement a risk based framework and methodology that permits estimation of the
incidence of adverse health impact predicted from environmental/biological exposure and
enables development of surveillance programs and intervention strategies to prevent
adverse consequences of exposures.

Publications

Chen WG, McKone TE: Chronic Health Risks from Aggregate Exposures to lonizing
Radiation and Chemicals: Scientific Basis for an Assessment Framework. Risk
Analysis, 21, pp 25-42, 2001

Wu JD, Milton DK, Hammond SK, Spear RC: Hierarchical Cluster Analysis Applied to
Workers’ Exposures in Fiberglass Insulation Manufacturing. Ann. Occup. Hyg., 43, pp
43-55, 1999
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6. Assessing risks from exposure to multiple physical and chemical agents

To develop and implement a risk based framework and methodology that permits estimation of
the incidence of adverse health impact predicted from environmental/biological exposure and
enables development of surveillance programs and intervention strategies to prevent adverse
consequences of exposures.

Two approaches will be used to organize this final report. For the most part we shall address
each specific aim listed above and we shall include manuscripts as appendices. These
manuscripts may be published papers, papers under review or in final preparation. Some
sections will also have text where a specific manuscript has not yet been prepared.

1. Exposure assessment and hazard surveillance

* toidentify appropriate statistical tools for characterizing multiple chemical agents;

* to explore toxicologic and epidemiologic implications of multivariate exposure
characterization;

* to measure task-specific exposures with real time instrumentation and integrated
sampling;

» to develop models of exposure based on task specific data;

* to test these models with integrated sampling, and to refine the models based on the
results.

Significance of work performed under the NIOSH-DOE Project at Berkeley

There are two significant results from our work, one the identification and specification of the
nature of @ major unresolved challenge for risk assessment relating to multiple agent exposure
and the second significant progress on an approach to the characterization and study of this class
of occupational exposures. In particular:

* Inour studies of approaches to assessing the cumulative health risks from aggregate
exposures to ionizing radiation and chemicals, we found in the literature essentially no
guidance for conducting risk assessment for two agents with different mechanisms of action
(Le., energy deposition from ionizing radiation versus DNA interactions with chemicals) but
similar biological endpoints (i.e., chromosomal aberrations, mutations, and cancer). Our
analysis reveals that this is due to the absence of both the basic science and an appropriate
evaluation framework for the combined effects of mixed-agent exposures. This makes it
difficult to determine whether there is truly no interaction or somehow the interaction is
masked by the scale of effect observation or inappropriate dose-response assumptions. An
evaluation framework is proposed.

* Inanew approach to characterizing multiple agent exposure, we have developed a computer
simulation approach that utilizes both qualitative and quantitiative workplace data for the
purpose of both forecasting the complex multivariate nature of these exposures as well as to
plan efficient and cost effective exposure measurement and surveillance programs. We feel
that this approach circumvents inherently costly approaches based on measurements alone.



Appendix A contains the papers derived from the research associated with this specific aim. The
papers are listed here and the numbers in the parentheses following the citation denotes the
specific aims to which the work relates.

To date one manuscript describing the work under the grant has been published in a refereed
journal, one is in press, two are in the process of being submitted and one is in preparation. The
papers are’

Hierarchical Cluster Analysis Applied 10 Workers' Exposures in Fiberglass Insulation
Manufacturing, J.D. Wu, D K Milton, S K. Hammond and R.C Spear, Ann. Occup. Hyg
43 pp 43-55, 1999 (1, 2)

Chrenic Health Risks from Aggregate Exposures tv lonizing Radiation and Chemicals:
Scientific Basis for an Assessment F ramework, W.G. Chen and T E. McKone, Risk
Analysis, 21,pp 25-42, 2001. (2)

integrarion and Exploration of Task-Based Exposure Data: Part I Design of an
Exposure Simulator, J.D. Wu, N. Shang, S XK. Hammond. and R.C. Spear, In review, Am.
Ind Hyg, Assn. J., 2000 (4)

Integrarion and Exploration of Task-Based Exposure Data: Part II- Simulation of Solvent
Exposures in Raft Manufacturing, J.D. Wu, K. Vork, and R.C. Spear, In review, Am. Ind
Hyg, Assn. J., 2000 (3, 4)

Evaluating the Attributes of Incomplete Data on Workers’ Exposure to Benzene; A CART
Analysis, W.G. Chen, S. K. Hammond and T.E. Mckone, In preparation (2)

7o date four papers have been presented at national meetings on the outcome of work sponsored
under the grant:

Simulation of Occupational Exposures to Mixtures, J. D. Wu, Intl. Soc. of Exp. Anal.
Annual Meeting, Research Triangle Park, November 1997

Risks for Workers Exposed to Mixed Physical and Chemical A gents: Benzene and
Radiation Case Study, W.G. Chen, T.E. McKone and R.C. Spear, Soc. for Risk Anal
Annual Meeting, Washington D.C. December 1997,

Biological Monitoring to Assess the Health Risks for Workers Exposed to Mixtures of
Chemical and Physical Agents, W.G. Chen, T.E. McKone and R.C Spear, Am. Ind Hyg.
Conf. And Exposition, Atlanta, GA, May 1998

Exploring the Use of Simulation as a Tool for Workplace Exposure Assessment, Shao-
wen Liaw, Katharine Hammond Robert C. Spear, Jyun-De Wu, and Mark Nicas, Am.
Ind. Hyg. Conf. And Exposition, St. Louis, MO, May 1999

We are pleased with our accomplishments in meeting four of these five aims. We made a
irurnber of attemnpts to locate a DOE site in which decommissioning and deconstruction work



was underway and where we could pursue the fifth aim of testing our modeling and methods
development work, but without success. At one time or another we had conversations with
individuals from Los Alamos, Livermore, and Savannah River, with some discussion regarding
Hanford, but for one reason or another things never worked out. Indeed, we had hoped to work
at a DOE site in our earlier work relating to aim 3, but were frustrated in that as well and chose
to work in a commercial plant.

2. Modeling pollutant concentration between source and worker

Improve our understanding of small scale (0 to 2 m) dispersion of contaminants with the ultimate
goal of predicting personal exposure based on the minimum number of area concentration
measurements. To provide a tool for efficient screening of a large number of work sites for
potential inhalation hazards.

William Hinds and Bart Ashiey

Near-Field Dispersion Modeling
Abstract:

This component of the project addresses the development of a screening tool for hazard
surveillance in the defense nuclear industry, including decommissioning and decontamination.
The approach evaluated here is the development of an indoor, nearfield dispersion model for
estimation of exposure concentration based on source strength and worker location for typical
indoor spaces. This report presents the results of a literature search, the use of a three-axis sonic
anemometer to characterize turbulent mixing, and estimate eddy diffusion coefficients, and the
development of experimental designs and models to estimate to near-field (0 to 3 meters)
concentrations within indoor environments. The results of the literature search indicate that there
has been little research conducted into the development of near-field dispersion models. Related
topics were identified that may prove useful during the development and validation of a
near-fizld dispersion model. These papers cover a wide range of applications that include
massbalance models to estimate contaminant concentrations arising from industrial emissions,
numerical analysis methods to characterize contaminant dispersions, and topics relating to the
design of experiments to characterize air motion within an enclosed space. The results of the use
of the three-axis sonic anemometer indicate that is useful technique to characterize turbulent
mixing, and estimate eddy diffusion coefficients within the indoor environment. The use of
three-axis sonic anemometry data coupled with a serial correlation data analysis program has
proven successful at differentiating indoor environments with different levels of turbulent
mixing, (e.g. wind tunnel at 1 m/s versus normal laboratory environment). The three axis sonic
anemometer data coupled with a defined angle range data analysis program estimated eddy
diffusion coefficients for different levels of turbulent intensity. Several experimental designs
have been developed which utilize three-axis sonic anemometry data to estimate near-field
concentrations. Experimental measurement of concentration as a function of distance from a
point source allowed the development of a simple power function model to predict concentration
up 16 i m from a source in a laboratory setting.



Specific Aims

The specific aim for this component (modeling concentration between the source and the
worker) of the study, as stated in the proposal, is: "To improve our understanding of small scale
(0 to 2 m) dispersion of contaminants with the ultimate goal of predicting personal exposure
based on the minimum numnber of area concentration measurements. To provide a tool for
efficient screening of a large number of work sites for potential inhalation hazards.

Background And Significance

Background: Hazard surveillance includes the assessment of the occurrence and distribution of
the hazards associated with exposure to chemical agents as a means of preventing adverse
outcomes. Because of the high potential for chemical exposure at DOE sites, including
decommissioning and decontamination, there is a need for screening tools that can identify
those exposure situations that have high potential for overexposure to chemicals. This
component of the project addresses one such screening tool, the estimation of exposure
concentration, based on source strength and the physical location of the worker relative to the
source, through the use of indoor, near-field dispersion models.

Currently there is limited understanding regarding how the average concentration of an airborne
contaminant changes with distance from the generating source in the near-field (0-3 meters) of
an indoor environment. The development of a near-field dispersion model that is capable of
estimating airborne concentrations at different locations from a generating source would be
valuable in identifying and estimating workers at risk of inhalation exposure in the workplace,
Near-field dispersion models could serve as a screening tool to evaluate a large number of
workplaces for potential inhalation hazards. The most useful near-field dispersion model would
be able to predict potential personal inhalation exposures based on a minimum number of area
concentration measurements. The results of the near-field dispersion estimates would allow for
maximizing the value of limited air sampling resources to identify changes in workplace
exposures or processes that may result in higher exposures to workers.

The type of input data required for near-field models depends on whether the generating source
is continuous or intermittent. To utilize a near-field mode! for a continuously generating source
the exposure geometry, air velocity distribution and source strength or average room
concentration of the contaminant must be determined. The average room concentration for a
reasonable well-mixed room can be determined readily by measuring the average concertration
of the contaminant over a period of time at the exhaust duct for the room (Hinds, 1995).
Assessment of the exposure geometry requires analysis of the location of the generating source
relative to the worker and requirements of the task being performed by the worker.
Characterization of air velocity in the room is a more involved task that requires measuring the
air velocities at different locations within the room and a determination of the amount of mixing
that takes place as a result of the air motion. For intermittent generation sources the near-field
model would require knowing the amount of contaminant generated per unit time or the amount
of contaminant generated per unit operation and their duration and the exposure geometry and
a2:r motion characteristics.

The accuracy of a near-field dispersion model for an indoor environment is dependent upon the
.wactenstics of the air motion within that space. Currently the air motion characteristics of an



indoor environment are incorporated into a mixing factor. The mixing factor is used to estimate
the effect of incomplete mixing upon the potential contaminant concentration. In effect the K
factor is a general purpose safety factor which is used to account for, among other things, the fact
that mixing within an indoor environment is not complete. The K factor is based on several
considerations: 1) the efficiency of mixing and distribution of replacement air introduced into the
room or space being ventilated; 2) the toxicity of the airbome contaminant: 3) other factors such
as duration of the process, operational cycle, location of workers relative to sources of
contaminants, location and. number of generation points within the workplace, seasonal changes
in the amount of natural ventilation and possible reduction in the operating effectiveness of
mechanical air moving devices (ACGIH, 1995). After evaluating these considerations the K
factor value selected generally ranges from 1 to 10. A potential problem with the use of the K
factor arises from the fact that many of the criteria that are used to estimate the K factor are
based on professional judgment. Because professional Judgment is widely variable a more
quantitative estimate of the amount of mixing is desired. The use of a three-axis anemometer
provides a quantitative measurement of the amount of mixing that occurs within an indoor
environment.

A. Literature Search

A literature search was completed for topics relating to near-field dispersion models. The
Resuits of the literature search indicate that there has been little research into the
development and evaluation of near-field dispersion models. During the course of the
literature scarch several related research topics were identified that may prove useful in the
development of near-field dispersion models. The majority of the literature that relates to the
study of contaminant dispersion can be grouped into one of three categories: (1) mode]
development and analysis based on emission rates, (2) room mixing research, and (3) data
analysis methodologies. The relevant publications for each category are discussed below.

Model Development

Brief, R.S,, et. al., published a paper entitled "Development of exposure control strategy
for process equipment.," which discussed the need to evaluate near-field dispersion
models in order to estimate the expected emissions resulting from process equipment
failures, such as leaking seals and gaskets in the petroleum industry. The near-field
dispersion equation described in their paper needs to be validated in a controlled
:aboratory environment to determine its accuracy in predicting contaminant concentrations
in the near-field.

Six papers have been published by Wadden, R.A., and co workers, which describe

methods to quantify indoor contaminant concentrations in terms of emission factors and
emission rates. Emission rates are the mass of pollutant released per unit time and the

emission factor is the mass of pollutant released per unit of source activity. The benefit of
generalizing contaminant concentrations in terms of emission rates and emission factors is that
the results can be applied to other spaces or environments that contain the same type of pollution
sources and processes (Wadden, et. al., 1994). Emission rates are determined by measuring the
area concentration patterns surrounding each pollutant generating device while production is
taking rlace. An emission rate is calculated from a mass-balance mode! which relates mezsuras



of source activity, process conditions and equipment geometry. Several papers relating to the
development of emission factors are briefly described below.

Wadden, et. al. (1994) discussed the determination of emission rates for ethyl alcohol resulting
from a candy glazing operation. The emission rates were translated into emission factors by
relating them to observations of source activities. The investigators used a combination of mass
balance modeling approach and on-site field testing to determine that the ethano! emission rate
was between 38.4 kg/hour and 49.6 kg/hour. The emission factor was determined to be between
291 grams ethanol/batch of candy to 500 g/batch. The investigators reported that the calculated
emission data was in agreement with the estimate of 446 g/batch based on the glaze mixture
composition and the amount of glaze mixture added to each batch of candy. An
one-compartment completely mixed space mass-balance model was used to transform the area
concentration measurements to emission rates.

Wadden, et. al. (2 991) used two different mass-balance models to estimate emission factors for
trichloroethylene degreasing operations. The authors used a Multi-Point Eddy Diffusion
mass-balance model to determine the emission rates when one pollution source is the major
contributor to concentrations in the surrounding space. This model assumes a hemispherical
space and neglects surface deposition effects (Wadden et. al., 1991). The authors used a
Completely Mixed mass balance model in the case where many sources make significant
contributions to area concentrations. The Completely Mixed mass balance model was used under
the assumption that the workplace approaches the conditions of a completely mixed container.
This model also neglects the effects of reaction and surface deposition.

Conroy, et. al. (1995) described the use of the Multi-Point Eddy Diffusion model to determine
the emission rates and emission factors for a chromium plating operation. The authors reported a
emission factor of 2.6 x 10™ mg chromium/Ashr.

Wadden. et. al. (1995) utilized a Completely Mixed Space Mass Balance model (Analytical
Approach) described previously and the Experimental Mass Balance Approach to determine the
emission rates and emission factors for volatile organic compounds in a sheet-fed offset printing
operation. The authors reported a correlation coefficient, r’=0.55 between measured and
predicted concentrations for the Experimental Mass Balance equation and a correlation
cocfficient, r*=0.46 between measured and predicted concentrations for the Completely Mixed
Space Mass Balance equation.

Liao, et. al. (c.a. 1995) utilized a Chemical Mass Balance model to estimate copper and
chromium emissions in an electroplating shop. The authors used a weighted-least squares
technique to solve the equation for source coefficients. The weights used were the reciprocal of
the measured concentration squared (1 /conc?). The authors reported that the Chemical Mass
Balance model explained 100% of the variations in copper concentrations measured at three
locations in the copper plating shop, with contributions of 95-98% attributable to the plating
line. The CBM model explained 100% of the variations in chromium concentrations measured
at tour iocations in the plating shop.



Scheff, et. al. (1992) compared a Box model and an Advective-Diffusion model to translate
area concentration measurements to emission rates for open-top vapor degreasers. Freon
concentrations were measured using both charcoal-tube/gas chromatographic and Tedlar
bag/infrared absorption methods. The box model assumes that rapid mixing occurs throughout
the box, the system is steady state and the air velocity and pollutant emission rates are constant.
The authors reported that the average emission predicted by the box model for the six hours
with bag and charcoal-tube data was 74 g/hour, which was close to the 95 g/hour predicted by
the advection-diffusion model for the same hours. The correlation between the two models for
these six hours was 0.91.

Jaycock, et. al. (1995) evaluated the use of a simplified concentration mode! which requires only
source rate and saturated vapor concentration as experimentally derived inputs. Airborne
exposure models were developed to account for volatilizing sources and adsorbing surface sinks
of isothiazone biocide volatilized from treated wood into glass chambers and real-world
environments. The authors reported that the model provided acceptable accuracy in that it
overestimated measured room concentrations in two tests to within a factor of 2-4. The
investigators also found significantly lower equilibrium concentrations in a real room
environment compared to a glass test chamber.

Keil, (1998) completed field studies to develop and evaluate toluene emission factors for a parts-
washing operation. The author used a mass-balance model that divided the airspace into near and
far fields of exposure concentrations. Near field concentration measurements were taken at 0.3
meters and 0.6 meters from the source. Far field concentrations were measured at a 12 and 24
meters from the source and represented the average room concentration. The author reported
good correlation between the predicted toluene concentration estimates and the measured
concentrations (slope=1.1, r2=0.66, p<0.05).

Drivas, et. al. (1996) proposed a simplified analytical indoor mode] that describes the
concentrations as a function of position and time in a room following a short-term release of
particles and gases. The indoor dispersion model considers point-source dispersion with wall
reflection and general room concentration decay due to deposition and room ventilation. The
authors reported excellent agreement between model predictions and experimental results
conducted by other researchers.

Ronm Mixing
Gonzales, et. al. (1974) investigated the relationship between fixed aerosol samplers and

breathing zone air sampling measurements. The authors utilized dioctylphthalate as a tracer
aerosol and measured aerosol concentration throughout the work area, with different ventilation
rates. The results indicated that aerosol concentrations in the worker's breathing zone was up to
250 times greater than concentrations which might be indicated by typical fixed room-air
samplers located adjacent to the glove box. General ventilation conditions (room air changes per
hour and air direction relative to the leak flow) were varied. Under all ventilating conditions the
highest aerosol concentrations were close to and in front of the leak source.

Nicas, M. (1996) investigated the potential error in exposure estimates that may occur due to use

i ihe weil-mixed room model. The author reported that use of the well-mixed room model may



lead to an underestimation error of worker exposure intensity, up to 40%. The author presents a
methodology for estimating ventilation efficacy using realtime measurements at the worker
location and room exhaust, coupled with room exhaust rate.

Rigsbee and Perkins (c.a. 1995) investigated the variability in the K factor values based upon
worker location and turbulence intensities. The authors reported that based on the results of
experimental data the ACGIH recommended K factor may only be applicable to a few workplace
locations. This study also reported that as the generation rate increases and the exhaust flow rate
increases, the average K factor and K factor variance increases, and K factor variances are lowest
in turbulent conditions.

Data Analysis Methodologies

Madsen, et. al. (1996) investigated the relationship between several aerosol parameters {particie
diameter, density, and initial velocity) and their influence on zerosol dispersion and capture by a
local exhaust. A numerical mode! based on the Langrangian method was used to estimate the
motion of a spherical, rigid particle in a fluid flow system. Computational fluid dynamic
software (EOL) was used for the numerical simulations. The authors reported that numerical
method used in this study is capable of handling the complex system of contaminant sources in
the industrial environment.

Nabar, et. al. (1996) investigated the use of computational fluid dynamics (CFD) to evaluate
experimental and simulated air mixing for dilution ventilation of confined spaces. Using
residence time distributions (RTD), two air mixing parameters were defined and computed for
physical experiments and computer simulations. The authors concluded that CFD simulations of
ventilation experiments using commercially available software were reasonably consistent with
physical experiments and RTD-based mixing parameters were useful in evaluating air mixing in
physical experiments and computer simulations.

rodes, et. al. (1995) investigated experimental considerations for conducting controlled studies
of the dispersion of contaminants near a mannequin. In addition the authors identified the need to
develop realistic respiratory systems in the mannequins.

Literature Search Discussion:

Based on the results of the literature search the use of anemometry data to describe turbulent
mixing 1s a technique which has not previously been applied. Many of the papers that were
identified during the course of the literature search are useful in developing experimental
methods to describe air motion in indoor environments.

Of particular interest are the papers which describe the use of computational fluid dynamics,
which can be used as a comparison against experimentally obtained results. The use of
computational fluid dynamic methods appears to be a sophisticated technique that may yield
valuable insight when properly applied.

The mass-balance models presented by the research group at the University of Illinois at Chicago
may prove to be useful if eddy diffusion data can be estimated from the anemometer data to
describe the air motion within a room. Presently these models utilize very limited air motion data



to characterize the contaminant dispersion resulting from industrial processes such as chrome
plating and sheet-fed printing. The attempt to quantify the mixing factors by Rigsbee and
Perkins, and the work of Nicas are useful papers which may provide some helpful experimental
methods which may be used in the future duning further research on turbulent mixing and the
role of eddy diffusion in contaminant dispersion.

Keil, (1998) has proposed a near field dispersion model that accounts for the concentration
differences between the near and far fields. This method uses a mass balance model that defines
a near field transport coefficient for concentrations from 0.3 to 0.6 meters from the source and a
far field coefficient for concentrations from 12 to 24 meters from the source. This model would
be improved by adding more comprehensive data regarding the air velocity distributions from
the 3-axis sonic anemometer characterizations of air velocity distributions. The anemometer data
allows for the calculation of the mean velocity, duration of coherent segments, and the net
displacemert for all segments. This information could then be utilized to determine eddy
diffusion coefficients for both near and far fields.

B. Development of theoretical dispersion models

Three-Axis Sonic Anemometer:

An Applied Technologies 3-Axis Sonic Anemometer, Model SAT-211/3Vx was used to
determine the efficacy of using anemometry data to describe air motion characteristics of
different indoor environments. The sonic anemometer is capable of measuring wind velocities in
three orthogonal axes (u, v and w) and sonic temperature. The sonic temperature is used to
calculate the speed of sound at the temperature of operation. In the current data collection set-up
the a and v axes are horizontally aligned and the w axis is vertically aligned. The sonic
anemometer is composed of a probe array, whose sonic transducers are separated by 15 cm
(Applied Technologies, 1995). Sonic pulses are generated at the transducers and are received by
opposing transducers. By measuring the transit times, t, and t2 in opposite directions on the same
sound path (axis), Vd (velocity parallel o the sound path) can be determined.

Serial Correlation Method
The data from the anemometer are collected using a 586 100 MHz laptop computer equipped
with Pro Com Plus data collection software. The coliected data are analyzed using a Turbobasic
computer program which calculates the rms velocities (m/s) with standard deviations, along the
thres axes for the sample period. Afier the rms velocities are calculated the data analysis program
computes 500 serial correlations. Serial correlations are used to determine how the wind speed of
a particular axis at time t, relates to the speed at 12, t3, t,, , where n is equal to 500. The 500 serial
correlations are based on the first 50 seconds of the data run. Anemometer measurements are
collected at a point within a room or other indoor space and the rms air velocity along each of the
three axes determined. A characteristic turbulent signature is obtained from these data by
calculating serial correlation coefficients for lag times of 0.1 to 50 seconds. The serial
correlations determine how a velocity measurement at t, relates to subsequent measurement at t2,
13, 14,1, where tX - t, is the lag time and x is equal to 2, 3, 4 n. The decay of correlation with lag
‘imz ceflects the decay of temporal and spatial coherence of the instantaneous air motion and is
th= key to estimating eddy diffusion coefficients from anemometry data. This method has proven
-ssTul at differentiating indoor environments with different levels of turbulent mixing.
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Defined Angle Range Method

The current data analysis program is designed to determine the velocity vector (speed and
direction) of the air motion within the environment being measured, every tenth of a second. The
program first removes the systematic velocity components to leave only the random velocity
component, for each of the three axes. The program then analyzes the set of random velocities to
determine the direction and average velocity for each period in which the velocity is reasonably
constant in direction. Each such period is considered a coherent velocity segment and its
attributes stored. The range of angles to be included in a segment is under control of the
investigator. When this analysis is complete the mean velocity, duration, and the net
displacement for all segments are calculated. These data are used to estimate eddy diffusion
coefficients by the equation given below.

Eddy Diffusion Coefficients Analogous to Molecular Diffusion

Based on the results of the 3-axis anemometry measurements within the wind tunne] and
laboratory environments it appears that the use of anemometry data to describe the air motion
characteristics of indoor spaces is a promising technique. The 3-axis anemometer data coupled
with the serial correlation data analysis program provides a means of differentiating the amount
of turbulent mixing that is present in an indoor environment. In addition the delay time which
corresponds 1o a serial correlation value can also be used to estimate the eddy diffusion
coefficient at the point of measurement. If eddy diffusion is characterized in terms similar to
molecular diffusion the eddy diffusion coefficient can be estimated by the following process.
Hinds (1999) gives molecular diffusion coefficient as,

D=1/3"¢cX where: D =molecular diffusion
"¢ = mean thermal velocity
A = mean free path

By analogy to molecular diffusion and neglecting any systematic velocity component:

D.=k("u) L. where: D, =eddy diffusion

k = empirically derived constant

“u’ = rms velocity in the u-axis

L. = distance air parcel travels during time t, see below

Le=(Cu')()

where t is the time over which displacement is correlated {e.g. delay time
for a correlation of 0.5)
De =k (W) 0) te = k(u')’ to = k[(m/s)m/s)(s)] = m%/s

Characterization of laboratory and work stations in terms of distribution of air velocities.
Experimental Results:

L sing the serial correlation method described previously the sonic anemometer was able to
wsunguish between the laboratory and wind tunnel environments.

1



Using the serial correlation data analysis program the three axis sonic anemometer was used to
characterize two indoor environments with different turbulent mixing characteristics as shown in
Figure 1. The anemometer was placed within a wind tunnel with a 1 meter per second horizontal
velocity and in a laboratory. As expected the results show that the correlation of the velocity
component }asts for a longer period of time in the less turbulent laboratory environment than in
the wind tunnel. In the wind tunnel environment the serial correlation drops to 0.5 in less than

0.25 seconds. It takes approximately 1.5 seconds for the serial correlation to reach 0.5 in the less
turbulent laboratory environment.

Figure 1: Serial Correlations for Two Environments
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A subsequent investigation into differentiating indoor environments was to characterize the
turbulent mixing characteristics at four locations with the sonic anemometer within a laboratory
environment. The serial correlation data analysis was then used to determine any differences in
the turbulent mixing characteristics at four different locations within the laboratory. As shown in
Figure 2 there are differences in turbulent mixing characteristics within the laboratory. The time
required to reach a serial correlation of 0.5 ranged from approximately 2.0 seconds to 4.0

seconds. The longer delay times to reach a 0.5 serial correlation indicate a lower turbulent
1tensity and slower mixing.
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Figure 2: Serial Correlation vs. Delay Time in Laboratory Environment
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Using the three axis sonic anemometer and the Defined Angle Range data analysis method eddy
diffusion coefficients were calculated within the laboratory. An air- circulating fan was placed
within the laboratory to create greater turbulent intensity. As shown in Figure 3 the eddy
diffuston coefficients calculated with the fan operating are significantly larger than those
calculated with the fan off. .

Figure 3: Effect of Fan on Eddy Diffusion Coefficients
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Validation and improvement of local dispersion models in the laboratory

e Computer Data Analysis

Characterization of laboratory work stations using the three-axis sonic anemometer has been
completed in a mechanically ventilated laboratory. The sonic anemometer records the air
velocity in 0.1 second intervals, along each of the three axes. A computer program is then used to
reduce the data, calculate the systematic and rms velocities in each axis. The computer program
then checks the data for transmission errors, allows removal of background anemometry data,
and permits selection of any portion of the full data file.

¢ Rochester Chamber Results

Our attempts to establish known eddy diffusion coefficients in a modified 0.4 m3

Rochester exposure animal exposure chamber were unsuccessful due to the formation of
convection cells in the chamber. This gave nonuniform mixing in the chamber so it could not be
used to validate our prediction based on anemometry data, using the defined angle range method
described previously, not be used to determine the turbulent intensity within the chamber.
Several experimental results were verified with the Rochester chamber despite the nonuniform
mixing.

Experimental Results:
Despite the formation of convection cells within the Rochester chamber, it was possible to
confirm that as the air change rate increased the mean random velocity calculated by the defined
angle rarige method data analysis program increased as well. This was expected and seen in
Figure 4,

L]
)

Figure 4: Mean Random Velocity vs. Air Change Rate
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E. Acetone Generation System

A steady-state acetone generation system was developed to generate known concentrations of
acetone vapor shown in Figure 5. The acetone vapor is generated by passing a compressed air
stream at known flow rate through two flasks, in series, filled with liquid acetone. This stream is
then mixed with a dilution air stream to achieve the desired concentration of acetone vapor. The
acetone vapor exits the generating system via a porous 2.5 ¢ diameter ball. After exiting each
flask the vapor stream flows through a 6-mm ID copper tube approximately 4 m long. This
allows thermal equilibrium between the vapor stream and the ambient environment to within 1
K. A temperature probe is used to measure the temperature of the acetone vapor prior to leaving
the generating system. The concentration of acetone vapor is then measured at different locations
from the 2.5 cm ball, using a PE Potomac 2020 Photo ionization Air Monitor (PAM). Monitoring
of the concentration of acetone vapors is achieved by mounting the PAM on a laboratory ring
stand which can be placed at locations surrounding the ball. Measurements were made over the
range of 0.1 to 1,700 p.m., a range found to be linear within five percent by calibration.

Uniformity of acetone vapors leaving the system through the 2.5 cm ball was confirmed by
monitoring the concentration of acetone vapors at 6 positions on the surface of the ball. The
concentration values obtained indicate that the acetone is released in a 360 degree sphere, which
1s then acted upon by the prevailing air motions within the laboratory. A smoke tube was added
to the system during these investigations to provide visual confirmation of the concentration data
obtained from the PAM. Data characterizing concentration decay as a function of the distance
from the source were obtained by three dimensional concentration measurements in the vicinity
of the porous ball (0 to 1 m) acetone emitter in a laboratory environment.

Porous Ball

C.A>©-§WE%

Acetone

o/ Dilution Air Stream

Figure 5. Schematic Diagram of Acetone Generator
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Density of the acetone vapor

The density of the acetone vapor generated was calculated based on the flow rates of acetone
vapor and dilution air stream and temperature of the stream prior to leaving the ball. The density
of the acetone vapor was compared to vapor-free air for a range of possible laboratory
temperatures. This information is required to eliminate the possibility that buoyancy effects may
be affecting the transport of the acetone vapor. A smoke tube was added to the vapor generating
system for these investigations. The qualitative results from the smoke tube runs indicate that the
relative buoyancy of the acetone vapor leaving the system can be predicted based on flow rates
and the temperature of the airstream. This was confirmed qualitatively with the smoke tubes.

The porous ball was located 35 cm above a standard lab bench and 28 em back from the front
edge of lab bench. The bench is 56 cm deep from the front edge to the open shelves at the back.
The shelves extended I m above the bench. Concentration measurements were made along three
octagonal axes (six directions away from the ball). Average concentration measurements were
made over five-minute intervals at 18 positions from 2 to 99 cm from the center of the ball in all
six directions. The directions are labeled as one would when facing the lab bench, right, left,
forward (towards the edge), backwards (away from the edge), and upwards and downwards.

Two levels of mixing were evaluated. One was termed "stable", representing a laboratory
environment with no human activity. The only air motion was that due to room ventilation from
overhead supply and exhaust ducts. This is the environment characterized by line NE in Figure 2.
The second mixing stability condition is typical of moderate activity in a laboratory setting, It
was simulated by using the same conditions as for the stable condition described above, but with
the addition of a person walking by every 30 seconds. The person walked at 2 my/s as close to the
counter edge as possible, and alternated directions. Her shoulder was approximately 33 cm from
the ball.

Seven replications of the stable condition were made and four replications were made for the
moderately active condition. Measurements were made out to 0.99 m in all directions, except
where there was a physical constraint or concentrations were not detectable by the PAM, 0.1

p.m.

Rzsults for the stable condition along all six directions are shown on a log-log plot, Figure 6.
Also shown is the least squares best fit line for each direction. The decay with distance from the
center the ball shows a good fit to a straight line on the log-log graph. The slope for the lines
shown ranged from -1.77 to -2.38 with an average value of - 2.02 and a standard deviation of
0.25. The lines show of best fit show a 20-fold range in concentration at a distance of 0.5 m, with
the right direction having the largest concentration at any given distance. The upward direction
and the forward direction showed the steepest slope, indicating the most rapid decrease in
concentration with distance. The other directions show intermediate decay rates.
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Figure 6. Combined Data 9/2 to 9/10/99
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These results are consistent with two factors that affect decay of concentration with distance,
prevailing air motion and openness or absence of reflecting services. The concept of prevailing
air motion direction requires elaboration. It is not the usual direction of the wind, where wind is
going in one direction with fluctuations in the magnitude of the wind velocity. Rather, it is air
motion that goes in all directions, first one-way and then the other, but goes more often in the
direction of the prevailing air motion direction. Here the fluctuations are much greater than the
average velocity in contradistinction to the usual situation with wind.

Reflecting surfaces such as the lab bench restrict the size of eddies and reflect concentrations at
the surface, that is they do not allow concentration to decay into the surface. Both the prevailing
direction and reflecting surfaces have the effect of reducing the rate of decay with distance from
the source. In this setup the prevailing air motion direction due to room ventilation was to the
right along the bench.

Figures 7a to 7¢ show decay of concentration for both directions along each of the axes. Also
shown are error bars (t one standard deviation). Although there is scatter in the points there is no
indication that concentration is not following a straight line on the loglog plot of concentration
vs distance from the center of the ball.
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Figure 7a Combined Data 9/2 to 9/10/99
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Figure 7c  Combined Data 9/2 to 9/10/99
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Figure 8 shows results for the six directions for the moderate activity condition. The pattern is
similar, but the lines are closer together indicating better mixing and that there is less of an effect
due to direction or reflection from surfaces. There is a bit more scatter for this condition because
the data shown are based on only four replications instead of the sever replications for the stable
condition. As with the stable condition, the right direction shows the slowest decay and the
forward and upward directions show more rapid decay with distance. The slopes of the decay
curves range from -1.96 to -2.43 with an average of -2.16 and a standard deviation of 0.17. Thus,
the range of slopes is narrower and the slopes are slightly steeper; consistent with better mixing.
Trere 15 a tenfold range in concentration at 0.5 meters for this stability condition.
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Figure 8. Combined Data 9/15 to 9/24/99
Moderate Activity Mixing Condition
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These results can be summarized in the form of a model to predict concentration within one
meter from a point source in a laboratory environment. The straight lines shown in the figures 6
to 8 can be represented as power functions giving the decay of concentration with distance from
a point source. Thus, for the stable condition, concentration at a distance x from a point source
C(x) can be expressed by

C(x)=Ax"=3,714x ** (1)
where x is in centimeters. For x in meters Equation (1) becomes
C(x)=0.339x 2% 2)
For the moderate activity condition the single best equation is
C(x)=4,298x *16 3)
for x in cm.

While the data shown here are limited, the following is our best estimate of the effect of the two
factors that appear to influence the rate of decay. For the stable condition the exponent in
equation 1, b =- 2.02 can be replaced by,

b=-1.89 +d (4)

where:
d = - 0.42 if no reflecting surfaces are present in the direction of interest.
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d=+0.12 if direction is in the prevailing air motion direction and a reflecting
surface, such as a counter, is nearby in that direction.
d = 0 for all other conditions.

For the moderate activity condition the exponent becomes
b=-2.28+4 (5)

where:
d = +0.32 if the direction is in the prevailing wind direction and a reflecting surface, such
as a lab bench, is nearby in that direction.
d = 0 for all other conditions.

Despite the limitations of these tests they do provide a detailed concentration decay model, not
previously available, for concentration decay for distances of 0.01 to 1.0 m from a point source
in a laboratory setting.

Recommendations:

The results outlined here are very promising, consequently we recommend that these ideas be
developed further so that they can be put into practice. Specific needs are: (1) to evaluate
concentration decay over a wider range of conditions so that the physical factor that affect decay
rate can be identified; (2) to establish correlations between anemometry measured eddy diffusion
coefficients and concentration decay rates; (3) to develop methods to predict decay rate and
concentration at a location from anemometry data and source strength; and (4) to perform a field
evaluation of these methods for well-defined single source exposure situations.

Conclusion:

There is very little published data on the transport of airborne contaminants within the indoor
environment. The development of a near-field dispersion model to predict contaminant
concentrations would provide an efficient screening tool for indoor work environments.

The use of the three-axis sonic anemometer is a promising technique in the development of a
near-field dispersion model. The 3-axis anemometer data can be used in characterizing the
turbulent mixing characteristics of indoor environments with varying levels of turbulent
intensity. Through the use of computer data analysis programs, such as the serial correlation and
defined angle range programs, this anemometer data can be used to estimate eddy diffusion
coefficients. Eddy diffusion coefficients can then be coupled with mass-balance models to give
more accurate predictions of contaminant concentrations within the near field (0 to 3 meters) of
the indoor environment.

The data analysis programs previously described has proven successful at estimating eddy
diffusion coefficients in a variety of turbulent conditions. The eddy diffusion coefficients
calculated based on the anemometer data can be compared with those calculated by iteratively
solving mass-balance concentration equations. Predicted concentration profiles obtained from
mass-balance models can be compared against actual measured concentrations to determine
which eddy diffusion coefficients provide the most accurate concentration estimates.
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3. Application of biologic monitoring and biomarkers of exposure for exposure assessment
and hazard surveillance

To make use of biologic monitoring, biomarkers of exposure, and toxicokinetic modeling to
better estimate internal and target tissue dose from exposure to single and multiple chemical
agents and evaluate interactive effects associated with toxicokinetic interaction.

The published, accepted, or submitted papers or reports for this section are found in Appendix B.
There are seven documents. The titles are as follows:

Toxicokinetic interaction of 2, 5-hexanedione and methyl ethyl ketone, R.C. Yu, D. Hattis,
and J.R. Froines, Submitted to Archives of T oxicology

Progress report: Metabolic interaction between styrene and butadiene, A. Cho, D.
Schmitz and J.R. Froines

Short term non-invasive biomarkers for the processes of producing long term lung
damage—evaluation of the feasibility of candidate measurement systems, S. Eylam, D.
Hattis, and J. R. Froines.

Optimized portable cordless vacuum method for sampling dry, hard surfaces for dusts,
3.Y. Kim, S. Que Hee, and J. Froines, Appl. Occup. Environ. Hyg., 15: 503-511.

Surface sampling for a pesticide in dust and small spills of a solid dye, S. Que Hee, Y.
Shen, and J.C. Tso, Accepted, Appl. Occup. Environ. Hyg.

Effect of dust on the viability of Vibrio fischeri in the microtox test, Ecotoxicol. Environ.
Safety, Submitted, Ecotox. Environ. Safety
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Microtox test as a validation method for surface sampling of bacteria in dust, K. Park,
Masters thesis, Department of Environmental Health Sciences, UCLA School of Public
Health

Dr. John R. Froines and colleagues
Rong Chun Yu, Dale Hattis, Elliot M. Landaw, John R. Ffoines
Toxicokinetic Interaction of 2,5-Hexanedione and Methyl Ethyl Ketone

Abstract

Co-exposure to methyi ethyl ketone (MEK) potentiates the neurotoxicity of n-hexane in humans
as well as in animals. This effect is associated with increased persistence of 2,5-hexanedione
(2,5-HD) in blood, probably due to inhibition of 2,5-HD metabolism by MEK. There is no
previous quantitative toxicokinetic model describing this interaction. In this study we
constructed a toxicokinetic model to depict the inhibition of 2,5-HD metabolism by MEK.
Experimental data of 2,5-HD blood concentrations in rats from a published study were used to
estimate model parameters. Three different inhibition mechanisms: competitive, uncompetitive,
and noncompetitive, were evaluated. Extrapolation from high to low doses was made to assess
the effects of MEK on 2,5-HD metabolism beyond the experimental conditions. We found the
developed model successfully described the toxicokinetic behavior of 2,5-HD that was inhibited
by MEK. The competitive inhibition was regarded as the most probable mechanism (Vmax,HD
= 7.6 mg/hr, Km = 32.2 mg/L, and Ki,MEK = 65.5 mg/L) to co-exposure to MEK. The
biological half-life of 2,5-HD appeared to be a linear combination of the apparent Michaelis-
Menten constant, 2,5-HD and MEK concentrations in the blood of rats. The AUC of 2,5-HD in
rats was a nonlinear function of 2,5-HD and MEK concentrations in the blood. This study
highlights the importance of the effect of metabolic deactivation of 2,5-HD by MEK, illustrating
the advantage of toxicokinetic modeling to investigate chemical interactions associated with
exposure to multiple chemical agents.

Keywords: chemical mixture, toxicokinetic interaction, competitive inhibition, 2,5-hexanedione,
methyl ethyl ketone, biological half-life, AUC

Abbreviations: 2,5-HD: 2,5-hexanedione, MEK: methyl ethyl ketone, MnBK: methyl n-butyl
ketone, AUC: area under the serum concentration-time curve

Symbols: V. rate of maximum reaction of Michaelis-Menten kinetics (mg/hr); K, apparent
constant of Michaelis-Menten kinetics (mg/L); Vmax.up: tate of maximum reaction of 2,5-HD
metabolism (mg/hr); Ko 1p: apparent Michaelis-Menten constant of 2,5-HD metabolism (mg/L);
Vmax Mex: rate of maximum reaction of MEK metabolism (mg/hr); Kmmex: apparent constant of
MEK metabolism (mg/L); K mex: constant of 2,5-HD inhibition by MEK (mg/L); K; up: constant
of MEK inhibition by 2,5-HD (mg/L); Myp: mass of 2,5-HD in the blood (mg); Myek: mass of
MEK in the blood (mg); Cyp: blood concentration of 2,5-HD (mg/L); Cun(0): initial blood
concentration of 2,5-HD (mg/L) after administration of 2,5-HD; Cwmex: blood concentration of
MEK (mg/L); Vyp: volume of distribution of 2,5-HD (L or mL), equivalent to blood: VyEx:
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volume of distribution of MEK (L. or mL), equivalent to blood; BW™: body weight of rats (kg);
B whuman. body weight of humans (kg); MWyp: molecular weight of 2,5-HD (mg/mol)

Introduction

Humans are often exposed to multiple chemical agents in environmenta! and occupational
settings. There is limited research on chemical interactions that result in enhancement or
attenuation of toxicological outcomes. These interactions can be broadly divided into
toxicokinetic or toxicodynamic phases. As seen in Figure 1 (/-4), toxicokinetic interactions may
occur during the process of absorption, metabolic activation and deactivation, and elimination.
Toxicodynamic interactions take place during cellular and molecular processes of binding to
macromolecules or cellular membranes, repair and disassociation of macromolecylar adducts,
damage, and recovery or regeneration of target cells. The focus of this research was to
nvestigate the toxicokinetic basis of metabolic interactions that were responsible for the
enhancement of potential health effects due to co-exposure to 2,5-hexanedione (2,5-HD) and
methy! ethy! ketone (MEK).

n-Hexane is known to cause neurotoxicity among occupationally exposed individuals and there
are numerous reports of polyneuropathies associated with “glue sniffing” of hexane containing
solvents and glues (5-7). The neurotoxic effect is characterized by loss of sensation and distal
reflexes in the feet and hands after prolonged exposure to n-hexane. The current knowledge to
explain this pathogenesis is formation of pyrrole from a hexane metabolite 2,5-HD, and
subsequent reaction of the oxidized pyrrole with protein nucleophiles (7). In addition to central-
peripheral distal axonopathy, experimental animals exposed to 2,5-HD exhibit testicular atrophy
(8,9), possibly resulting from the apoptosis of the germ cells (10,11).

Metabolism of n-hexane involves complex pathways (Figure 2). n-Hexane is first metabolized
by hepatic mixed-function oxidase system to form 2-hexanol. The latter is metabolized further
to either methyl n-butyl ketone (MnBK) or 2,5-hexanediol and then to 5-hydroxy-2-hexanone.
Oxidation of 5-hydroxy-2-hexanone leads to the formation of 2,5-HD (12). 2,5-HD may be
excreted from urine in free form or undergoes further metabolism to produce 4,5-dihydroxy-2-
hexanone that is excreted from urine as the glucuronide (/3). 2,5-HD is considered the ultimate
toxic metabolite and the neurotoxic potency of n-hexane is strongly correlated with the area
under the serum concentration-time curve (AUC) of 2,5-HD, not the applied dose of n-hexane
(12,14).

MEK is often used as a solvent in the manufacturing of colorless synthetic resins, artificial
leather, rubbers, lacquers, varnishes, and glues. It is usually found in mixtures with other
solvents, including n-hexane (J5). Neurotoxicity increases as a result of co-exposure to MEK
and either n-hexane, MnBK, or 2,5-HD in human studies, in vivo, and in vitro studies. The
enhanced effects of MEK on n-hexane-induced neurotoxicity are unequivocal. MEK metabolism
potentially interferes with n-hexane metabolism and has implications for toxicokinetic
interaction. MEK is first metabolized to either 2-butanol, a minor process, or 3-hydroxy-2-
butanone, a microsomal w-1 oxidation and the limiting step of MEK metabolism. The latter
metabolite is further metabolized to 2,3-butanediol (16,17). Because of similarities between the
biotransformation of MEK and n-hexane it is plausible there may be competition between the
two pathways.
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Co-exposure to MEK may affect more than one step in the metabolism of n-hexane. Previous
experiments suggest the concentration of 2,5-HD in blood decreases more slowly when rats are
simultaneously exposed to MnBK and MEK (/8), n-hexane and MEK (/ 9), as well as 2,5-HD
and MEK (20). AUC of 2,5-HD in blood increases in greater values in rats treated with 2,5-HD
and MEK than those treated with 2,5-HD alone (/4). The clearance of 2,5-HD in urine increases
by 6-fold in animals co-administered both MnBK and MEK (21}, but decreases in animals co-
exposed to n-hexane and MEK (22-24). Krishnan and his colieagues (25) suggest hexane is an
example of exposure to a single chemical that results in concomitant exposure to many chemicals
because of the complex biotransformation processes. Co-exposure to MEK further complicates
these interactions. Currently, there is no information in the literature describing these complex
interactions. To investigate such complexity in a manageable manner it is necessary to seek
simplifying assumptions to limit the study to a workable scope.

The objective of this study was to evaluate the efficacy of toxicokinetic modeling to investigate
toxicological interaction between 2,5-HD and MEK. A toxicokinetic interaction model was
developed and its kinetic parameters were estimated. The underlying toxicokinetic mechanisms
of interaction: competitive, noncompetitive, or uncompetitive inhibition, were evaluated. The
model was extrapolated from high to low doses to examine the effect of co-exposure to MEK on
2,5-HD AUC.

Materials and Methods

Materials .

Published data of Yasui et al. (20) that investigates the blood concentration of 2,5-HD as
influenced by co-exposure to 2,5-HD and MEK were selected to estimate model parameters.
The authors subcutaneously injected 2.6 mmol/kg 2,5-HD alone or 2.6 mmol/kg 2,5-HD pius
MEKXK at 2.6 mmol/kg and 13 mmol/kg to male Wistar rats. F ollowing treatment for 0.5, 1, 2, 4,
8, and 16 hr, they sacrificed the animals and determined the blood concentrations of 2,5-HD.

A Model of Toxicokinetic Interaction between 2,5-HD and MEK

We addressed three issues on the toxicokinetic behavior of 2,5-HD as influenced by MEK:
metabolism of 2,5-HD, metabolism of MEK, and the toxicokinetic interaction between 2,5-HD
and MEK. A single saturable pathway was used to describe the deactivation and elimination of
2,5-HD in blood (Figure 3). 2,5-HD was assumed to be instantaneously available to the systemic
circulation in rats administered 2,5-HD via subcutaneous injection. After the treatment, the mass
balance governing 2,5-HD in the blood was

dMup _ VimaxHp -Crp 1)
df Km,HD + CHD '

where Myp = mass of 2,5-HD in the blood (mg); Cup = Mup/Vip, concentration of 2,5-HD in
the blood (mg/L); Vup = volume of distribution of 2,5-HD (L), equivalent to blood; Vo pp =
maximum elimination rate of 2,5-HD (mg/hr); and Keup = apparent Michaelis constant for 2,5-
HD metabolism (mg/L).
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Similarly, a single compartment model was used to mode! the metabolism of MEK in blood
(Figure 3), with parameters Vinaxmek and Ky mex. Following the treatment of MEK, the mass
balance governing MEK in the blood was

IMumex __ Vmax,Mex -Cuexk 2)
dt Kmmex +Cumex

where Mmex = mass of MEK in the blood (mg); Cmex = Mmex/VmMek, concentration of MEK in
the blood (mg/L); Vuex = volume of distribution of MEK. (L), equivalent to blood; Vamex =
maximum elimination rate of MEK (mg/hr); and Ky mex = apparent Michaelis constant for MEK
metabolism (mg/L).

Figure 3 depicts the toxicokinetic model of the interaction between 2,5-HD and MEK. The
interaction may occur by one of three inhibition modes: competitive, uncompetitive, or
noncompetitive. Competitive inhibition occurs when an inhibitor competes directly with a
normal substrate for the same binding sites available on the enzyme. If MEK competitively
inhibits 2,5-HD metabolism, Equation (1) can be modified (26), as follows,

at C | ’
Km,HD '[1+ ME%I. MEK}CHD

where K mex (mg/L) in Equation (3) refers to the constant for competitive inhibition of 2,5-HD
metabolism by MEK.

dMup _ Vinax,HD *CHp 3)

Uncompetitive inhibition results from an inhibitor binding to the enzyme-substrate complex to
produce an inactive enzyme-substrate-inhibitor complex. The presence of the inhibitor molecule
not only affects formation of the final product but also influences production of the enzyme-
substrate complex. If the interaction of 2,5-HD and MEK occurred under this mechanism,
Equation (1) can be modified (26), as follows

CHD A1 Vmax,HD
1+ CMEV
dMup _ Ki, MEK | (4)
dt 1’
K
Chp + 1 CMET(’HD
+

Ai,MEK |

where K mex (mg/L) in Equation (4) refers to the constant for uncompetitive inhibition of 2,5-
HD metabolism by MEK.
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[n noncompetitive inhibition, an inhibitor binds not only to the free enzyme to form an enzyme-
inhibitor complex but also to the enzyme-substrate complex to generate an inactive enzyme-
substrate-inhibitor complex. If the interaction of 2,5-HD and MEK operated in this mode,
Equation (1) can be modified (26), as follows

CHD ) Vmax,HD
1+ CMEV
dMup _ Ki, MEK (5)
dt Km,HD + CHD '

where K; mex (mg/L) in Equation (5) refers to the constant for noncompetitive inhibition of 2,5-
HD metabolism by MEK.

Influence of Metabolic Inhibition on Biological Half-Life of Chemical Mixtures
The biological haif-life of 2,5-HD (T 1p) as inhibited by MEK, by definition (27), can be
described as:

0.693 - Vyp
T = —
df HD
. . : dMup .
where Viyp, is volume distribution of 2,5-HD and the denominator p Cup |is the

clearance (27) of 2,5-HD. In the case of MEK competitively inhibiting 2,5-HD metabolism,
substitution of Equation (3), without the negative sign for elimination, into Equation (6) and
rearrangement of the latter equation give

0.693-Vyp Km,HD
T = ——-—(K HD + CHD + .
J:HD Vmaxp = Ki Mek

-Cumex )- (7)

Ir, the cases of MEK uncompetitively and noncompetitively inhibiting 2,5-HD metabolism, the
Ty 4o can be written in Equations (8) and (9), respectively, as follows:

Cup

Crmex ), (8)

0.693-Vyp
T = ———-—(K HD + CHD +
%'HD Vmax,HD i Ki Mex
and
0.693.V Km,Hp +CHp
T =———""HB (K tip +Cpip +—2 ‘Cpmex )- (9)
y2' HD Vimax,HD - Ki mMek

Estimation of Model Parameters
f.1ira et al. (28) report the values of Vay mex and Kmmex for humans, 30 pmol/min (=130 mg/hr)
and 2 uM (=0.14 mg/L), respectively. In this study, we assumed the value of KmMex of rats was
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the same as that in Liira’s study, i.e., 0.14 mg/L. Based on the principle described by Gargas et
al. (29), the value of V 4 mek Was extrapolated from humans to rats, as follows

0.7 07
rat _\s/human Bw'at _ 0272kg\"
Vmax MEK = max,MEK X [___'Bwhuman =130 mg / hr x _-77‘-1_1_\’2;— =264mg/ hr,

where body weight (BW) of rats and humans were based on data reported by Yasui et al. (20)
and Liira et al. (28), respectively. Table 1 shows the equivalent volume of distribution of MEK
to blood (Vmexk = 280 ml, blood equivalent), which was estimated by physical volume of the
major physiological compartments (including fat, liver, slow-perfusion tissue group, rich-
perfusion tissue group, and liver) of rats and the tissue/blood partition coefficients of MEK in
these compartments.

The AR program in BMDP (30) was used to fit experimental data and estimate kinetic
parameters. The program is a derivative-free nonlinear regression procedure that estimates the
parameters for a wide variety of nonlinear functions by the method of least squares (or
equivalent to the method of maximum likelihood) using a pseudo-Gauss-Newton iterative
algorithm. It simultaneously estimated 4 unknown model parameters: Vmay tp, Kmup, Vip, and
K Mmex, where Vyp was calculated as follows:

BW"@ x Dose x MWy,

x 1000, (10)
CHp(0)

Vip =

In Equation (10), BW™ = 0.272 kg (20), Dose = 2.6 mmol/kg (20), MWyp = 114 mg/mmol, and
Cuin(0), the initial blood concentration of 2,5-HD (mg/L). The AR program run three separate
models that assumed the toxicokinetic interaction between 2,5-HD and MEK were competitive,
un-competitive, and non-competitive inhibition, respectively. It reported the estimates and

asymptotic standard errors of kinetic parameters.

Model Simulations

Simulation studies were carried out to extrapolate the effect of co-exposure to MEK on the AUC
of 2,5-HD from high to low doses. We run a total of 186 simulations, including any
combinations of six 2,5-HD regimens (0.1,0.3,06,1.2,2.0and 3.0 mmol/kg) and thirty-one
MEK regimens (0 to 3.0 mmol/kg, with an increment of 0.1 mmol/kg). In each simulation
expcriment, the AUC of 2,5-HD was estimated by the trapezoidal rule, an approximate numeric
integration algorithm (27).

Results

The developed model, which assumed MEK competitively inhibited 2,5-HD metabolism,
successfully fit the experimental data of Yasui et al. (20) (Figure 4). The estimates of the kinetic
parameters were Vmay ip = 7.6 mg/hr, Ky pp = 32.2 mg/L, Vyp =264 mL, and Kimex = 65.5
mg/L. It not only predicted the behavior of 2,5-HD in the blood of the rats exposed to 2.6
mmol/kg 2,5-HD alone (the line labeled with “HD” in F igure 4) reasonably well but also those
exposed to 2.6 mmol/kg 2,5-HD plus 2.6 mmol/kg MEK (the line labeled with “HD+MEK™) and
2.6 mmol/kg 2,5-HD plus 13 mmol/kg MEK (the line labeled with “HD+5MEK"). This
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toxicokinetic model showed the persistence of 2,5-HD in rats was MEK dependent; the higher
MEK dose the more profound the persistence of 2,5-HD.

Figures 5 and 6 show the uncompetitive and noncompetitive inhibition models also fit
reasonably well to the experimental data. The goodness-of-fit was not substantially different
from that of the competitive model (Figure 4). In comparison with the kinetic parameters, the
values of Vip, Vimaxnip, and Kp, 4p were not substantiaily different (Table 2). The mean squared
error (MSE) obtained from the competitive model (MSE=0.008124) was smaller than, but not
substantially different from, those of the uncompetitive (MSE=0.008747) and noncompetitive
(MSE=0.008424) models. The inhibition constant for competitive inhibition model (K, mex =
65.5 +8.5 mg/L) was significantly lower than those of noncompetitive inhibition (403+86.5
mg/L) and uncompetitive inhibition (440+77.1 mg/L).

The developed toxicokinetic model was used to extrapolate the behavior of 2,5-HD in rats as
influenced by MEK from high to low doses. Figure 7 depicts the AUC of 2,5-HD as a function
of the co-exposed dose of MEK when rats are co-administered 2,5-HD at 0.1, 0.3, 0.6, 1.2, 2.0,
and 3.0 mmol/kg. The figure shows the log,o(AUC) approximately linearly increases with
increase in MEK dose ranging from 0 to 3 mmol/kg. This corresponds to an increase in AUC by
a factor of approximate 10® per unit dose of MEK, where B is the slope of the linear relationship.

Table 3 summarizes the slopes of the linear relationships and the corresponding values of 10P at
various doses of 2,5-HD. The slopes decreased from 0.399 to 0.09 [log1o(AUC) per mmol/kg
MEK] with increase in 2,5-HD doses from 0.1 to 3.0 mmol/kg. For every increment of 1
mmol/kg MEK, the AUC approximately increases 2.5 fold in the rat co-administered 0.1
mmol/kg 2,5-HD. In comparison, the AUC approximately increases only 1.23 fold at 3.0
mmol/kg 2,5-HD (Table 3).

Equations (7)-(9) show Ty, up is a linear combination of Kmup, Cup and Cyex. Figure 8 depicts
the Ty, up as a function of blood MEK concentration at various blood concentrations of 2,5-HD at
10, 75, 150, 250 and 350 mg/L.. At 10 mg/L 2,5-HD, approximately equal to the initial 2,5-HD
concentration of the rats subcutaneously injected with 0.1 mmol/kg, the Tv.up was 1 hr when
there was no inhibition by MEK. In comparison, at 350 mg/L, approximately equal to the initial
2,5-HD concentration of the rats exposed to 3 mmol/kg, the half-life was 9.2 hr. When rats were
co-administered with MEK, Ty, up increased 1.18 hr for every increment of 100 mg/L blood
concentration of MEK.

Discussion

The objective of this study was to use toxicokinetic modeling to investigate the mechanistic basis
for the interaction of MEK with 2,5-HD. The model focused upon the metabolism and
elimination of 2,5-HD, without considering the complex interactions of intermediary metabolites
(Figures I and 2). The agreement between model predictions and experimental data suggested
reasonable model specification and parameter estimation, as well as the probable mechanism of
metabolic inhibition between 2,5-HD and MEK. The model, although not physiologically based,
captured the essential feature of 2,5-HD metabolism and its interaction with MEK and
demonstrated the utility of toxicokinetic modeling in investigating metabolic interactions
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between chemical mixtures. It highlighted the significance of inhibiting deactivation of a toxic
metabolite on its persistence in the body.

Metabolic inhibition was the mechanism likely responsible for increased persistence of 2,5-HD
in rats co-exposed to 2,5-HD and MEK. Ralston et al. (/4) found concomitant administration of
MEK reduced blood 2,5-HD clearance and increased the AUC of 2,5-HD. Yasui et al. (20)
demonstrated that blood 2,5-HD concentration in rats increased si gnificantly in the co-exposure
groups and that the increase was MEK dose-dependent. These experiments unequivocally
demonstrated that increased persistence of 2,5-HD was due to MEK. However, the kinetic
mechanism had not been elucidated by these two studies. We employed a toxicokinetic model to
test the hypothesis that inhibition of metabolism was the likely mechanism for the increased
persistence of 2,5-HD in animals co-exposed to 2,5-HD and MEK.. Our results suggest a single
Michaelis-Menten kinetic pathway of the elimination satisfactorily describes 2,5-HD metabolism
in the rat.

The method of goodness-of-fit did not clearly identify the mode of metabolic inhibition in this
study although it has been used in other studies to elucidate the inhibitory mechanism of
metabolic interactions between chemicals (37,43-47). In most cases, there is clear evidence that
a particular inhibition mechanism provides better goodness-of-fit than the others in toxicokinetic
modeling. However, as shown in Figures 4-6, it was difficult to discern which inhibition
mechanism provided the best fit by comparing the goodness-of-fit in the figures. The mean
squared error for the competitive inhibition model was slightly smaller than those for the
uncompetitive and the noncompetitive models (Table 2). But, the differences could not be
statistically tested because these three models were not nested. These results suggest that the
goodness-of-fit of toxicokinetic modeling to experimental data may not always result in clearly
differentiating mechanisms of inhibition mechanism in metabolic interaction studies.

In the case of 2,5-HD inhibition by MEK, the competitive mode might have operated more
efficiently than uncompetitive and noncompetitive modes. From the perspective of toxicokinetic
modeling, the major difference among these three inhibition modes was the inhibition constant
Kimex (Table 2). Fitting the experimental data of Yasui et al. (20) to the competitive mode gave
the smallest estimate of the inhibition constant (65.5 mg/L), compared to those of the
uncompetitive (403 mg/L) and the noncompetitive modes (440 mg/L). These results were
consistent with those found in the study of Thrall et al. (45), in which the inhibition constants of
toluene and trichloroethylene in the competitive mode were reported to be smaller than those of
the uncompetitive and noncompetitive modes. The authors argued that competitive inhibition
was the most plausible type of metabolic interaction between these two solvents because the
inhibition constants are closest to the corresponding Michaelis-Menten constants, We
considered competitive inhibition to be operating more efficiently than uncompetitive and
noncompetitive modes because of a much lower inhibition constant for competitive inhibition.

Extrapolation of the behavior of 2,5-HD AUC in the blood from high to low doses of 2,5-HD
and MEK was the major application for the toxicokinetic model developed in this study. The
experimental data of Yasui et al. (20) focused on the behavior of 2,5-HD as influenced by MEK
in high dose scenarios. The concave nature the of 2,5-HD concentration profiles highlights the
vaturation of 2,5-HD metabolism (HD lines in Figures 4-6) and increased persistence of 2,5-HD
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by co-administration of MEK (HD+MEK and HD+SMEK lines). Since 2,5-HD AUC has been
shown to correlate with the neurotoxic potency of n-hexane (/2,14), it was extrapolated from
high doses, more often used in toxicological experiments, to low dose regions, relevant at the
exposure levels found in the environment or even the workplace. Figure 7 depicts the predicted
2,5-HD AUC in rats subcutaneously co-administered with 2,5-HD and MEK at a variety of dose
ranges. Although our study applied toxicokinetic modeling to shed new light upon the impact of
MEK on 2,5-HD metabolism, we did not take into consideration of species extrapolation (rats to
humans), route differences (subcutaneous injection to inhalation), and exposure regimen (acute
to chronic) for the developed toxicokinetic model. Further studies are needed to address these
issues.

The 2,5-HD T, is quantitatively related to the kinetic parameters of metabolic inhibition. Yasui
et al. (20) showed MEK is capable of prolonging the 2,5-HD Ty in the biood, which was thought
to relate to the potentiation of 2,5-HD neurotoxicity by MEK. Zhao et al. (50) showed MEK (as
well as acetone and toluene) decreased the elimination rate constants of 2,5-HD (or equivalent to
prolong 2,5-HD Ty) in co-administration groups. These empirical observations consistently
suggest a qualitative relationship between 2,5-HD T, and the concentrations of 2,5-HD and
MEK. However, there have been no quantitative relationships documented in the literature. In
this study, we showed that 2,5-HD T, following co-administration of 2,5-HD and MEK was a
linear combination of the apparent Michaelis-Menten constant, the blood concentrations of 2,5-
HD and MEK, and depended on the nature of the metabolic inhibition [Equations (7)-(9)]. The
limiting conditions of these relationships are discussed below:

1. At low concentrations of 2,5-HD (Cyp — 0) and no MEK inhibition (Cpex = 0), Twnp In
Equations (7)-(9) is reduced to a constant

T _ 0'693'VHD‘Km,HD
%'HD Vmax,HD ’

a limiting condition of linear kinetics of metabolism.

2. When Cyp concentrations are relatively high and no MEK inhibition occurs (Cmex =0).
Equations (7)-(9) can be reduced to

0.693-Vyp
T =—— T /K +C ;
%,HD Vimax HD (Km,HD HD )

a nonlinear kinetic condition of 2,5-HD metabolism that is consistent with the derivation by
Gibaldi and Perrier (27).

3. When the blood concentration of MEK is high Ty, yp is also a function of the MEK

K K +C
concentration that is multiplied by a factor ( m,HD ], ( Crp J, or ( m,HD HDJ for
Kimek ) \ Kimex Ki.mex
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competitive, uncompetitive, or noncompetitive inhibition, respectively. These factors suggest
that competitive inhibition operates more effectively in prolonging Ty, yp than uncompetitive and
noncompetitive inhibition modes because the inhibition constant of former mode is 6 fold lower
(Table 2).

Although 2,5-HD and MEK can theoretically interact with each other (F igure 3), inhibition of
MEK metabolism by 2,5-HD is relatively unimportant. We conducted a sensitivity analysis to
examine the impact of the competitive inhibition constant of MEK by 2,5-HD (K, up) on other
kinetic parameters and mean squared errors. Qur analyses found the models including K, 1p
above 600 mg/L did not improve the goodness-of-fit at all, in comparison to the model including
Kinp at 600 mg/L. Under the latter condition, other kinetic constants were estimated to be: Vyp
=264.5 mL, Vmacup = 7.6 mg/hr, Koup = 32.2 mg/L, and Kimex = 66.0 mg/L. These values
were very close to those estimated when K; yp was not included in the model (Vup = 264.3 mL,
Vmax o = 7.6 mg/hr, Koy pp = 32.2 mg/L, and K; mex = 65.5 mg/L, see Table 2). The mean
squared errors between these two conditions differed by only 1.5%. In contrast, when Kinp was
less than 600 mg/L, the kinetic parameters gradually departed from the values shown in Table 2.
The mean squared errors also increased substantially, suggesting poor goodness-of-fit under the
conditions of K;yp <600 mg/L. Because the K; yp did not improve the fit, we eventually
climinated K up from the model to make it simpler without loss of descriptive power.

Metabolic interactions occurring in the process of n-hexane activation to 2,5-HD could affect the
metabolism of n-hexane in the body. Andersen and Clewell (37) considered multiple
competitive interactions between hexane, MnBK and 2,5-HD. They used PBPK modeling to
describe the kinetics of the three compounds and suggested at high concentrations or continuous
¢xposure the formation of 2,5-HD may be inhibited in part because 2,5-HD and MnBK might
inhibit hexane metabolism. In a study of Iwata et al. (23), rats inhaled n-hexane plus MEK at
1000 ppm for 8 hrs. Forty-eight hour urinary excretion of 2-hexanol decreased in the animals
exposed to n-hexane and MEK, suggesting production of 2-hexano! was inhibited by MEK. In
another study (24), rats were exposed to hexane and MEK at 500 ppm 8 hrs a day for 33 weeks.
The authors demonstrated a similar decrease in 2-hexanol elimination. The studies of Shibata et
al. (22,32) showed that 2-hexanol level in serum and its elimination in urine decreased in animals
exposed to mixture of hexane and MEK, compared to those exposed to hexane only. In a study
of human volunteers exposed to a mixture of hexane and MEK (33), the serum concentration of
2,5-HD decreased and the time to reach maximum concentration of 2,5-HD increased. Previous
studies show hydroxylation of hexane is inhibited by the presence of MEK as a result of
competition for the CYP2E1 enzyme that is required for biotransformation of hexane (34) and
MEK (35,36). In brief, many steps in the activation of n-hexane to 2,5-HD, as outlined in Figure
2, can be affected by co-exposure to MEK., Our study could not address this issue.

There is no compelling evidence to indicate that MEK affects the toxicity of hexane or MnBK at
the toxicodynamic level. In one relevant report (/4), rats were treated with 2.2 mmol/kg/day 2,5-
["*CJHD alone and in combination with 2.2 mmol/kg/day MEK for 3 weeks. Total 'C activity
was examined in peripheral nerve crude homogenate, neurofilament-enriched fraction of
peripheral nerve, spinal cord crude homogenate, and neurofilment-enriched fraction of spinal
cord. The binding of radiolabeled 2,5-HD to the nervous tissues and their corresponding
neurofilament-enriched fractions in rats exposed to 2,5-HD plus MEK were not consistently
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different from that in animals exposed to 2,5-HD alone. These results indicate that enhancement
of n-hexane-induced neurotoxicity by MEK does not result from increased binding of 2,5-HD to
neurofilament at toxicodynamic level.

We conclude that the persistence of 2,5-HD in the blood of experimental animals probably
results from competitive inhibition of 2,5-HD metabolism by MEK. The estimated values of
kinetic parameters provide a quantitative basis for description of 2,5-HD deactivation metabolic
process in the presence of MEK. The biological half-life of 2,5-HD appears to be a linear
combination of the apparent Michaelis-Menten constant, 2,5-HD and MEK concentrations in the
blood of rats. The AUC of 2,5-HD in rats is a nonlinear function of 2,5-HD and MEK
concentrations in the blood. This study demonstrates the utility of toxicokinetic modeling in the
investigation of metabolic interactions between chemical mixtures.
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Table 1. Estimation of Distribution Volume of MEK

Compartment Volume*, ml Tissue/Blood"® Volume, m! (blood equiv.)
Fat 19.0 0.88 17

Liver 10.9 0.98 Il

SPG 204.0 1.16 237

RPG 13.6 1.12¢ 15

Total 280

“Fat, liver, SPG (slow-perfusion tissue group), and RPG (rich-perfusion tissue group) consist of
4,7, 5, and 75% of tissue volume, respectively (4/).

*Tissue/blood partition coefficients were estimated by Perbellini et al. (¢2) for humans.

“This value was an average of tissue/blood partition coefficients of kidney, brain, and heart
reported by Perbellini et al. (42).

Table 2. Parameters used to Fit Models of Different Inhibition Mechanisms

Mode of Inhibition
Competitive Uncompetitive Noncompetitive
Vip (mL) 2643+ 6.9° 275+7.0 273.9£69
Vmax wp (mg/hr) 76+0.7 6.7+ 0.6 6.9+ 0.6
Kon.up (mg/L) 322187 207+£7.0 22877
Kimex (mg/L) 65.5%8.5 403.0 + 86.5 4402 £77.1
Mean Squared Error 0.008124 0.008747 0.008428

*Mean + (asymptotic) standard errors.

Table 3. The Slope () of the Linear Relationship between logi1o(AUC) and MEK and 10" at
various Doses of 2,5-HD

2,5-HD Dose (mmol/kg) B [log1o(AUC) per MEK dose] 10°
0.1 0.399 2.50
0.3 0.340 2.19
0.6 0.278 1.90
1.2 0.198 1.58
2.0 0.136 1.37
3.0 0.090 1.23
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Captions of Figures

Figure 1. Paradigm of potential toxicological interactions of chemical mixtures [adapted from

(D]
Figure 2. Metabolism of n-hexane and its metabolites [adapted from (/2) and (/3)].

Figure 3. A diagram presentation of a metabolic interaction model of 2,5-HD and MEK. The
big compartment represents the overall model that consists of two distinct compound-specific
compartments: 2,5-HD and MEK. Elimination of the compound is characterized by Michaelis-
Menten kinetic parameters Vg up and Ko up for 2,5-HD, and Vmaxmex and Ko, pex for MEK.
The inhibition of 2,5-HD by MEK (K mex) and that of MEK by 2,5-HD (Kinp) were employed
to capture mutual inhibition between the two compounds.

Figure 4. Time course of 2,5-HD concentration in the serum of male Wistar rats subcutaneously
injected with 2.6 mmol/kg 2,5-HD (HD), 2.6 mmol/kg 2,5-HD plus 2.6 mmol/kg MEK
(HD+MEK) and 13 mmol/kg MEK (HD+5MEK). The solid lines are predictions of the
competitive inhibition model (see Equation (3) for model specification and Table 2 for model
parameters). The symbols represent experimental data from Yasui et al. (20).

Figure 5. Time course of 2,5-HD concentration in the serum of male Wistar rats subcutaneously
injected with 2.6 mmol/kg 2,5-HD (HD), 2.6 mmol/kg 2,5-HD plus 2.6 mmol/kg MEK
(HD+MEK) and 13 mmol/kg MEK (HD+5MEK). The solid lines are predictions of the
uncompetitive inhibition model (see Equation (4) for model specification and Table 2 for model
parameters). The symbols represent experimental data from Yasui et al. (20).

Figure 6. Time course of 2,5-HD concentration in the serum of male Wistar rats subcutaneously
injected with 2.6 mmol/kg 2,5-HD (HD), 2.6 mmol/kg 2,5-HD plus 2.6 mmol/kg MEK
(HD+MEK) and 13 mmol/’kg MEK (HD+SMEK). The solid lines are predictions of the
noncompetitive model (see Equation (5) for model specification and Table 2 for model
parameters). The symbols represent experimental data from Yasui et al. (20).

Figure 7. Effects of co-exposure to MEK on 2,5-HD AUC at various doses of 2,5-HD. The
competitive inhibition model (see Equation (3) for model specification and Table 2 for model
parameters) predicts the values of 2,5-HD AUC, based on the assumption that rats were
subcutaneously administered with 2,5-HD and MEK.

Figure 8. Effects of co-exposure to MEK on the biological half-life of 2,5-HD at various blood

concentrations of 2,5-HD. The latter is a linear combination [see Equations (7)] of apparent
Michaelis-Menten constant, the concentrations of 2,5-HD and MEK in blood.
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Arthur Cho, Deborah Schmitz, and John R. Froines

Metabolic interaction between styrene and butadiene

Abstract

Butadiene (BD) and styrene (ST) are protoxins, i.e., compounds that are metabolically activated
to toxic epoxides in a variety of tissues. In some industrial conditions, workers can be exposed
to both compounds simultaneously so the nature of the metabolic interaction between the two
compounds is clearly important from an occupational health perspective. Pharmacokinetic
studies of the interaction between ST and BD in mice and rats showed that although ST inhibits
the metabolism of BD, BD had no effect on ST metabolism. Since the toxicity of both of these
compounds is dependent on metabolism, the interaction has been interpreted to reflect a
“protective effect” by ST on BD toxicity by some. The compournds are converted to their toxic
epoxides by enzymes of the cytochrome P450 (CYP) superfamily in what is commonly thought
to be the rate limiting step in their overall metabolic transformation. To evaluate the interactions
of the two compounds with CYP, we have studied epoxide formation from BD in the presence of
ST and epoxide formation from ST in the presence of BD in rat liver microsomes. We
considered two possible mechanisms, an irreversible one, in which the olefins could be
converted to compounds capable of forming covalent bonds with the enzyme and a second
possibility, that of competitive inhibition. Irreversible inhibition could be a protective action,
i.e., by blocking the formation of a toxic epoxide. The results indicated that irreversible
inhibition did not occur and that BD was a competitive inhibitor of ST epoxidation. These
observations, made at subcellular levels, differ from the results of the in vivo studies, leading us
to conclude that interaction at the CYP level is not the basis for the observed in vivo interaction.
Other investigators have recently suggested that the in vivo interaction may involve transporters
so that competition for access to the metabolic enzymes may be responsible. These subcellular
studies did not address this possibility and attempts to study the interaction at the cellular leve!
with hepatocytes were unsuccessful.

Introduction

Butadiene (BD) and styrene (ST) are protoxins, i.e., compounds that are metabolically activated
to toxic epoxides in a variety of tissues (Gadberry et al 1996). Both compounds are converted to
their toxic epoxides by enzymes of the cytochrome P450 (CYP) superfamily in what is
commonly thought to be the slow step in their overall metabolic transformation(Nakajima et al
1993; Nakajima et al 1994; Nedeicheva 1996; Nieusma et al 1998; Vaz et al 1998). The
epoxides are then hydrolyzed to the corresponding diols by the enzyme, epoxide hydrolase
(Gadberry et al 1996; Kemper & Elfarra 1996; Krause et al 1997; Mendrala et al 1993), and
subsequently undergo conjugation reactions before they are eliminated. In some industrial
conditions, workers can be exposed to both compounds simultaneously and the nature of the
metabolic interaction between the two compounds is clearly important from an occupational
health perspective. Pharmacokinetic studies of the interaction between ST and BD in mice
(Leavens & Bond 1996; Leavens et al 1996) and rats [(Filser et al 1993; Laib et al 1992) showed
that although ST inhibits the metabolism of BD, BD had no effect on ST metabolism. Since the
toxicity of both of these compounds is dependent on metabolism, the interaction has been
interpreted to reflect a “protective effect” by ST on BD toxicity by some (Laib et al 1992).
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The interaction of these compounds with cytochromes P450 can occur by several different
mechanisms.

1.

As unsaturated compounds have been shown to be irreversible inhibitors of CYP enzymes
(€.g.,(Ortiz de Montellano 1986) , each could irreversibly inhibit CYP to block formation of
the epoxide. In this case, formation of the toxic epoxides would be reduced and a protective
effect could result.

If both compounds were oxidized by the same CYP enzyme, they would be competitive
substrates and, depending on the values of their respective Michaelis’ constants (Km), one
could inhibit the epoxidation of the other.

. A third possibility is that ST and BD epoxidation is catalyzed by different CYP enzymes so0

there would be no interaction on epoxide formation. This is an explanation for the inability
of ST to inhibit BD metabolism by more than about 50% (Leavens & Bond 1996). In this
case, interaction could take place on epoxide hydrolase, allowing the accumulation of the
epoxide with lower affinity, or higher Km value.

Alternatively, the interaction could take place on a transporter rather than an enzyme. Laib et
al., (Laib et al 1992) have suggested that the first order metabolism of BD and ST is limited
by the capacity of transport processes. If competition for a common transporter is the basis
for the interaction, the concentration dependency could be very complex. There are inward
and outward transporters in different tissues so that interaction could take place to either
increase or decrease the net inward movement of these compounds. For example, the ABC
transporter, P-glycoprotein, removes lipid soluble compounds from cell membranes by
outward transport. Inhibition of this transporter could actually increase the level of
intracellular substrate.

To evaluate these possible interaction mechanisms at the level of cytochrome 450 enzymology,
the kinetics of epoxide formation by ST and BD were determined in liver microsomes from
naive rats. The results thus far indicate that BD inhibits ST epoxidation but ST has no effect on
BD epoxidation.

Materials and methods.

Metabolism of Styrene in Rat Hepatocytes

Primary culture incubations were conducted in 24 mL glass vials coated with collagen type 1 and
sealed with Teflon-faced septa. Hepatocytes were isolated from ~200-250g Sprague-Dawley rats

(Harlan) and plated at a density of 1 x 10° cells in Williams E Media containing fetal bovine
seruin and Streptomycin-Penicillin and allowed to grow ovemight. The following day, the
medium was removed and styrene, dissolved in Williams E Media, was added to initiate the
metabolism. Aliquots of 100 pL of media was removed at specified time points and added to
extraction tubes containing 1.5 mL hexane and internal standards, trans-B-methylstyrene and
(1R,2R)-(1)-1-phenylpropylene oxide. Samples were mixed on a vortex and centrifuged at 2000
rpm for 10 min. The hexane layer was transferred to 2mL vials. The vials were capped and
stored at 4° C until analysis.

47



Metabolism of Styrene in Rat Hepatic Microsomes

Rat microsomal incubations with styrene were conducted in 24mL glass vials sealed with
Teflon-faced septa. The incubation vials were set on ice and styrene in 0.4% acetone, 0.1M
Hepes buffer, pH 7.6, deionized water, rat hepatic microsomes (1 mg-1.9mg), and 1 mM
cyclohexene oxide (an epoxide hydrolase inhibitor) were added to a final volume of 2 mL. The
incubation mixture was equilibrated for 10 min. at 37°C and the reaction initiated by the addition
of a NADPH-generating system consisting of 0.5 mM NADP", 8 mM glucose 6-phosphate, 1
unit of glucose 6-phosphate dehydrogenase and MgCl, (to a final concentration of 5 mM).
Aliquots of 100 L were removed via a gas-tight syringe extracted and with 1.5 mL of hexane
containing trans-3-methylstyrene and (1R,2R)-(1)-1-phenylpropylene oxide as internal
standards. Samples were mixed on a vortex mixer and centrifuged at 2000 rpm for 10 min. The
hexane layer was transferred to 2mL vials. The vials were capped and stored at 4° C until
analysts.

Metabolism of Butadiene

Rat microsomal incubations with butadiene were conducted in 24mL glass vials sealed with
Teflon-faced septa. The incubation vials were set on ice and 0.1M Hepes buffer, pH 7.6,
deionized water and rat hepatic microsomes (1-1.8mg) in a final volume of 2 mL. Then,
butadiene was added to the mixture via a gas-tight syringe and the mixture was equilibrated for
10 min. at 37°C. The reaction was initiated by the addition of a NADPH-generating system
consisting of 0.5 mM NADP, 8 mM glucose 6-phosphate, 1 unit of glucose 6-phosphate
dehydrogenase and MgCl; (final concentration, 5 mM). A syringe was used to remove aliquots
0f 0.25-0.5 mL of the incubation mixture. The aliquots were extracted with 1mL of methylene
chloride containing 1, 2 epoxyhexane as internal standard. Samples were mixed on a vortex and
centrifuged at 2000 rpm for 10 minutes. The aqueous layer was removed by aspiration and the
methylene chloride layer was transferred to 2 mL vials.

GC/MS analysis of Styrene and Styrene Oxide

A H-P 5971 A Mass Selective Detector connected to an HP model 5890 GC was used for the
determination of styrene oxide. The GC/MS was fitted with a retention gap (Sm, 053 mm)
connected with a quartz deactivated column connector to a HP-5MS capillary column (0.25 mm
1.d., 0.25 pM film thickness, 30 m length). Initial column temperature was 35°C for 0.5 min then
ramped to 120 °C at a rate of 70 °C/min. Retention times for styrene, trans-B-methylstyrene,
styrene oxide and (1R,2R)-(1)-1-phenylpropylene oxide were 5.10, 7.50, 8.76 and 10.86 min
respectively. The fragments monitored were m/z 104.2.0 for styrene, m/z 117.2 for trans-3-
methylstyrene and m/z 89.0 for styrene oxide and (1R,2R)-(1)-1-phenylpropylene oxide .

GC/MS analysis of butadiene monoxide

A H-P 5971A Mass Selective Detector connected to an HP model 5890 GC equipped with a
cool-on-column injector was used for the determination of butadiene monoxide. The GC/MS was
fitted with a retention gap (5m, 0.53 mm) connected with a quartz deactivated column connector
to a HP-5MS capillary column (0.25 mm i.d., 0.25 uM film thickness, 30 m) . Initial column
temperature was 35°C for 4.0 min then ramped to 100 °C at a rate of 40 °C/min. Retention times
for butadiene monoxide and 1,2 epoxyhexane were 3.93 min. and 6.06 min respectively. The
fragments monitored were m/z 39.0 for butadiene monoxide and m/z 71.1 for 1, 2 epoxyhexane.
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Results

Hepatocyte studies

Initially, an attempt was made to utilize hepatocyte cultures as the source of tissue interaction.
Hepatocytes contain the entire array of metabolic enzymes as well as membrane transporters so
they would be a useful preparation in which to study details of the interactions between the two

compounds.

In the initial experiments, ST was dissolved in the culture medium and incubated for 0-90 min in
hepatocytes that had been cultured for 24 hours. Analysis of the medium for ST, indicated that its
disappearance was linear for about 60 minutes over a concentration range between 50 and 100
M. Accordingly, BD was added and ST disappearaance again determined. However, when
BD (1000 ppm; 16 pM ) was added to the hepatocytes, the cells became detached from the vials
and did not survive, indicating that BD, under these conditions, was toxic to the cells. For this
reason, the hepatocyte approach was abandoned in favor of a microsomal preparation. Since the
slow step in the metabolic activation of ST and BD was likely to be the CYP based reaction,
microsomal preparations would permit the interaction on this enzyme system.

Partition properties of BD

The gaseous nature of BD at room temperature, required an approach to determining the
concentration in the incubation media based on the head space concentration. Accordingly, the
partition properties of BD between head space and medium in microsomal suspensions were
determined. Afier equilibration of BD with the microsomal preparation, head gas samples were
collected from incubation vials containing 2, 5 and 10 mL of microsomal preparation after a 15
minute incubation. There was no change in concentration in the head gas, i.e., it was
independent of the volume of the microsomal mixture, indicating that the aqueous concentration
was equal to the head gas concentration over the range of BD used in these studies.

Based on an apparent partition of one, the concentration in the aqueous phase could be calculated
from the head space concentration with the assumption of ideal gas bahavior.

Thus:
I ppm =1 pg/L; 1000 ppm =1 pg /L. =1 pL/mL
Incubation vial =24 mL; BD @ 1000 ppm = 24 pL/24mL

From ideal gas considerations:
1 mmole = 25.4 mL at 37°% 1 mL = 39.4 umoles
1 uL = 39.4 nmoles
24 pLL * 39.4 nmols/uL = 945.6 nmoles

Assuming equal distribution (Kp = 1)} betweeen gas/liquid,
1000 ppm = 945.6 nmoles/24 mL = 39.4 nmoles/mL = 39.4 uM.
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Then,

BD added (puL/24 mL) ppm microM
1000 394
5000 187
12500 492
50000 1970

Effect of cyclohexane epoxide (CHO) on ST to styrene epoxide (SO) formation.

We used CHO to inhibit the epoxide hydrolase present in the microsomal preparation to limit the
reactions studied to epoxidation, independent of epoxide hydrolase (EH) action. CHO at 1 mM,
the concentration used to inhibit EH, had no effect on SO or BMO formation from 100 uM ST
and BD, respectively, the highest concentrations used.

Styrene oxide (SO) formation

The kinetics of SO formation was determined in the presence of | mM CHO in 15 minute
incubations at ST concentrations of 5, 10, 50, 100, 200 and 500 pM. The results, determined by
nonlinear regression analysis, gave a maximal velocity of 9.24 £ 2.0 nmole/min per mg
microsomal protein and the concentration for half maximal velocity was 887.6 +278.2 uM. The
Km values are much higher than those reported (Mendrala et al 1993) but those investigators
used higher concentrations of acetone as a solvent for ST. There is also the possibility of
multiple CYP enzymes catalyzing the reaction but the data are too limited to statistically evaluate
this possibility.

Additional experiments examining the effects of a 30 minute preexposure to ST on subsequent
SO formation indicated that there was no inactivation of CYP by ST.

Butadiene mono epoxide (BMO) formation

The kinetic parameters for BMO formation in liver microsomal preparations were determined at
substrate concentrations between 3.9 and 197 pM. Under these conditions, the maximal velocity
was found to be 3.07 £ 0.30 nmol/min*mg, and the Km, 43.00 £ 11.19 uM. The lower Km
observed for BD compared to ST indicated that BD should inhibit ST metabolism at pM
concentrations.

Interaction between BD and ST

The effect of varying BD concentration (98-1970 uM) on SO formation from ST at 50 uM is
shown in figure 1. The data fit a competitive inhibition model, as shown in the figure with Km
and Ki values of 1.62 and 7.5 uM, respectively. Thus, at these BD inhibits ST conversion to SO
by a competitive process, consistent with the notion of a common enzyme, presumably a
cytochrome P450 enzyme, catalyzing the epoxidation of both compounds.

However, the effect ST on BD metabolism was not consistent with this model. The effect of
varying ST on BO formation at a BD concentration of 197 uM is shown in figure 2. Under these
conditions, no consistent pattern of inhibition was observed.
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Discussion ‘

The interaction between ST and BD has been proposed to occur at an enzymatic and a
transporter level. There are multiple transporters of xenobiotics on cell membranes that may
contribute to the kinetics of different substrates. Neutral lipophilic organic compounds are
common substrates for the Mdrt, or muliti drug resistant transporter (Zegers & Hoekstra 1998).
These transporters move substrates from the cell membrane to extracellular space so they prevent
entry into the cell. Inhibition of the transporter therefore allows greater entry into the cell by the
substrate by diffusion. The transporter is present in hepatocyte membranes and could participate
mn xenobiotic movement. Attempts to assess the interaction at a transporter level in vitro were
unsuccessful because of the toxicity of BD to the cells. We were unable to culture the cells in
the presence of BD.

We then examined the interaction at the microsomal level. This preparation examines the
metabolic interaction between the two compounds, and in contrast to the observations made in in
vivo studies, BD inhibited SO formation but ST had no effect on BO formation. The
discrepancy between the two sets of studies, may lie in the participation of transporters in the
rate limiting step of BD and ST biotransformation. Furthermore, preincubation experiments
indicated that neither ST no BD exhibited inactivation of CYP under the conditions used. Thus,
it 1s unlikely that activation of either ST or BD to a CYP inhibitor takes place under the
conditions of these experiments.

In vivo studies show that ST inhibits the metabolism of BD to BO [(Filser et al 1993; Laib et al
1992), but BD has no effect on SO formation. If the interaction is competitive, the competition
should be mutual, i.e., either one should inhibit the other. The lack of this mutual effect
suggests that a more complex interaction is occurring and that additional studies are necessary to
elucidate mechanisms.

We conclude, however, that:

1. Neither ST nor BD is converted to irreversible inhibitors of their metabolizing enzyme in
vitro.

2. BD appears to act as a competitive inhibitor of SO formation but ST does not affect BO
formation. The interaction at the enzyme level is clearly more complex and may involve
multiple cytochrome P450 enzymes. The concentration range of ST used in the metabolism
covered the range found in the plasma of rats exposed to 100 umoles/kg. Under these
conditions (ST at 50 pM) BD inhibited ST epoxidation by 50% at a BD concentration of 100
pM.

3. The interaction at the transporter level should be studied in cells under conditions that
minimize the direct effect of BD on cell adhesion. .
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Figure 1: The effect of varying BD on SO formation from ST at 50 uM

SO concentration was determined after 15-minute incubation of ST in the presence of the
indicated concentrations of BD. The data are expressed as % control (0.69 nmol SO formed
/minute*mg microsomal protein). The curve represents a fit to a competitive inhibition model
with the values of Kmas 1.16 and Ki as 7.5 uM.

Figure 2. Effect of ST on BO formation from BD at 197 uM.
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BO formation was determined in the presence of the indicated concentrations of ST. The results
arc expressed as percent of control activity which was 0.39 nmols/min*mg protein.
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Shachar Eylam, Dale Hattis, and John Froines

Short Term Non-Invasive Biomarkers for the Processes Producing Long Term Lung
Damage--Evaluation of the Feasibility of Candidate Measurement Systems

Abstract

This report analyzes the potential for a few different potential biomarkers to serve as short term
measures of ongoing chronic lung damage processes resulting from occupational exposures. We
focus primarily on non-invasive measurements of ethane and pentane in exhaled air, and the
urinary excretion of the elastin degradation products desmosine and isodesmosine. Excretion of
the alkanes is a putative measure of oxidative processes in the lung resulting from macrophages
activated by particulate exposures. Desmosine and isodesmosine are putative markers for the
proteclytic processes that have been established as part of the pathogenesis of emphysema and
similar conditions. For ethane we develop a physiologically-based pharmacokinetic model that
can be used to interpret alveolar ethane measurements in terms of production--subtracting out the
contribution of ethane stored in the body from ambient air exposures, adjusting for differences in
body fat composition. A similar model for pentane is in process.

Both the ethane and desmosine/isodesmosine measurements have promise and appear feasible.
Three basic suggestions are made to help assure the collection of high quality data for workers
exposed to suspected lung-damaging agents:

1) For both ethane and pentane, there should be a small series of measurements of
pharmacokinetic parameters both in vitro (e.g., ethane blood/air, liver/air, and related
partition coefficients) and in vivo (based on measured exposures) to confirm the
pharmacokinetic modeling proposed here.

2)  Improved ethane (and/or pentane) ambient air measurements need to be made covering the
day or two prior to breath measurements for at least a sample of study subjects.

3)  Characterization of individual rates of excretion of desmosine and isodesmosine may
benefit from a small series of repeated samples, spaced apart by at least a couple of weeks.
Group differences, however, may well be detected by cross-sectional samples in which
only a single measurement is made per person.

Introduction ,

By definition, chronic cumulative diseases take a long time to develop into clinically
recognizable cases of impairment or illness. And therefore “clinically recognizable cases”--the
usual starting point for epidemiological work--are generally years and even decades removed
from opportunities for direct measurement of causally relevant exposures. It would greatly
facilitate both epidemiological research and (in the long run) the targeting of possible risk control
measures, if measurements could be made of the ongoing cumulative damage processes as the
damage is occurring.

The potential applications of such short term measurements in epidemiology are particularly

significant. Causal components of complex mixtures could be identified; effects of technical
changes in the composition of the complex mixtures could be evaluated, and dose response

54



relationships could be analyzed in ways that are just not possible if one must wait decades to
observe the end effects of the pathological processes.

However, appropriate design of research in this area must acknowledge and attempt to minimize
some drawbacks and hazards. In the near term, the definition of biomarkers of putative chronic
cumulative processes will need to be based on our best current (albeit incomplete) understanding
of the mechanisms involved. Ideally the biomarker should be highly correlated with one or more
of the steps leading from external exposure to a hazardous material through the chronic
accumulation of damage. Each biomarker will therefore reflect a qualitative hypothesis about
the relationship between a particular kind of measurement and the cumulative pathology (see
below). But there is no easy or rapid way, in the short run, to empirically verify that the
measurement does in fact reflect a process that is on the causal sequence leading to pathology, or
to assess the quantitative significance of particular observations for long term risk. This kind of
testing of the qualitative hypotheses and measuremnent of long term risk implications is likely to
require a long term prospective study of people exhibiting various levels of the biomarker over a
defined period.” Before completion of that kind of work, it will not be possible to definitively
interpret biomarker results in terms of individual risks. This fact must be made clear to all
participants, particularly the subjects of the research.

The work reported here assembles information needed to design initial experimental and field
trials of a few promising types of putative biomarkers of lung damaging processes:

. Exhalation of ethane and possibly pentane in the breath. These simple alkanes are the
products of oxidation of omega-3 and omega-6 fatty acids, respectively. The primary hypothesis
is that they would be a measure of relatively high levels of macrophage activity likely to result
from excessive particulate loading in the deep lung, as has been observed in autopsy and
bronchoalveolar lavage studies in coal miners (Rom, 1990). Auburtin et al. have recently
reported relatively high levels of ethane exhalation in active underground coal miners relative to
retired miners regardless of the presence of already-developed coal workers® pneumoconiosis in
some of the retired miners (Table 1). (Much less impressive elevations were not seen for

pentane in these worker groups--data not shown.) Lapp and Castranova (1993) have reviewed
current theories on the involvement of macrophage products in the pathogenesis of both coal
workers’ pneumoconiosis and silicosis. In brief, phagocytically active macrophages are
important both in the direct secretion of oxidants and proteolytic enzymes, and in the secretion of
mediators that recruit polymorphonuclear leukocytes into the airspaces, and stimulate the release
of oxidants and proteases from those cells. According to Begin et al. (1989), “...the initial early
lung lesion in all mineral dust pneumoconioses is a fibrosing macrophagic alveolitis.” Incidental
release of oxidants can particularly be expected to result from futile attempts by macrophages to
digest particles such as asbestos and silica (Archer, 1979). An additional hypothesis that also
supports the potential relevance of alkane exhalation arises from observations that coal dust itself

" In the interim, another type of methodology that might produce tentative risk-related information is a case control
study comparing workers of similar age and exposure who have and have not developed one of the pneumocanioses
in question. For an example application to the release of TNF from blood monocytes by coal dust, see Borm et al.
(1990). The difficulty with this approach is that altough it can provide some tentative indications of an association
between a biomarker and a disease, it can be difficult to tell whether an elevated level of the biomarker is (1} a
predictor of early effect or susceptiblity, or (2) a later consequence of the disease process.
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appears able to generate hydroxy! radicals from hydrogen peroxide and induce lipid
preoccupation in vitro (Dalal et al., 1995). This activity appears to be related to the surface iron
content of the coal particles. If it were found that this is reflected in in vivo lipid peroxidation it
could provide a specific physical/chemical measurement that might ultimately be useful in
targeting control measures. Concentrations of stable coal bomne free radicals are associated with
the severity of coal workers’ pneumoconiosis in lung tissue samples from deceased coal miners
(Dalal et al., 1991). Related mechanisms have been documented for silica particles (Ghio et al.,
1990) and asbestos Kamp et al. (1992).

. Urinary excretion of breakdown products of elastin (desmosine and isodesmosine) and
collagen (hydroxyproline). These biomarkers are hypothesized to reflect excessive amounts of
proteolytic activity in the lung. Excessive proteolysis has previously been associated with
elevated risk of emphysema in humans by observations of the effects of genetic variants of
alpha-1 antitrypsin--a protease inhibitor that is important in protecting lung tissue against
neutrophil elastase (Evans and Pryor, 1994; Gadek, 1992; Tockman et al., 1993).* Inactive
forms of this protease inhibitor cause several fold elevations in susceptibility to emphysema
among smokers (Kalsheker, 1994; Shimizu and Mizunuma, 1991). More recently, work in rats
has shown that crystalline silica, but not the relatively benign particulate titanium dioxide,
induces a sustained elevated release of desmosine and hydroxyproline into bronchoalveolar
lavage fluid, apparently in parallel with the presence of increased numbers of polymorphonuciear
lymphocytes (Li et al., 1996). In addition to the possible action of silica in stimulating cellular
release of proteolytic enzymes, freshly ground silica can apparently directly inactivate alpha-1
antitrypsin via an oxidation-dependent mechanism (Zay etal., 1995).

* A few other biomarkers that have been proposed based on measurements in plasma
(Porcher et al., 1993). The most promising of these as measures of current exposure and possible
contributions to long term pathological processes are leukocyte elastase (HLE), plasma neutral
metalloendopeptidase elastase type (NMEP), and fibronectin (FN). All three biomarkers have
been observed to be increased in coal miners as compared to control workers without mine dust
exposure. HLE and NMEP are possible measures of elastase proteolytic activity, and thus reflect
the same causal hypothesis as the urinary desmosine/isodesmosine measurements discussed in
the previous bullet. [Most recently, a 5-7 fold increase in NMEP in active coal miners has been
confirmed in further work (Soleihac et al., 1996)]. Fibronectin is reportedly involved in the
recruitment and proliferation of fibroblasts during firbrogenesis (Ruoshlati, 1988).

* Neutrophil elastase is the basis of a well known experimental model of emphasema on tracheal instillation in
animals (Mauderly et al., 1989). In humans, smoking has been shown to increase the local retention of externally-
supplied neutrophils in the lung (MacNee et al., 1989).
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Table 1
Measurements of Ethane in the Breath of Active and Retired Coal Minters--Data of
Auburtin et al.

A. Results Stated In Terms of Ethane Production Rate (pmole/min)

Gmean current Ethane production rate {pmol/min)
dust exposure
(ng/m3
N Geom mean GSD

Surface workers 0.31
Smokers 15 147 1.9
Nonsmokers 15 571.9 2.6
Tatal 30 923 25
Underground miners 1.61
Smokers 15 307 1.7
Nonsmokers 17 469 7.3
Total 32 384 44
Retired miners (- pneum) 0 38 58.5 2.5
Retired miners (+ pneum) 0 25 44.1 3

B. Results Stated In Terms of Alveolar Air Ethane Concentration (pmol/liter)

Gmean current Ethane concentration (pmol/liter)
dust exposure
(ng/m?)
N Geom mean GSD

Surface workers 0.31
Smokers 15 209 2.1
Nonsmokers is 104 22
Total 30 147 23
Underground miners 1.61
Smokers 15 437 1.8
Nonsmokers 17 614 . 7.3
Total 32 523 4.4
Retired miners (- pneum) 0 38 90 2.3
Retired miners (+ pneum) 1 25 90.1 24

Section 2 below will first give a basic technical description of the three types of assays, and
generally assesses their feasibility. For the urinary measurements of desmosine and
isodesmosine, this will include our limited information about the dynamics of change following
an unusual high-elastin meal. Section 3 will then describe a preliminary physiologically-based
pharmacokinetic model for ethane that assess the needs for different types of washout times to
avoid confusion between internally-generated ethane and ethane absorbed from the external air.
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Initial adaptation of this modeling framework to pentane will also be discussed. Finally, the
concluding section will make recommendations for the design of preliminary laboratory and field
studies to develop these biomarkers.

Basic technical description and feasibility of measurements in exposed workers

Breath Alkane Measurements

There are now nearly two decades of published reports of breath pentane and ethane output as
measures of lipid peroxidation in vivo (Wade and van Rij, 1985; Morita et al., 1986; Dilard et al,
1978). More recently, measurements of breath pentane have been controversial (Springfield and
Levitt, 1994). There have been very wide differences (reportediy over 1000-fold) among
different laboratonies in reported background pentane levels (our own summary is reproduced in
Table 2). Some of the differences probably arose because of the similar retention times of
pentane and isoprene in many gas chromatography system. Isoprene is evidently present
normally in expired air in about 20-fold larger concentrations than pentane (Kohlmuiler and
Kochen, 1993), and it migrates at a similar rate in many commonly used gas chromatography
systems, making it likely that some past researchers have recorded appreciable amounts of
isoprene as pentane. This appears especially likely for researchers who have reported the
greatest outputs of pentane (e.g., Zarling and coworkers). In experiments with authentic
reference materials, pretreatment with aqueous potassium permanganate removed all the
isoprene but did not alter pentane concentrations. When the same potassium permanganate
treatment was applied to alveolar breath samples it was possible to greatly reduce the previously
apparent “pentane” peak leading to the conclusion that this material was in fact isoprene
(Springfield and Levitt, 1994).

A final concern raised by Springfield and Levitt is that past researchers have used different and
generally inadequate periods of time breathing low-hydrocarbon air for “washout” of stored
pentane from fat tissue. In experiments in rats, they measured the rate of decline in expired
pentane after 20-hour exposures to high levels (2,000-4,000 ppm) of pentane in external air.

For normal rats (7% fat), they report recovery of about 64 umoles/kg body weight of pentane
under these conditions--including 24 pmoles/kg body weight in a relatively slowly-exchanging
compartment (half life of about 2.8 hours) that they identify as likely to be fat. For an obese
strain of rats (Zucker--50% fat tissue) a total of about 630 pmoles/kg body weight were stored
and later recovered, including 520 pmoles’kg in a slow exchanging compartment with a half life
of 8.5 hours (Table 3). The rather dramatic conclusion of this paper is an expression of doubt
that endogenously generated pentane has ever been accurately measured in people.

This issue should eventually be addressed by the development of a full PBPK model for pentane.
It should be noted here, however, that the ratio of recoverable stored pentane per body weight per
ppm of external exposure in these rat experiments gives us a starting point for reasoning about
how much pentane could potentially be stored and re-released in humans exposed to normal
ambient background pentane. This background is reported to be of the order of 2.4-7.6 ppb in
urban outdoor air--corresponding to 110-340 pmol/liter. This is somewhat more than the average
of about 134 pmol/liter reported by Kohlmiiller and Kochen (1993) or the potentially somewhat
higher concentrations in the environment of mine workers (for which data will need to be
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gathered). Another implication of these findings is that regardless of the pharmacokinetic
modeling that is possible based on existing data, there should at least be some preliminary uptake
and re- release experiments with ethane and pentane in humans with concurrent estimation of
body fat via skinfold thickness measurments.

Kohlmiiller and Kochen (1993} report finding an appropriate method to be used in humans in
order to isolate ethane and pentane; it is based on cryofocusing (a gas trapping system that

focuses the organic volatile components of the air using a helically formed glass-lined tubing
immersed in liquid nitrogen at one end to avoid occlusion by CO?2 and water) in combination

with gas chromatography and is adaptable to mass spectrometry. The column they recommend
for separation of n-pentane and isoprene is a Poraplot U column from Chrompack (Kohlmiiller
and Kochen, 1993). Unfortunately, while these authors are exquisitely attuned to the precautions
needed for accurate analytical chemistry in measuring pentane, they do not appear to have taken
the same care on the biological/pharmacokinetic side. They do not report using a “washout”
period with low-hydrocarbon air to reduce the contribution of pentane stored in the body from
prior exogenous exposures. And although their results for each person reflect 3-8 replicate
chemical measurements, they do not appear to have collected replicate samples to assess the
stability of the pentane exhalation measurements within study subjects. Finally, at least with the
relatively small volumes of expired gas they analyze, their system is apparently not sensitive
enough to measure ethane levels.

Table 2
Overview of Past Measurements of Ethane and Pentane in Exhaled Air
Reference | Condition Ethane Pentane
Refat ‘9] in children Control: 31 + 12 pmol/kg/min
with vitamin

E deficiency | Patients: 78 + 10 pmolkg/min

Habib ‘95 in adults Background (air): 6.64 + 0.33 pmol/L
Nensmokers: 0.59 + 0.18 pmol/min/kg

Smokers: 2.9 + 0.52 pmol/min/kg

Ex-smokers: 1.55 £ 0.36 pmol/min/kg

Pincemail ‘90 | exercise Atrest: 4.13 £ 2.14 pmol/L

After exercise: 17.1 £7.73 pmol/L

wi/propranolol:
Atrest: 1.76 £ 0.77 pmollL

Exercise: 5.93 +5.76 pmol/L

Wade ‘85 in healthy 95.1 £ 19 pmolhkg
adults (~1.6 pmol/min/kg)
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Zarling ‘92 in healthy Results: 0.4% + 0.32 nmol/L Results: 4.3 £ 1.7 nmol/L.

adults Normal: 0.8 £ 0.39 nmo¥/L Normal: 3.7+ 1.2 nmol/L
Seabra ‘91 in control 2x10"2 moles/kg/min 1.5x107 moles/kg/min
subject
Kohlmitler in control 0.022 — 0.377 nmol/L
‘93 subject (isoprene: 0.27—3.13 amol/L)
Massias ‘93 in control 483 = 3.0 nmol/'L 3.16 + 2.05 nmol/L
subject
Van Gossum | in aduits Nonsmokers: 5.82 + 0.46
‘92 : pmol/kg/min

Smokers: 12.8 + 1.43 pmol/kg/min

Euler ‘96 in adults Nonsmokers: 0.23 + (.3 nmol/L
Smokers: 0.17 £ 0.03 nmol/L
Ambient air: 0.05 = .01 nmol/L

Mainstrearn smoke: ND (<0.02
nmol/L)

Table 3
Metabolism vs. Uptake Of Environmental Pentane In The Rat (Data of Springfield and
Levitt, 1994)

Pentane Recovery (pmol/kg)
Uptake of Slowly Rapidly
Types of rats pentane over 20 Lungs equilibrating equilibrating
hrs tissues (fat) tissues
(pmoles/kg)
Normal 900 0.62 242 39+ 4
Zucker (obese) 1020 0.57 520+ 70 110+ 20

Mean £+ SEM

Clearly, however, before any field measurements of pentane are undertaken, there will need to be
a reasonably extensive series of preliminary analytical chemistry and human experimental
pharmacokinetic observations using controlled exposures and washout periods in order to
establish the fundamental validity of the measurement system.

It should be noted that the objections expressed by Springfield and Levitt are directed
exclusively at pentane measurements. Ethane, being much lighter, is likely to be stored in fat to
a much lesser extent relative to the amount exhaled. Ethane also has the advantage of being
much less readily metabolized, leading to reduced complications with interindividual variability
in metabolic elimination. For these reasons Habib and coworkers have chosen to use exhaled
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ethane as the focus of their studies in cigarette smokers and controls with and without
antioxidant supplementation (Habib et al., 1995; Do et al., 1996).

Habib et al. use a relatively short 2-4 min. period of washout with low hydrocarbon air (6.64 =
0.33 pmol/liter of ethane) before collecting timed 2-minute samples of expired air. (In all cases
this background concentration of ethane is subtracted from the measured values.) After
collection and mixing, approximately 12 liters of the contents of the collection bag are passed
through duplicate cold traps of freshly prepared activated charcoal immersed in frozen ethylene

glycol at -70 OC (so that each cold trap gets about 6 liters of expired air). The remaining volume
of expired air is then measured with a spirometer. The charcoal from each trap was placed in a

test tube with an open screw top, and heated for 3 min. at 250 ©C with agitation. 5 ml samples of
the headspace from these tubes were then injected into a gas chromatography system (2 meter

glass column packed with Carbosphere 60/80 at 220 ©C and eluted with helium at 25 ml/minute.
The retention time of ethane under these conditions was 4.74 min. The subjects were requested
not to eat or smoke for at least an eight-hour period prior to the measurements.

Our analysts of data extracted from the figures shown in Habib et al. (1995) indicates a short-
term half-life for ethane exhalation following the smoking of a single cigarette by smokers is
about 0.53 hrs (32 min) while the corresponding value for nonsmokers is 0.146 hrs (about 9
min). [Caveat, this estimate of the rate constant is likely to be too low because the calculations
ignored the large variation for values at Time 0 (cigarette smoking time) for both smokers and
nonsmokers (mean pmol/min-kg + SEM: 24.5 = 5.33 and 12.9 + 4.1, respectively), and therefore
the half life may be shorter than indicated.]

Overall, this initial paper indicates greater baseline excretion of ethane in smokers (2.90 = .52
pmol/min-kg than either nonsmokers (1.11 + 0.26; p = .0064) or ex-smokers (1.55 + .36
pmol/min-kg; p =.044). This initial result is therefore promising--suggesting that current
smoking is associated with excess ethane exhalation that could reflect some ongoing excess of
oxidative activity in the smokers (assuming, for the moment, that residual stored ethane from 8+
hour past smoking is not contributing significantly to the observations). Lognormal Z-Score
plots of these data as extracted from figures in the manuscript are shown in Figure 1. The data
indicate rather more variability in the measurements for nonsmokers (steeper slope) probably
because of a combination of less precise measurements at the lower levels of excretion
(particularly in the one isolated point to the extreme left in the nonsmoker plot), and greater
difficulty in reading the nonsmoker points from the graph in the paper.

These 1nitial results have been followed up in a subsequent paper testing the effects of
antioxidant supplementation on ethane exhalation in 10 smokers and a more limited group of 3
non-smokers {Do et al., 1996). In brief, Do et al. (1996) find that supplementation with a
combination of the antioxidants beta-carotene, alpha tocopherol, and vitamin C modestly but
significantly reduces ethane exhalation among the smokers (from 4.06 £ 1.49 [SD] pmol/kg-min
to 2.90 £ 1.29 pmol/kg-min). (Lognormal probability plots of these data are shown in Figure 2.)
There was no comparable finding in the very small group of non-smokers. Moreover after the
supplementation, there was a significant positive relationship between ethane exhalation and the
ongoeing smoking rate in packs per day. Finally, there was a curious finding that the degree of
-eJuction of ethane exhalation levels with antioxidant supplementation was greatest in those
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smokers who had the worst lung function as measured by % Predicted FEV. Such a result,
suggesting a greater benefit of supplementation associated with putatively greater accumulated
damage from past smoking is almost too good to be true, especially considering the very limited
sample size on which it is based. Overall, the preliminary Do et al. (1986) findings tend to
support the notion that ethane exhalation, as they measure it, is related to oxidative processes that
are in turn related to smoking.

In conclusion, measurement of ethane in expired air shows some initial promise as a measure of
oxidative processes that might be occurring at larger than normal rates in both smokers and coal
miners. However, each of the sets of data has its difficulties that need to be worked out in
further preliminary studies. The Aubertin data quoted in Table 1 on their face appear to provide
support for both the effects of cigarette smoke and coal dust on ethane exhalation--both
qualitatively and quantitatively. However there was no description of a washout procedure in the
brief report of this study, and data have some internal difficulties. If one divides the reported
ethane production rates (pmole/min) by the reported air concentrations (pmole/liter), the tmplied
alveolar ventilation rates range from about 0.5 to 0.75 liters per minute--about ten fold too low.
This reduces confidence in the accuracy of the absolute values reported. Probably it would be
prudent to confer with the Auburtin group to resolve this problem before making comparisons
with the Do et al findings. It would also be advisable to contact and possibly visit the Habib/Do
group (in Arizona) to learn of any further work that may now be in press, and to get information
about any experimental assay details that are not fully described in the paper.

Figure 1

Lognormal Distribution of Ethane Production

in Smokers and Nonsmokers (Habib et al., 1995)
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Figure 2

Lognormal Distribution of Exhaled Ethane
Levels of Smokers Before and After Vitamin E
o Supplementation (Data of Do et al., 1996)
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A final possibility that merits exploration is the possibility of single-breath measurements of
alkane exhalation by a portable field mass spectrometry system described by Karla Thrall of the
Battelle Pacific Northwest National Laboratory” (Richland Washington) at a recent DOE-
sponsored conference on biomarkers (Thrall and Kenny, 1997).

Urinary Measurements of Elastin and Collagen Breakdown Products

The single most helpful papers for guiding the design of specific measurement procedures for
urinary desmosine and isodesmosine are Cumiskey et al. (1995), and Stone et al. (1994, 1995).
Both groups first collect 24-hour urine samples. (There does not seem to be any reason in
principle why shorter collection periods or spot samples could not be used, with creatinine
correction, but sampling variability might well be increased with less than 24 hour samples. The
analytical procedure was routinely done on 24 m}] volumes of urine). Then there is a hydrolysis
step with strong acid (6 M HCI), followed by removal of interfering compounds with fibrous
cellulose powder columns, and finally HPLC separation and quantification by absorption of
ultraviolet light at characteristic frequencies. The Cumiskey et al. paper provides a very detailed
protocol. The limit of detection is reportedly about 30 pmol--equivalent to about 2 pmol/ml in
unhydrolyzed urine.

" Telephone: 509-375-6702.
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Table 4 shows the basic results of Cumiskey et al. in which a total of six urine samples from
three subjects were analyzed on two different days. The comparison of the measurements on the
two different days gives us a measure of the experimental reproducibility (coefficient of
variation = 16-21%; the comparison of average results for each subjects gives an approximate
measure of the interindividual variability [coefficient of variation = 14-32%; or, in logarithmic
terms log(GSD) = .064-.13)]. In the light of the observed day-to-day variability in the assay, the
authors advise that several days of sampling should be used to characterize elastase activity in
individual people.

Table 4
Inter-Assay Variability in Desmosine and Isodesmosine Concentration Measurements in
Urine Samples from Healthy Subjects--Data of Cumiskey et al. (1995)
(concentrations in pmol/mg creatinine)

A. Individual Sample Data
subject  sample IDES-day IDES-day DES-day DES-day IDES+DE IDES+DE

1 2 1 2 S-day I  S-day2
11 A 7.06 7.06 10.43 7.34 17.49 14.40
11 B 6.99 8.00 7.58 9.55 14.57 17.55
12 C 10.27 9.67 7.92 8.12 18.19 17.79
12 D 12.74 14.03 10.12 12.08 22.86 26.11
13 E 4.52 6.10 5.06 6.47 9.58 12.57
13 F 7.61 8.08 8.52 8.88 16.13 16.96

B. Summary Data for all Measurements for Each Subject

Subject Mean Stderror  Mean Std Mean Std ervor
IDES IDES DES error DES+  IDES
IDES IDES
11 7.28 0.24 8.73 0.75 16.00 0.88
12 11.68 1.03 9.56 098 - 21.24 1.99
13 6.58 0.81 7.23 0.90 13.81 . 1.70
Interindividual Coefficient 32 14 22
of Variation (%)
Interindividual Log(GSD) 0.134 0.064 0.097

Another reason for sampling on multiple occasions is that the elimination of desmosine from the
system appears to be relatively slow. Stone et al. (1994) followed the excretion of desmosine
following the ingestion of a special elastin-rich meal (300 g of calf ligamentum nuchae,
containing 100 g of elastin, including 1.5 grams of desmosine and 1.2 g of isodesmosine. With a
1-2 day delay (presumably for absorption), this caused 8-10 fold increases in daily excretion of
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the two elastin denvatives per g of creatinine. (By contrast a 1 |b meal of ground beef led to
only about a 28% increase, after correction for creatinine, which was not statistically significant).
After reaching a peak, there was a prolonged period of fall in desmosine excretion, apparently
with a half-life of about 2 days (Figure 3). Stone et al. (1994) suggest a prolonged process of
absorption in this experiment in part on the basis of earlier measurements of an elimination half-
life of about 3 hours from the systemic circulation (Pai et al., 1991). On the other hand, Stone et
al. (1995) have successfully used spot urine samples in 22 never-smokers, 13 smokers, and 21
patients with Chronic Obstructive Pulmonary Disease to characterize group differences. The
latter two groups had approximately a 50% increase in desmosine and isodesmosine excretion
compared to the never-smokers. Based on an approximate 74-year half-life of lung parenchymal
elastin, they estimate that in never-smokers normal degradation of lung elastin accounts for about
19% of urinary desmosine. On this basis they estimated that their observations of excess
aesmosine excretion in smokers would be consistent with approximately a three-fold increase in

Figure 3

Log-Linear Plot of the Decline of Excess Excretion
of Urinary Desomosine Following a High-Elastin
Meal [Combined Data for Subjects 4 and 10 of Stone
et al. (1994 ) After Subtraction of Background]
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the rate of degradation of fung elastin. The resuits for COPD patients were interpreted as
indicating a somewhat larger increase in baseline lung elastin turnover in that group.

In conclusion some surveys of urinary desmosine and isodesmosine excretion seem possible
based on spot urine samples of workers with current or past high occupational particulate
exposures.

Pharmacokinetics/pharmacodynamics of changes in measured alkane exhalation rates

In this section we address the issue of tissue storage and re-release of ethane and pentane. We do
this by constructing physiologically-based pharmacokinetic models (as best we can from the
available data) and simulating the time course of ethane excretion following an abrupt change
from ambient hydrocarbeon levels to those present in relatively low hydrocarbon air. (Later work
could apply this approach to pentane). Given this, we ask:

J Are procedures such as those of Habib et al. (1995) and Do et al. (1996) sufficient to
ensure that there is negligible interference from stored ethane (or pentane)?

. What “washout” periods are advisable?

. Under what circumstances of background ethane/pentane exposure is it likely to be

necessary or helpful to measure body fat content to aid in separating out stored/rereleased
hydrocarbons from hydrocarbons that are generated by ongoing oxidative processes?

Breath Alkane Pharmacokinetic Measurements Useful for Model Calibration

By far the most useful information for pharmacokinetic modeling of ethane and pentane is
contained in some early papers by Wade and Van Rij (1985) and Van Rij and Wade (1987). The
former paper has measurements of the “solubility coefficients” of ethane and pentane in various
tissues based on an apparently conventionat vial headspace equilibration technique (Table 5).
We Interpret these as tissue/air partition coefficients.

Table 5
Tissue/Air Partition Coefficient Measurements (Mean = SD; N = 4) Reported by Wade and
Van Rij (1985)

Gas Fat Muscle Viscera
Ethane 2702 <0.05 <0.05
Propane 7305 04+0.1 "0.8+0.2
Butane 17.0£29 1.9+ 04 2.0+0.5
Pentane 375 5.2 3.0+£0.6 58+1.2

From these coefficients and unstated assumptions about body composition, these authors
calculate overall body tissue/air coefficients of 0.44 for ethane and 8.4 for pentane. These
numbers are similar to values calculated earlier by Filser et al. (1983) for rats--(0.61 for ethane
and 5.46 for Pentane).

For pentane, we can compare the Wade and Van Rij measurements with a more extensive set of
measurements made by Perbellini et al. (1985) in tissues from two men who had died sudden
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deaths (Table 6). It can be seen that the fat/air values for pentane compare very well. There is,
however considerable divergence for muscle/air. Muscle partition coefficients are notoriously
difficult to measure because the fibrous nature of the tissue may impede equilibration. Less
understandable is the apparent divergence for “Viscera” (corresponding to the “Vessel Rich
Group in conventional Physiologically Based Pharmacokinetic Modeling). If we average the
liver/air, kidney/air, and brain/air values of Perbellini, we obtain a value of 1.63-- which, like the
muscle value, is less than a third of the corresponding tissue/air partition coefficient for “viscera”
given by Wade and Van Rij. (1985). The Perbellini et al. observations indicate tissue/blood
partition coefficients of 104, 5.53, 4.3, and .83 for fat, liver, VRG, and muscle, respectively.

, Table 6
Tissue/Air and Blood/Air Partition Coefficient Measurements (Mean = SD) for Pentane
Reported by Perbellini et al. (1985)

Oil 47+23
Blood 0.38 £0.08
Liver 2109

Kidney 0.6+0.3
Brain 22+0.5
Fat 396+ 2.6
Muscle 0.7£04
Heart 02+04
Lung 0.5x0.03

Beyond the information on partition coefficients, The Wade and van Rij papers report results
from experiments in which six healthy subjects were attached (o a rebreathing circuit containing
a 14 liter spirometer afier a preliminary “washout” period of 1.5-2 hours during which subjects
were exposed to air containing very low levels of hydrocarbons (<1 pmol/liter). Rates of
production of ethane and pentane were measured in this system over a two-hour period. In later
studies (Van Rij and Wade, 1987) the rebreathing system was initially charged with a known
high hydrocarbon concentration 41-45 nmol/liter), and the fall in ethane and pentane levels was
followed over time. Experiments in this system with and without ihibition of metabolism (by
dithiocarb; dosage not specified) allowed the authors to make estimates of metabolic rates. The
authors’ summary estimates of the relevant pharmacokinetic parameters in these papers are
shown in Table 7.

Development of a Physiologically Based Pharmacokinetic Model for Ethane
Model Structure and Exogenous Parameter

We implemented a standard PBPK model structure in the Stella dynamic modeling language
(Hattis, 1991). “Compartments” were specified as the Liver, Fat, Muscle Group (“poorly
perfused” in other work), and the Vessel Rich Group (“richly perfused” in other work). As is
ccnventional, full equilibration was assumed between each tissue and the blood flowing through
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each tissue, and between alveolar air and arterial blood. To increase speed, the lung was not
included as a storage compartment, but exchange was modeled as a dynamic equilibrium
between alveolar air and arterial blood. The Stella model diagram is given in Figure 4; equations
for the ethane model are summarized in Table 8. Human tissue volumes and flow rates are taken
from our earlier work (Hattis, 1991; Hattis et al., 1986).

Table 7
Key Pharmacokinetic Summary Observations of Wade and Van Rij (1985) and Van Rij
and Wade (1987) Used for the Development of Our PBPK Models

Parameter Ethane Pentane
Half-life with metabolism intact 3.6 hours (87 paper) 45 min (87 paper)
4.1 hours (85 paper) 52 min (85 paper)
Half life after inhibition of metabolism 6.2 hours 2 hours
Production Rate (pmoles’kg BW-hr + SD) 95.1+19.0 not given
Concentration in rebreathing system after 2 370 120+ 50

hours, with metabolism intact (pmole/liter)

Concentration in rebreathing system after 2 622 1,600
hours, with inhibition of metabolism
(pmole/liter)

Fitting Values of Key Unknown Parameters

For ethane, the key parameter that is missing from the available data is the blood/air partition
coefficient. To estimate this, and corresponding values for tissue/blood coefficients, we set up a
structure in which the model parameters for all of the tissue/blood partition coefficients
depended on a specific trial value for the blood/air coefficient (see diagram and equations--we
tentatively treated the “<.05" estimates of tissue/air for viscera and muscle as equal to .05). By
running a small series of simulations,! we found that a blood/air partition coefficient of 0.105

I For these simulations, the model first was allowed to approach dynamic equilibrium with 1000 minutes of running
under baseline conditions (external air concentration = 374 pmoles/liter; production of ethane = 111 pmoles/min).
Then extenal exposure, ethane production and metabolism were turned off, and the half life for the decline in the
ethane exhalation rate was measured in 20 minute periods beginning at t = 20 minutes after the change:

Time after shutoff of metabolism, production, and Elimination half life (hrs) measured over 20 min periods

external exposure (min) beginning at the times indicated
20 1.0
40 5.5
60 6.3
80 6.4
100 6.3
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Table 8
Ethane Model Equations

Equations Describing the Inputs and Outputs from Compartments (Boxes in the Model
Diagram):

Fat_Group(t) = Fat_Group(t - dt} + (FG_input - FG_loss) * dt
INIT Fat_Group = 20000

FG_input = Art_conc*FG_flow
FG_loss = Fat_Group*FG_flow/(FG_volume*Fat_tissue_blood){Place right hand side of
equation here...}

Liver(t) = Liver(t - dt) + (Liver_input + production - liver_loss - Liver Metab) * dt
INIT Liver = 60.34{Place initial value here...}

Liver_input = Art_conc*Liver Flow{moles/min}

production = 80 {80 pmol/min estimated for an 80 kg man acording to Habib data; 111
pmol/min would be predicted from Wade and Van Rij central estimate of 95.1 + 19
pmol/hr-kg for a 70 kg modeled person }

liver_loss = Liver*Liver Flow/(Liver Volume*Liver_tissue_blood){ moles/min}
Liver Metab = Liver*LivMetabolism_rate {Place right hand side of equation here...}

Muscle_Group(t) = Muscle Group(t - dt) + (MG_input - MG_loss) * dt
INIT Muscle_Group = 655{Place initial value here...}

MG_input = Art_co.nc*MG__ﬂow{ Place right hand side of equation here...}
MG_loss = Muscle_Group*MG_flow/(MG_tissue_blood*MG_volume) {Moles/min}

Rebreathing_Circuit_Amt(t) = Rebreathing_Circuit_ Amt(t - dt) + (R_Circuit_Input -

R_Circuit_Loss) * dt

INIT Rebreathing_Circuit_Amt = 0{pmoles}
R_Circuit_Input = if (time<1090) then 0 else Exhalation {pmoles/min}
R_Circuit_Loss = if (Time<1090) then 0 else
Alveolar_Ventilation*Rebreathing Circuit_Conc

Recovery(t) = Recovery(t - dt) + (Exhalation) * dt
INIT Recovery =0

Exhalation = Alveolar_Ventilation* Art_conc¢/Bloodair_part{moles/min}

Vessel Rich Group(t) = Vessel Rich_Group(t - dt) + (VRG_input - VRG_loss) * dt
INIT Vessel_Rich_Group = 66.92{Place initial value here...}

VRG _input = Art_conc*VRG_flow{moles/min}
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VRG loss =
Vessel_Rich_Group*VRG_flow/(VRG_volume*VRG tissue blood){moles/min}

Equations for Parameters (Circles in the Model Diagram)
Alveolar_Ventilation = 7 {liters/min}
Alv_Air_Conc = Exhalation/Alveolar Ventilation{pmol/hter}

Art_conc = Bloodair_part*(Cardiac_Output*Mixed Venous Blood Conc+Ext Air Conc*
Alveolar_Ventilation)/{Cardiac_Output*Bloodair_part+Alveolar_Ventilation) {pmoles/liter}

Bloodair part = .105
Cardiac;Output =FG_flow+Liver_Flow+MG_flow+VRG_flow{liters/min}

Ext_Air_Conc =If (Time<1000) then 374 else 0*Rebreathing_Circuit Conc
{Rebreathing_Circuit_Conc 374 pmoles/liter atmospheric background? 6.64 pmol/l in
hydrocarbon free air according to Habib data}

Fat_tissue_blood = 2.7/Bloodair_part
FG flow = .34{liters/min}

FG_volume = 15.024 {liters}
Liver_Flow = 1.34{liters/min}
Liver_tissue_blood = .05/Bloodair_part
Liver Volume = 2.476({liters}
LivMetabolism_rate = 0.3

MG flow = 1.5{liters/min}

MG _tissue_blood = .05/Bloodair_part
MG_volume = 34.756 {liters}

Mixed_Venous Blood Conc =
(FG_losstliver loss+MG_loss+VRG loss)/Cardiac_Output {moles/liter}

Rebreathing Circuit_Conc = Rebreathing_Circuit Amt/R_Circuit Volume{pmoles/liter}
R_Circuit_Volume = 14{liters}

VRG flow = 3,38 {liters/min}

VRG_tissue_blood = .05/Bloodair_part}

VRG_volume = 3.551 {liters}

would yield a model in which the rebreathing circuit concentration would decline with an
elimination half-life without metabolism corresponding to the observed value of 6.2 hours. This
resulted in the following estimates for the various tissue/blood partition coefficients:
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Tissue Tissue/blood partition coefficient
Fat 25.7

Muscle, Liver, VRG 0.48

Based on this, we then tuned the liver metabolism rate to .2 to .3/min (giving half lives of 3.7 and
3.2 hours, respectively in comparison to the target value of 3. 6 hours). Plots of these resuits ina
form comparable to Figure 1 of the Van Rij and Wade(1987) paper’s are shown in Figure 5. The
overall pattern of the model decline is similar to the original data.

We can also compare the model expectations for the accumulation of ethane in the rebreathing
system with the actual observations. To do so, however, we need to confront the one of the
central questions we posed at the beginning of this section--how much is the ethane “production”
measured in these experiments likely to include ethane absorbed from the external environment,
stored in the fat, and then released slowly into the expired air?

Figure S

Model Results for the Ethane Gas Uptake
Experiment of Van Rij and Wade (1987)
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This clearly requires some information or an assumption about how much ambient ethane the
Wade and Van Rij (and Habib/Do) subjects were exposed to over the day or two prior to the
measurements. Unfortunately neither group provides this information. Failing this, we have
drawn on data of Shah and Heyerdahl (1988) as quoted in the on-line Hazardous Substances
Data Base. Based on 571 measurements, this source reports an urban average ethane
concentration of 9.15 ppb by volume, which translates into 374 pmoles/liter at 25° C.

Table 9 shows the basic results of exercising the mode! to make comparisons with the Van Rij
and Wade (1987) observations of the end concentration of ethane in their rebreathing system
after (1) a 90 minute period of “washout” with air containing no ethane and then (2) a 120
minute period of connection with the rebreathing system (in which the “external air
concentration” in the model is set equal to the continually increasing rebreathing system
concentration). The Van Rij and Wade (1987) observations are given in the last column; the
model “predictions” for the end concentration in the rebreathing system are given in the second
to the last column for various combinations of the parameters shown in the earlier columns.

The first two lines of Table 9 reflect our base assumptions--the ethane production rate reported
by the authors, and the typical urban external air concentration we have imported from other
data. It can be seen that under these base conditions, the model predicts ethane concentrations in
the rebreathing system that are somewhat higher (by 28-58%) than those observed

Table 9
Model Comparisons with the End Concentrations of Ethane in the Wade and Van Rij
Rebreathing System Experiments

External Liver Ethane Fat Group Fat Group Modeled End Reported End

Air Conc. Metabolis Production Flow Storage Prior to Conc. in Conc. 1n
(pmoles/l) m Rate (per Rate (/min) Washout Rebreathing  Rebreathing
min) {pmol/min) (nmoles) System System
(pmoles/1) (pmoles/1)

374 0.3 111 0.34 15.6 584 370
374 0 111 0.34 15.8 799 622
374 0.3 111 0 15.6 582 370
374 -0 111 0 15.8 819 : 622
100 0.3 111 0.34 4.5 534 370
100 0 111 0.34 4.7 744 622
100 0.3 80 0.34 4.4 390 370
100 0 80 0.34 4.5 541 622
374 0.3 80 0.34 15.5 440 370
374 0 80 0.34 15.6 597 622
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The third and fourth lines indicate that the problem is not with excessive release of stored ethane
from the fat. Even though the predicted fat store is substantial (third column--over 15 nmoles =
15,000 pmoles), cutting off the blood flow to and from the fat compartment does not materially
change the net output reflected in the end-rebreathing concentration. The opposite signs of the
effect of cutting off blood flow in the two cases reflect the fact that in the normal case (when
blood is flowing through the fat) the fat plays two different roles in the context of the rebreathing
system--at early times after the connection is made, the fat makes a net positive contribution to
ethane output; however toward the end of the two hour period the fat is actually absorbing more
of the generated ethane than it is releasing when the external air concentration rises above the
300+ pmole/liter air concentration with which it is equilibrated. The intrinsic half-life for the
In(2)
fat flow/(fat volume * fat tissue/blood)
s it 1s not possible to eliminate the ethane from the fat compartment with any feasible washout
procedure. The fat contribution can be estimated however, based on estimates of the background
air concentration and simple measurements of body composition. Later we will exercise the
model to develop preliminary formulae for this cotrection as a function of washout time.

=13 hours

release of ethane from the fat compartment is

The fifth and sixth lines of Table 9 show what happens to the model projections when the
external air concentration assumed for pre-equilibration is lowered to 100 pmoles/liter. It can be
seen that this leads to a major reduction in the accumulated fat store, but not a large enough
reduction in the air output to the rebreathing system to reconcile the results with the observations
of Van Rij and Wade (1987). The differential is due to the fact that in part because of the 90
minute washout period, the rate of production of ethane has a much stronger influence on the
output to the rebreathing system than the release from the fat stores [compare with the results in
the seventh through tenth lines of the table, which reflect a modest (28%) reduction in the
production from 111 pmole/minute (equivalent to Van Rij and Wade’s estimate of 95.1
pmoles/kg-hr) to 80 pmole/minute]. The final (9th and 10th) lines of the table reflect our best
Judgment of the set of parameters that is most compatible with all our available information.
This form of the model will be used to make tentative inferences about the effects of various
washout periods, background ethane exposures, and body fat content on alveolar ethane
concentration measurements as done by Habib et al. (1995).

Use of the Ethane Model to Assess the Influence of Various Factors on Ethane Exhalation,
and Interpretation of Ethane Measurements In Terms of Internal Ethane Production

Figure 6 shows the results of using our model to simulate the fall of alveolar ethare
concentrations during “washout” as specified by Habib et al. (1995), assuming prior equilibration
with 374 pmoles/liter in external air and 80 pmoles/minute true production. It can be seen that a
few minutes of washout as described by these authors cannot be expected to be sufficient to
achieve good stability in the excretion of ethane originating from “background” sources. 40-90
minutes of “washout” seems desirable. After attainment of a full steady state, the model predicts
an excess exhalation of 8.98 pmoles/liter in alveolar air over and above the 6.64 pmole/liter
background in the low hydrocarbon air used by Habib et al. Because the model assumption is for
an elveolar exhalation rate of 7 liters per minute, this means a net excreted ethane production of
62.9 pmoles/minute. (This is less than the 80 pmoles/min production rate built in to the model
because some of the ethane produced is metabolized before it has a chance to be exhaled.) Table
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10 shows the decline in excess exhalation of ethane from body stores over this background at
various times after the start of “washout”.

Figure 6
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The data in Table 10 allow a relatively simple correction to be made to observed ethane alveolar
exhalation data for prior steady state exposures to ethane in external air. Because the model is
completely linear, the expected excesses due to stored ethane form external air exposures other
than 374 pmoles/liter should simply be adjusted upward or downward in proportion to the actual
average external background exposure level for the previous day or so.

it is also of interest, of course, to assess how this correction should be changed in relation to
body build/fat content. There is some ambiguity in exactly how one should adjust the model for
a larger fat compartment. One can, of course, simply increase the fat volume parameter in the
modet, but it is not completely clear whether or how one should make corresponding adjustments
in the blood flow rate to the fat tissue. For our preliminary purposes here we have elected to
bound the problem with two extreme cases: (1) an assumption that the fat flow increases in
 wvallel with the fat volume, keeping the flow/volume ratio (and hence the half life of loss from
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the fat tissue) constant; and (2) an assumption that fat flow is unchanged even as fat volume
increases. Using both assumptions we tested the effect of a doubling of fat flow.

Table 10
Expected Decline of “Excess” Alveolar Exhalation from Body Stores During Various
Periods of Washout

Minutes after Excess alveolar conc over steady  pmoles/min excess excretion dependent
start of washout  state resulting from stored ethane on release of stored ethane

2 9.46 66.22

4 7.55 52.85

10 5.16 36.12

20 3.19 . 22.33

30 2.36 16.52

40 2.02 14.14

50 1.86 13.02

60 1.79 12.53

70 1.75 12.25

80 1.73 12.11

90 1.71 11.97
100 1.69 11.83

Table 11

Effect of Doubling The Size of the Fat Group (From About 15 liters to 30 liters) on the
Expected Decline of “Excess” Alveolar Exhalation from Body Stores During Various
Periods of Washout

Double FG Volume and Flow Double FG Volume Only

Minutes Excess alveolar conc pmoles/min excess  Excess alveolar pmoles/min excess
after start  over steady state - excretion dependent  conc over steady  excretion dependent
of  resulting from stored on release of stored state resulting from on release of stored

washout ethane ethane stored ethane ethane
2 11.19 78.33 9.45 66.15
4 9.3 65.1 7.55 5285
10 6.93 48.51 5.17 36.19
20 4.95 34.65 32 224
30 4.12 28.84 2.38 16.66
40 3.76 26.32 2.04 14.28
50 3.6 25.2 1.9 13.3
60 3.51 24.57 1.83 12.81
70 3.46 24.22 1.8 12.6
80 3.42 23.94 1.79 12.53
90 3.39 23.73 1.77 12.39
100 3.36 23.52 1.76 12.32
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The results are shown in Table 11 1n paralle] to the format of Table 10. Comparing the results in
the two tables, it can be seen that the effect of simply doubling the fat volume (Case #2) 1s
minimal. On the other hand, if the fat group flow is also doubled, then the increment to excess
alveolar concentration over steady state at long times after the start of washout is also
approximately doubled.

Some guidance on which of these is closer to the truth can be gleaned from recent studies of
Pierce et al. (1996) for toluene. In an excellent series of clinical pharmacokinetic experiments on
26 people with a defined exposure and extensive post-exposure follow-up, Pierce et al.
developed individual estimates of several key pharmacokinetic parameters, including the blood
flow through the fat tissue. The relationship between estimated fat blood flow and measured
adipose tissue volume is shown in Figure 7. These data indicate that fat blood flow does tend to
increase with the size of the fat compartment, but not quite proportionally as assumed in our
“case 2”. The relationship shown in Figure 7 allows a better basis for developing the needed
correction factors for the excretion of stored ethane.

Figure 7

Observed Relationship Between Adipose Tissue
Volume and Adipose Perfusion in Humans Exposed
to Toluene--Data of Pierce et al (1996)
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In conclusion, it does seem that it is feasible to measure ethane production in humans with the
aid of alveolar air samples taken ideally with a substantial (40-90 minute) period of washout.
The accuracy of such measurements can be enhanced by pharmacokinetic model-based
corrections, taking into account (1) body fat content and (2) measurements or estimates of the
concentration of ethane in ambient air breathed in by the subject in the day prior to the breath
measurements.
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Development of a Physiologically-Based Pharmacokinetic Model for Pentane

Work is currently under way to apply the same analytical approach to development of a PBPK
model! for pentane. Initially, we have chosen to use the complete set of blood/air and tissue
blood partition coefficients given by Perbellini et al. (1983} (see Table 6, above). The pentane
production rate is being tuned to produce the rebreathing system concentration seen by Van Rij
and Wade (1987) with inhibition of metabolism (1600 pmoles/liter). Then the metabolism rate
will be tuned to reduce output sufficiently to reduce the model “predicted” rebreathing system
concentration to the 120 pmoles/liter reported by Van Rij and Wade(1987).

Even before completion of this modeling it is clear that fat storage of pentane taken in from the
ambient air is likely to be a significant factor that will need to be taken into account in
interpreting any pentane breath measurements in terms of internal pentane production. Given the
estimated fat/blood partition coefficient for pentane of 104, the indicated half-life for loss of
pentane from fat is expected to be about 53 hours--about four times longer than the
corresponding figure for ethane. Measurements of pentane air levels in urban areas range widely
and may be complicated by the same sort of measurement difficulties (e.g., interference from
isoprene) as have caused such confusion with respect to breath samples. Initial modeling is
being done based on the 134 pmoles/liter reported by Kohlmuller and Kochen (1993).

Conclusions--recommended procedures for study of these parameters in populations
exposed to putative lung-damaging agents, and in ex-workers previously exposed.

What screening/control questions need to be asked in order to adequately control for
confounders? '

For alkane exhalation it is clearly necessary to make measurements or estimates of body fat
content, and to ascertain whether the subject is a smoker. It may also be helpful, but probably
not absolutely necessary to measure vitamin E levels in serum.

For urinary desmosine/isodesmosine measurements there should be some consideration to asking
the subject about dietary habits--and in particular the consumption of meats with a high content
of cartilage. The findings of relatively modest (statistically not significant) excess
desmosine/isodesmosine urinary output suggest that these measurements will not usually be
seriously affected by meat-eating habits, but some further inquiry in this regard seems prudent.
Whether spot urine samples are used or 24-hour collections are made, the results must be
corrected for creatinine excretion. This may have the effect of reducing whatever meat-
consumption effect there may be on these parameters.

Finally, smoking and occupational history information should also be collected for studies of all
biomarkers of putative lung damaging agents.

Based on an analysis of the pharmacokinetic/pharmacodynamic information, what

experimental precautions need to be taken (e.g., washout, repeated measures) in order to
produce high quality data?
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Three basic suggestions have emerged from the prior analysis:

1) For both ethane and pentane, there needs to be a small series of measurements of
pharmacokinetic parameters both in vitro (e.g., ethane blood/air, liver/air, and related
partition coefficients) and in vivo (based on measured exposures) to confirm the
pharmacokinetic modeling outlined earlier. These models will be an important part of
assuring that breath observations can be corrected for the release of alkanes stored as the
result of exposures to the same materials in ambient air.

2} Improved ethane (and/or pentane) ambient air measurements need to be made covering
the day or two prior to breath measurements for at least a sample of study subjects.

3) Characterization of individual rates of excretion of desmosine and isodesmosine may
benefit from a small series of repeated samples, spaced apart by at least a couple of
weeks. Group differences, however, may well be detected by cross-sectional samples in
which only a single measurement is made per person.
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Dr. Shane Que Hee and colleagues

1. Three papers have been published/accepted (1,2) or submitted (3). One has been published
from the Master of Science thesis of Soo Young Kim (1), and another accepted from the work of
doctoral students Yang Shen and Ju-Chien Tso (2). The third has been submitted from the
Master of Science thesis of Keummi Park (3). (Appendix B)

The major achievement was the optimization (efficiency >80%; imprecision <10%) of the
cordless microvacuum method for sampling dust of <180 um particle size that contains
xenobiotics. The latter included metallic species like metal oxides (1,4), a formulation of the
reference pesticide chlorpyrifos (2) and Rhodamine 6G dye (2)) and a freeze-dried microbe
(Photobacterium phosphoreum) (3). The optimized method utilized a flow rate of 4.0 L/min and
multiple sampling passes of the sampling probe over a known area defined by a sampling

82



template containing >15 mg/100 ¢m” up to at least 170 mg/100 cm?. The sampling technique for
total dust was based on a microsampling technique originally reported by Que Hee et al in 1985
(4) for available dust in lead abatement and lead surface sampling activities.

The initial study (1) investigated the effect of particle size, surface coverage, surface type, flow
rate, number of sampling passes, sampling technique, sampling face velocity, and degree of
training on soil sampling efficiency from relatively flat hard surfaces, using the low flow
technique (4) at 1.5 L/min as the starting point. The sampling apparatus was the same as the
portable personal sampling pump/filter cassette combination that is standard for air sampling of
aerosols by industrial hygienists, with the addition of a 5.0 cm x 0.6 cm ID Tygon sampling
probe whose sampling end was cut at a 45° angle. Minimum soil holdup on the sampling
apparatus surfaces allowed low soil surface coverages to be sampled efficiently. Soil was used
since the Santa Ana wind from the desert causes much infiltration of Los Angeles homes, and
soil is imported into homes by shoes. Efficient samg)ling (efficiency >87%; coefficient of
variation (CV) <5%) of dry, loose soil on a 100 cm® template was achieved between coverages
of 10 mg/100 cm? and 170 mg/100 cm® using at least 3 sampling passes for particle sizes
between 63 um and 180 um. The technique was efficient because the face velocity developed at
the surface was as high as 1083 ft/min for a 1 mm? surface-to-probe space.

The second paper (2) is the accepted paper demonstrating that spilled Rhodamine 6G dye and a
NIST dust and a NIST soil impregnated with a chlorpyrifos formulation at its expected
maximum coverage will also be sampled efficiently and precisely by the technique developed in
Appendix B. Rhodamine 6G is used at Los Alamos National Laboratory as a fluorescent dye in
tunable dye lasers. Powder is often spilled preparing the solutions, and a dry deposit occurs after
a spill of solution. Spilied powder tends to cake since it is slightly hygroscopic, and thus is
difficult to sample since it tends to cling to the surface. The flow rate had to be »3.0 L/min to
provide quantitative sampling recovery on the first sampling pass. Below 2.0 L/min, all of the
sample resided in the sampling probe and did not reach the filter cassette at all. As the flow rate
increased more sample was retained on the filter. The weight of the entire sampling ensemble
requires measurement, not the filter portion alone. The mass collected on the filter is only likely
to be representative of the spill at the highest sampling flow rate of 4.0 L/min.

Chlorpyrifos, an organophosphorothioate pesticide, has been measured at concentrations up to
1300 mg/kg dust, and surface coverages up to 990 pg/m®. The EPA in 2000 banned application
of chiorpyrifos within dwellings where children could be exposed. The hypothesis relative to
sampling efficiency was that the pesticide of highest concentration in dust was most likely to
decrease the sampling collection efficiency of uncontaminated dust using the optimized 3-pass
methodology at 4.0 L/min. Thus the experiment involved comparison of coated and uncoated
dust. NIST SRM 2711 Montana Soil of <74 um particle size, and SRM 1649a Urban Dust of
<125 um particle size were coated with Lorsban 2E formulation. The latter consisted of 40.7%
chlorpyrifos, and 59.3% inert ingredients, mostly alkylbenzenes, as demonstrated through
GC/MS analysis of the formulation. 31.94 mg in acetonitrile was coated onto 10 g of dust or soil
to simulate the highest measured dust concentration of 1300 mg/kg. Loadings of 10-20 mg of
impregnated soil and dust at 1300 mg/kg concentration were investigated relative to uncoated
dust and soil on the 100 cm? template surface using the 3-sampling pass technique developed in
Appendix B. The lower surface coverage range for efficiencies >79% and imprecisions <16%
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CV was 15-20 mg/100 cm” for both coated and uncoated dust or soil, with lower efficiencies
being evident for coated soil and uncoated dust. The lower efficiencies for coated soil were
caused by enhanced particle agglomeration and increased stickiness; this cannot explain the
contrary results for coated dust. For the latter, the initial particle size was bigger than for the
soil, and particle sizes between 63 um to 180 um cause no difference in sampling efficiency.

The third paper currently under review (3) presents the research associated with sampling spills
of the freeze-dried bacterium, Phorobacterium phosphoreum. The major finding relative to
sampling spilled powder was that since freeze-dried bacteria was a very deliquescent powder the
cassetie entry port inner diameter had to be increased to accommodate large chunks to achieve
sampling efficiences >80%. Once the material becomes t00 damp, swabs with handles are the
best way to sample/ciean up spills. During this investigation, the Microtox test of viability based
on bioluminescence was compared with a commercial colorimetric test to assess the effect of
dust on bacterial viability. The addition of 20 mg of NIST 1649a urban dust per mL caused
complete inhibition of the Microtox test as did 5 mg of dust for the colorimetric test. Complete
desiccation caused bacterial death in both tests. The major problem with the colorimetric test
using the naked eye was its insensitivity; sensitivity was improved twofold by developing a
spectrophotometric technique at 508 nm, and this rivalled the sensitivity of the Microtox test.
Microtox test results were only completely reliable for homogeneous solutions that passed a 0.45
pum filter.
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4, Integrated task and postural analysis for ergonomic exposure analysis. To develop, pilot
test.and validate an integrated task and postural analysis for ergonomics exposure assessment

Wen Chen V. Liu, Ph.D., CIH, CSP

Hazard Surveillance in the Defense/Nuclear Industry - Occupational Ergonomics
Component - Overview

The Occupational Ergonomics component of this research project contains five subprojects. The
first two subprojects focused on the development of exposure and response surveillance tools to
be used through Internet as a means for ergonomic hazard surveillance in the office work
environment using visual display terminals. The third and the fourth studies focused on the
evaluation of ergonomic hazards in a defense/nuclear facility that utilizes glovebox and Hypalon
glovebox gloves. The fifth subproject focused on the development of a real-time heat stress-heat
strain personal monitor for workers wearing total encapsulated protective suits, as heat stress has
been indicated as one of the major hazards encountered by many workers in the defense / nuclear
industry are involved in the decommission and decontamination activities. The title, significant
findings, usefulness of the findings, and dissemination of the findings of each of the subproject
are briefly summarized as follows.

Subprojects:

. Computer Usage and Upper Extremity Musculoskeletal Discomfort in an Engineering Firm
of the Aerospace/Defense Industry - A Survey through Intranet. .

Significant Findings

This study represents the first electronic survey through Intranet that evaluated the
association between self-perceived computer usage and self-reported musculoskeletal
discomfort of the upper extremity. In addition, the population studied included engineers in
an Aerospace/Defense Industry, a profession that has not been studied in terms of the
prevalence of self-reported musculoskeletal discomfort. Furthermore, the survey was
conducted electronically the company's Intranet. Nine hundred and ninety-seven employees
(277 females and 717 males) of the company responded to the survey in two weeks. The
results of logistic regression analysis indicated that gender, job tenure, and hours of computer
usage were three factors significantly associated with the prevalence of musculoskeletal
discomfort in the upper extremity.

Usefulness of the Findings

This study demonstrated that Intranet and Internet is an expedient and useful tool for the
surveillance ergonomic hazards in office work environment.
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Dissemination of the Findings

An abstract of the results of the study was presented at the 1999 American Industrial Hygiene
Conference and Exhibition. A manuscript based on the study is being reviewed for
consideration for publication in a peer-reviewed journal (Applied Occupational and
Environmental Hygiene).

1. A Software-Based Tool for Exposure Assessment of VDT Work through Internet.

388

Significant Findings

An mnovative software-based exposure surveillance tool was developed in this subproject to
objectively quantify office workers' usage of computer input devices. This software-based
tool would replace subjective estimate of exposure to biomechanical factors associated with
the development of computer input device-related musculoskeletal disorders/discomfort.

Usefulness of the Findings

In this project we created a software-based exposure surveillance tool that can objectively
quantify office workers' usage of computer input devices. The results of the study were also
incorporated in another research proposal funded by the NIOSH under the NORA initiative
for field evaluation.

Dissemination of the Findings

An abstract of the results of the study was presented at the 1999 American Industrial Itiygiene
Conference and Exhibition. A manuscript based on the study is being revised for
consideration for publication in a peer-reviewed journal (American Industrial Hygiene
Journal),

Hazards in Glovebox Operations in a Defense/Nuclear Facility - Through Ergonomic Task
Analysis.

Significant Findings

T'wo ergonomic task analyses were conducted for two glovebox operations in a
Defense/Nuclear Facility. The first ergonomic task analysis was conducted for an operation
that casts metal inside a glovebox. The specific aim of this analysis was to identify
opportunities for continuous improvement in terms of reducing musculoskeletal load. The
ergonomic task analysis, consisting of task analysis, postural analysis, and static strength
modeling, was applied to two on-site simulations and to actual casting operation recorded on
videotape. The results of the postural analysis indicate that the work environment and the
tasks involved in casting operation do occasionally place the operators in awkward posture.
As a result, the working conditions should be modified sometime soon. The results of static
srength modeling show that several tasks involving lifting heavy molds are not designed for
the majority of the general population. These tasks could be modified by rearranging the
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internal layout of the glovebox and by installing auxiliary material handling devices in the
glovebox.

The second ergonomic task analysis was conducted of an operation that refines metal in
specific forms. This particular glovebox operation has experienced high frequency of
abnormal glove breaches. The specific aim of the analysis was to identify improvements that
could reduce the incidence of glovebox glove failures. Document reviews, individual
interviews, small group meetings, and on-site observations were conducted during the
investigation. The results indicate that there are many micro and macro ergonomic
improvements that could be made to increase the reliability of the glovebox gloves and the
comfort of the workers.

Usefulness of the Findings

This case study demonstrated the utility of a systemic approach that addresses both
macroergonomic and microergonomic issues in improving the health and safety of workers in
a Defense / Nuclear facility. A portion of the study was also used to demonstrate the Defense
/ Nuclear facility’s effort and achievement under the Price-Anderson Act regulating the
facility.

Dissemination of the Findings

A case study was presented by a collaborator of the study at the 1998 American Industrial
Hygiene Conference and Exhibition. A manuscript is being revised for submission for

H

consideration of publication in a peer-reviewed journal (Industrial Health). .
Validation of an Experimental Device for the Measurement of Kinetic Friction.
Significant Findings

An experimental device was developed in this project for the measurement of kinetic

coefficient of friction. In addition, the kinetic coefficient of friction (44) of fingertip was
measured for six Chinese subjects on textured and non-textured surfaces in this exploratory
study. The results indicate that g4 of the fingertip skin varies with the magnitude of normal
force and the surface texture of the test plates. The s decreased as the exeried normal force
increased. The highest value of 14 was 2.05 for males and 2.26 for females with | N normal
force on a test plate of 100% contact area. When the load increased to 10 N, s decreased to
1.09 for males and 1.11 for females on the same test plate. Tne . increased as the contact
area increased. For males, there was a 39% and 64% increase, respectively in w4 as the
contact area increased from 50% to 75% and 100%. For female, there were, respectively, a
41% and a 77% increase in 4 as the contact area increased from 50% to 75% and 100%.

T'sefulness of the Findings

Friction is a common mechanical stressor upon human skin. High friction may produce
“waions and blisters to human palmar. Friction also affects our abiiity to manipulate and
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grasp objects with the hand. Friction between the surface of an object and fingers is also
needed for an individual to adjust the amount of force applied in manipulating objects. Low
friction objects tend to slip out of the hand resulting in an increase in the potential for injury.
Low friction objects therefore require greater grasp forces than objects with high friction.
Prolonged, excessive grip forces applied to prevent slippage may cause injuries to tendons
and tissues. The experimental device developed in the study has been adopted by a defense /
nuclear facility with a robot arm for testing the wearability of glovebox gloves. The results
of the study will be used to develop guidelines of glovebox glove design.

Dissemination of the Findings

An abstract of the results of the study was presented at the 1999 American Industrial Hygiene
Conference and Exhibition. A manuscript based on the results of the study is being revised
for consideration for publication in a peer-reviewed journal (Applied Ergonomics).

V. A Real-Time Personal Heat Stress & Heat Strain Monitor in Protective Suit.
Significant Findings

The goal of this study was to develop a real-time personal monitor capable of evaluating heat
stress and heat strain encountered by workers wearing encapsulating protective clothing.
This monitor simultaneously characterized the climatic condition of the microenvironment
and the physiological responses of the worker in protective clothing. Specifically, the study:
(1) integrated temperature and humidity sensors to continuously characterize the
MICroenvironment in a protective suit; (2) integrated heart rate sensors and body temperature
sensors to characterize the physiological response of the person wearing a protective suit; and
(3) tested the utility of two wireless transmitters, 0.9 GHz and 2.4 GHz, to transmit the heat
stress and heat strain signals.

Usefulness of the Findings

This study represents an innovative integration of information technology and sensor
technology for hazard surveillance. In addition, this study has direct application to personal
exposure surveillance of workers wearing protective suits and utility for the design of
protective clothing.

Dissemination of the Findings
An abstract of the preliminary results of the study has been submitted for presentation at the
2000 American Industrial Hygiene Conference and Exhibition. Manuscript is being revised

according to reviewers' comments for publication in a peer-reviewed journal (Applied
Occupational and Environmental Hygiene Journal).
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Wen Chen V. Liu, Ph.D., CIH, CSP and Craig Conlon, MD

Computer Usage and Upper Extremity Musculoskeletal Discomfort in an Engineering
Firm of the Aerospace/Defense Industry - A Survey through Intranet - Subproject I
Abstract

This paper presents the results of a survey that evaluated the association between computer usage
and musculoskeletal discomfort of the upper extremity in an engineering firm. The survey was
conducted electronically by the firm's ergonomic team through the company's Intranet. Nine
hundred and ninety-seven employees (277 females and 717 males) of the company responded to
the survey in two weeks. Job functions of the respondents included management (10%;),
admunistration (13%), engineering (54%), and others (23%). On the average, the respondents
spent more than five hours a day on their computers. Female employees appeared to work with
the computers more than male employees do with the computer, 6 hours/day vs. 4.9 hours/day.
Forty-seven percent of the respondents reported that they had experienced upper extremity
musculoskeletal discomfort 1 month before and at the time of the survey. However, respondents
in administrative and “other” job functions seemed to be more likely to experience
musculoskeletal discomfort than respondents in engineering and management positions did.
Experience of musculoskeletal discomfort in the upper extremity was evaluated using a logistic
regression model. The results of logistic regression analysis indicated that gender, job tenure, and
hours of computer usage were three factors significantly associated with the prevalence of
musculoskeletal discomfort in the upper extremity .

Keywords: Musculoskeletal Discomfort, Engineering Firm, Intranet

Introduction

The use of personal computer in the office environment has been linked to the development of
musculoskeletal discomfort/disorders among workers. Bergqvist (1984) and Hunting et al.
(1983} demonstrated that visual display terminal (VDT) operators are prone to report
musculoskeletal discomfort in the shoulder and in the neck. Kukkonen et al. (1983) have also
shown the data entry operators are likely to experience musculoskeletal discomfort in the neck.
These studies all focused on workers in jobs characterized by continuous, intensive keying.
Other types of office workers, such as engineers and managers, have thus far received relatively
little attention in terms of their usage of computers and their experience of musculoskeleta]
discomfort in the upper extremity.

In this paper, we present the results of a pilot study conducted by an ergonomics team of an
engineering firm. This engineering firm has been in operation for more than thirty-five years.
At the time of the survey more than four thousand employees were employed. The company had
4000+ personal computers in operation. Some of the employees experienced carpal tunnel
syndrome and other musculoskeletal discomfort/disorders believed to be associated with the use
of VDT workstation, based on internal medical findings. Together with the firm's Safety and
Health staffs, the employees formed an ergonomic team to identify and solve musculoskeletal
discomfort some employees were experiencing.

89



Being an engineering firm with more than two thousand engineers, the ergonomic team had a
tremendous amount of resources in terms of computer programming abilities, email and Intranet
connectivity. In addition, the management is committed to provide the human resources
necessary in initiating  study to identify the prevalence of the musculoskeletal
discomfort/disorders problem associated with computer usage. Having received some reference
matenials regarding the design of a self-reported exposure assessment and discomfort survey, the
ergonomic team developed a dynamic webpage and conducted a ptiot study.

This pilot study, because of its exploratory nature, had a simple objective. That was to get an
estimate of the computer usage among employees and of the prevalence of musculoskeletal
discomfort in upper extremity.

Methods

The methods the ergonomics team used to accomplish the above goals was to conduct an
exposure and discomfort survey through Intranet. The engineer developed a questionnaire using
the HyperText Markup Language. Emails were then sent to managers in the company soliciting
the managers’ cooperation in forwarding the messages to their groups of employees, including
the professionals, clerical staffs, technicians, etc. The emails forwarded to the emplovees
contained a link to the survey webpage on their Intranet, If the employee chose to respond, by a
single click on the link, he/she gets onto the questionnaire webpage. Within a two-week period,
nine hundred and ninety-seven employees of the company responded to ergonomics team’s email
request.

Excluding three respondents who did not provide information regarding their gender, thare were
277 females and 717 males. Mean age of the male respondents 44.5 (SD=10.4 year) is not
significantly greater than the mean age of female respondents, 41.4 year (SD=10.5 year). Mean
tenure of the respondents was 9.3 year and the SD was 8.1 year. Male respondents had a mean
tenure of 9.8 year (SD=8.5 year), higher than the mean tenure of 9.3 year (SD=8.1 year) of the
female respondents (p < 0.01). Male respondents were also taller and heavier than female
respondents were. For male respondents, the mean stature was 178.7 cm (SD=7.3 ¢cm) and for
female respondents the mean stature was 163.6 cm (SD=7.2 ¢m). For male respondents the
mean body weight was 85.2 kg (SD=15.4 kg) and for female respondents the mean body weight
was 66.1 kg (§D=14.7 kg).

Questionnaire

The self-administered questionnaire had two sections. The first section collected basic
demographic data such as age, height, weight, job tenure, and gender were also collected using
the questionnaire,

The second section contained 12 questions. Two questions asked for the number of hours of
computer usage and the percentage of which using keyboard, mouse and watching screen. Two
questions asked for the frequency of taking breaks away from computer work. One question was
recarding the perceived work demand in keying and using mouse. Two questions asked for the
deminant hand for writing and for using the mouse. One question asked whether the respondent
wore glasses, especially the bifocal or multifocal. One question was on whether the respondent

1

" 5ad histher workstation evaluated for ergonomic problems. Two questions were asked
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regarding the specific fingers used in keying and in clicking mouse buttons. One final question
asked whether the respondent had experienced any musculoskeletal symptoms in the upper
extremity that lasted more than two consecutive days while using the computer.
“Musculoskeletal symptoms™ were defined as pain/discomfort in neck, shoulder, elbow, forearm,
hand; numbness or tingling in arm or hand; and loss of strength.

Data Analysis

Descriptive statistics, chi-square analysis and logistic regression analysis were conducted.
Logistic regression was conducted to model the association between the risk factors and the
prevalence of upper extremity discomfort observed. Odds ratios were estimated as the antilog of
the regression coefficients (Kleinbaum et al. 1982; Hosmer and Lemeshow 1989). A 95%
confidence intervai was calculated as the antilog of the standard error coefficients multiplied by
1.96 and -1.96. All statistical analysis was conducted with software package SPSS on a personal
computer (SPSS 1994). Trend test based on logistic regression was also conducted (Rothman
1986).

Results

Job Function

As shown in Figure 1, 54% of the respondents were engineers and 16% of that were females.
13% of the respondents were administrative staffs and 65% of that were females. 10% of the
respondents were managers and 12% of that were females. Respondents with other job titles
constituted 23% of the respondents and 40% of which were females. Job titles in the “others
category included: accountants, editors, and drafiers. »

other (40%)
23%

: engin. (16%6)

mgmt. (12%) 54%

10%

admin. (65%)
13%

Figure 1. Percentage of participants in four job categories. (% femnale in each job category)

Computer Usage
Jioure 2 graphs self-reported hours of computer usage. Overall, the employees spend 5.2
avurs/day on computer. However, female employees seemed to spend more hours each day
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(mean: 6 hours, SD: 1.7 hours) on computer than male employees did (mean: 4.9 hours, SD: 1.9
hours). The gender difference in the hours of computer usage was statistically significant
(t=8.65, p < 0.01).

Computer usage in this engineering firm also depends on the job functions. As expected.
computer usage by the managers (mean: 3.7 hours/day, SD=1.43 hours) was considerably lower
than the computer usage (mean: 5.4~5.5 hours/day, SD=1.7~1.9 hours) by respondents of other
job functions. The difference in computer usage among respondents of management,
engineering, administration, and others was statistically significant (F=23.6, p < 0.01).

hours/day
i
6

Cverall Male Female -

Figure 2. Self-Reported Computer Usage

Prevalence of discomfort by job function.

Figure 3 shows the prevalence of musculoskeletal discomfort in the upper extremity among
employees in four job functions. 43% of the engineers and 41% of managers that responded to
the questionnaire reported having experienced upper extremities musculoskeletal discomfort,
while 56% of the administrative respondents and 52% of the respondents in the job category
“Others” reported having experienced musculoskeletal discomfort. Chi-square analysis showed
that there was a significant difference in the prevalence of upper extremity discomfort among
respondents of these four job functions (Chi-square = 11.0, p < 0.05).
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Figure 3. Prevalence of Self-Reported Upper Extremity Discomfort by Job Title

Prevalence of discomfort by tenure group.

Figure 4 shows the prevalence of discomfort by different tenure groups. It seemed that the
prevalence of musculoskeletal discomfort increased as the job tenure increased. Overall, the
prevalence of discomfort increased from 36.8% for the “less than and equal to 1 year™ tenure
group to 54.2% in the “> 15 year” tenure group. Chi-square analysis indicated that the
prevalence of upper extremity discomfort among tenure groups were statistically significantly
different (Chi-square = 16.6, p < 0.01). A similar trend was found for both male and femaje
respondents. However, statistically significant difference in the prevalence of discomfort among
job tenure groups was found only with the female respondents (Chi-square = 14.6, p <0.01).
Across all tenure groups, the prevalence of discomfort was always higher among the female
grcups than among the male group.

100
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80 1 O Male s .
O Female i H
60 -
[+]
% 40 e
¢
20 + — -
3
0 - L S— :
<= 2-7 8§-10 11-13 >15
Tenure Group (in years)

Figure 4. Prevalence of Self-Reported Upper Extremity Discomfort by Tenure
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Prevalence of discomfort by the number of hours of computer usage

Figure 5 shows the relationship between the prevalence of discomfort and the number of hours
per day spent on the computer. [t seemed that as the number of hour of computer usage
increased the prevalence of discomfort increased (Chi-square = 92.2, p < 0.01). Overall, the
prevalence of discomfort increased from 20% for the “less than and equal to 2 hours/day” group
to 66.7% for the “greater than 8 hours/day™ group. Similar trends were observed in the male and
the female respondents.

It 1s also interesting to note that if one defines “intensive keyboarding™ as “spending more than 4
hours/day on the computer,” there seemed to be a large increase in the prevalence of discomfort
from the “non-intenstve keyboarding group” to the “intensive keyboarding group.” This was
observed for both male and female respondents.

100
80 + — WAl
O Male — -
60 T Female : .
% : "
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<=2 3-4 5-6 7-8 >8 )
hours/day

Figure 5. Prevalence of Self-Reported Upper Extremity Discomfort by Computer Usage

Prevalence of discomfort by age group

Figure 6 shows the prevalence of upper extremity discomfort among five age groups. Chi-square
analysis showed that age was a significant factor (Chi-square = 16.7 year, p <0.01). From group
I (<= 35 years) to group II (36-40 years), there was an increase in the prevalence of discomfort.
This was especially obvious for the female respondents. As the age increased from group Il (36-
40 vears) to group 1l (41-46 years), there was a decrease in the prevalence of musculoskeletal
a‘scomfort. The prevalence of upper extremity discomfort started to level off after group III.

For male respondents, the age difference in prevalence of discomfort was not statistically
significant (Chi-square = 6.1, p > 0.05), for female respondent the difference was statistically
significant (Chi-square = 26.9, p < 0.01). Across all age groups, the prevalence of discomfort
ameng the female respondents was always higher than that among the male respondents.
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Figure 6. Prevalence of Self-Reported Upper Extremity Discomfort by Age Group

Prevalence of discomfort among respondents wearing bifocal glasses

Figure 7 shows that upper extremities discomfort tends to be slightly more prevalent among
respondents with bifocals than those without bifocals. However, this is only true for the female
respondents. For the male respondents, the prevalence of upper extremity discomfort was about
the same for both groups, with and without bifocals.
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Figure 7. Prevalence of Self-Reported Upper Extremity Discomfort by Bifocal

Prevalence of upper extremity discomfort and job function

Figure 8§ gives the prevalence of upper extremity discomfort and job function. Engineers and

incragers scemed to have slightly lower prevalence, 41% and 43% respectively, than

administrative personnel and personnel in other job functions, 56% and 52%. This trend was
- lnu3 among female respondents than among male respondents.
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Figure 8. Prevalence of Self-Reported Upper Extremity Discomfort by Job Function

Perceived Work Demand in Keying and Using Mouse

Respondents gave self-perceived work demands in keying and using mouse as “continuously,”
“intermittently,” and “rarely.” 70% of the respondents regarded their computer work as
requiring them to key or use the mouse “intermittently.” 15% of the respondents perceived their
computer work as requiring them to use the keyboard and mouse “continuously” and another
15% of the respondents regarded the demand was “rarely.” 28.6% of the “rarely” group, 46.5%
of the “intermittently” group, and 64.9% of the “continuously” group reported musculoskeletal
discomfort of the upper extremity. Chi-square analysis gave a Chi-square of 39.0 (p <0.01)
indicating a statistically significant association between the self-perceived work demand in
keying and using mouse with the self-reported experience of upper extremity discomfort.

Frequency of taking breaks away from computer work

Respondents were classified into four groups based on the self-reported frequency of taking
breaks. i.e., > 4/hr,” “2-3/hr,” “1/hr,” and “< 1/hr.” As shown in Figure 9, 31.4% of the “>
4/hr” group (n=172), 38.5% of the “2-3/hr” group (n=288), 53.5% of the “1/hr” group (n= 254),
and 59% of the “< 1/hr” group (n=273), reported musculoskeletal discomfort of the upper
extremity. A Chi-square analysis crude analysts yielded a Chi-square value of 45.2 (p < 0.01). It
appeared that respondents that took fewer breaks were more likely to report upper extremity
discomfort than the respondents that took more breaks did.
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Figure 9. Prevalence of Self-Reported Upper Extremity Discomfort by break pattern

Logistic Regression

Using a logistic regression model, we evaluated the association of the prevalence of self-reported
upper extremity discomfort with age, gender, tenure, hours of computer usage, use of bifocal,
and job function. Age of the respondent was treated as a continuous variable in the model,
Gender, and groups formed based on job tenure, hours of computer usage, job function, B
frequency of breaks, and perceived computer work demand, were treated as categorical
variables. The results indicated that gender was significantly associated with the prevalence of
self-reported upper extremity discomfort. Female respondents were more likely to report
muscujoskeletal discomfort of the upper extremity than male respondent did. The odds ratio was
1.4 (p < 0.05) with a 95% confidence interval (95%CI) of 2.06 and 1.03.

Logistic regression analysis also showed that computer usage in hours/day was significantly
associated with the prevalence of self-reported upper extremity discomfort. Using Group [ (<=2
hours/day) as the reference group, the odds ratios ranged from 1.88 (95%CI: 1, 3.54) for group
I1, 4.15 (95%CI: 2.21, 7.8) for group III, 6.22 (3.17, 12.2) for group IV, to 7.63 (95%CI: 2.62,
22.21) for group V, respectively. All were statistically significant at the 0.05 level. Trend test
gave a slope of 1.39 and its standard error of 0.36. The 95%CI is (0.68, 2.09), indicating a
positive trend in the odds ratio with increasing exposure.

Logistic regression analysis also showed that job tenure was significantly associated with the
prevalence of upper extremity musculoskeletal discomfort. In this analysis tenure group I (<=1
year job tenure) was used as the reference group. The odds ratios for groups III to V were 1.84
(93%Cl: 1.21,2.78), 1.68 (95%CI: 1.07, 2.65) and 2.13 (95%CI: 1.31, 3.44), respectively, all
significant at the 0.05 level. There was no significant increase in the prevalence of upper
extremity discomfort as the job tenure increased from group I to Group II.  Trend test yielded a
sinpe of 0.29 with a 95%C] of 0.14 and 0.45, indicating a positive trend in the odds ratios with
increasing job tenure.
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Frequency of taking breaks from computer work also was shown by the logistic regression
analysis to be a factor significantly associated with the prevalence of upper extremity discomfort.
Respondents that took either one break/hours or less than one break/hour were more than twice
likely to experience musculoskeletal discomfort of the upper extremity than those respondents
that took more than 4 breaks/hour did. The odds ratio for the “less than 1 break/hour” group was
2.2 (95%CI: 1.42, 3.42) and the 0dds ratio for the “1 break/hour” was 2.1 (95%CI: 1.38, 3.28).
Trend test yielded a slope of 0.3 with a standard error of 0.1. The 95%CI of the slope was (0.1,
0.5), indicating a positive trend in the odds ratio with less frequent breaks.

Discussions

This study showed that 47% of the respondents in this particular engineering firm experienced
musculoskeletal discomfort of the upper extremity. This result is consistent with the prevalence
of musculoskeletal discomfort/disorders of the upper extremity reported in the literature. For
example, Arras (1994) found a prevalence of 30.5% of neck/shoulder discomfort among VDT
users. Bergqvist et al. (1995a, 1995b) in studies of office workers found that the prevalence of
neck/shouider discomfort was around 60%. In a study of 3,000 workers in editorial, circulation,
classified advertising and accounting departments, Bernard et al. (1994) reported a prevalence of
neck discomfort of 26%. Among female data entry workers, the prevalence of neck discomfort
found by Kukkonen et al. (1983) was 47%. Ryan and Bampton (1988) reported similar
prevalence of neck/shoulder discomfort, 44%, in their study of data processing operators.

This study also found that the number of hours of computer usage was significantly associated
with the prevalence of self-reported musculoskeletal discomfort of the upper extremity in the
engineering firm. As the number of hours of computer usage increased the prevaience of upper
extremity increased. This finding is similar to that reported by Rossignol et al. (1987). 3In their
study of 191 workers involved in computer and data processing, the prevalence of neck
discomfort increased 39% for 0.5 -3 hours” of VDT use to 61% for *7 or more hours” of VDT
use. Similarly, Yu and Yong (1996) found with 151 VDT users in a Hong Kong bank that
frequent VDT users were more likely to report neck discomfort than infrequent VDT users.

The study showed that respondents who took fewer breaks were more likely than respondents
who took more breaks to report musculoskeletal discomfort of the upper extremity. This
suggests that computer workers should take more breaks from computer work to prevent
musculoskeletal discomfort, as recommended by other researchers and by many professional
ergonomists. (Henning et al., 1989, 1993, 1997) However, as there were still more than 30% of
the respondents in the group that took “at least 4 breaks/hour” felt upper extremity discomfort.
more frequent breaks seem to be needed.

Because of the exploratory nature of the pilot study, several less than desirable features of the
study need to be noted. First, non-specific body joint discomfort was used as the endpoint.
Discomfort in the neck, shoulders, elbows, wrists and hands were all grouped together. Back
discomfort was not included in the phrasing of the question. Second only self-reported hours of
computer usage and self-perceived musculoskeletal discomfort were included in the study. As
-re owperlence of musculoskeletal discomfort might have affected the self-reported number of
nour% of computer usage, a more objective means of quantifying the use of computer need to be
o ,' ned.
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Third, the apparent response rate, 22%, seemed low, based on the number of the employees,
4,576, at the time of the survey. However, the actual response rate could be higher since the
ergonomic team only distributed the initial invitation through departmental managers. There is a
possibility that a portion of the managers did not pass on the invitation to their employees.
Subsequently, the employees of the department would not have the chance to respond. The
again points to the importance and need for a planning a survey through Intemnet, despite of the
fact that this study demonstrated the feasibility and efficiency of using Intranet as a means of
conducting discomfort survey.

Conclusions

Musculoskeletal discomfort of upper extremity was shown in this study to be common ameng
employees in this particular high tech engineering firm. Four factors associated with the
prevalence of self-perceived upper extremity musculoskeletal discomfort are gender, number of
hours of computer usage, frequency of taking breaks, and job tenure. The study also
demonstrated that the feasibility and efficiency in using Intranet as a means for discomfort
survey.
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A Software-Based Tool for Exposure Assessment of VDT Work through Internet -
Subproject 11
Abstract

There is a need for an objective exposure assessment tool to evaluate the association between
task demands and musculoskeletal discomforvdisorders commonly experienced by workers that
use visual display terminals (VDT). This paper (1) describes the process involved in the
development of a software-based tool designed for exposure surveillance of VDT work through
intranet and Internet; and (2) presents the results of laboratory validation and preliminary
feedback from a pilot field evaluation. The software-based tool consists three components. The
first component intercepts the signals from the keyboard and the mouse. The second component,
based on the assumption of a touch typist and the keyboard signals intercepted, increases the
number of counts of nine counters designated to fingers of the two hands. Every second the
program writes the resultant counts of all the counters into a data log file. The third component
of the program uploads the log file to a central network server at the end of the work shift for
data collection and further analysis. Laboratory simulations gave satisfactory results in tracking
the signals from keyboard and mouse, finger assignment, and file transfer from local computer
workstation to central server through Intranet and Internet.

Keywords: Exposure Surveillance, VDT, Computer, Mouse, Keyboard

Introduction

Musculoskeletal discomfort and pain in the shoulders, neck, back, and hand/wrist are common
among visual display terminal (VDT) workers.""” Hagberg and Wegman showed that use of
VDT for more than 20 hours per week was associated with excessive risk for certain
musculoskeletal endpoints.® Bergqvist reported that increased keyboard use increased the risk
of hand/wrist problems.® Foglman and Brogmus, based on the workers' compensation data,
found that musculoskeletal disorders associated with computer mouse use appears to be a
growing problem and deserves more research.!'”

However. field evaluation of the association between VDT work and musculoskeletal complaints
is in general hindered by a lack of objective measurement of exposure. Self-reported VDT work
duraticn tends to be the measure of the physical demands posed by VDT in most studies. Self-
reported exposure is prone to bias. And work duration as a surrogate of exposure only gives a
partial picture of the physical demands associated with VDT work, as intermittent short break
and variation of office activities may reduce the total physical demands of VDT work.!'"- 12

An objective exposure assessment tool is needed to improve the quality of exposure estimate in
epidemiological study and to facilitate health surveillance in VDT work. This ideal tool should
have at least the following characteristics. First, it should be reasonably accurate in providing an
estimate of not only the total duration of VDT work but also the pattern of the intermittent
breaks. Second, it should be relatively in expensive and easily installed in many VDT
workstations so that exposure could be estimated for as many VDT operators as possible. Third,
ko' require minimal, if any, operator training and involvement in using the surveillance
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tocl. Fourth, it should not affect the productivity of VDT operators. Fifth, it should be relatively
easy for data collection and analysis so that feedback to the VDT operators could be provided
relatively quickly. As keyboard and mouse represent two major input devices in PC-based VDT
work and as Intranet and Internet are becoming more prevalent in modern office environment, an
exposure surveillance tool satisfying the above criteria may be developed.

This paper describes the development of a software-based exposure assessment tool and presents
the preliminary results of evaluation in the laboratory. This software-based exposure assessment
tool is designed for VDT workstation using Microsoft Windows based system. The tool tracks
and categorizes the signals second by second from the keyboard and the mouse. The resultant
counts of keystrokes and mouse-clicks are saved in a log file in the local computer then uploaded
to a central server for data processing. A unique feature of the software-based tool is that all data
collection is conducted through Intranet and Internet.

Methods

Program Development

As many personal computers nowadays operate under Windows based operating systems, the
software-based exposure assessment tool was developed for Windows based system. The
Windows-based operating system handles keyboard and mouse signals and sends these signals as
messages 1o the software program that is active at the time of data input. This active application
program could be a word processing program, a spreadsheet program, or a web browser. This
event-handling property of the Windows operating system is the basis for the development of the
software-based exposure assessment tool described in the present paper. :

The software-based exposure assessment tool consists three components, The first component
captures the signals from the keyboard and mouse. The second component increases the count of
a counter assigned for a specific finger, assuming that a touch typist enters the keyboard input.
The third component uploads individual exposure record from multiple VDT workstations to a
central server. Figure 1 outlines the programming logic in a flow chart.

Component I. Tracking Keyboard and Mguse Signals at Individual VDT Workstation
The first component was developed using an Object Link & Embedding (OLE) program in
Visual Basic 4. This OLE program intercepts signals from keyboard and mouse; gives the
necessary Window messages, including those messages specifically for keyboard and mouse
signals; and returns an identification number of the message intercepted. Based on the
identification number returned, the keyboard and mouse signals were identified and recorded. In
addition to tracking the signals from the keyboard and the mouse, this OLE program also
allowed us to track the active window, i.e., the active application software, for which the
keybeard or mouse signals were intended. For example, if the VDT user was using a word
vrocessing program and entered several keys, not only the keyboard signals will be tracked but
aiso the name of the word processing program and the file name of the document could be
rracked.
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“Keyboard Input”
A typical keyboard has 101 keys. According to their function and where they located on the
keyboard, they could be grouped as alphanumerical keys, function keys, cursor movement keys,
and numernical pad. There are 58 keys on the section for alphanumerical keypad, though some of
the newer keyboards have additional keys, such as “turbo™ and “Windows Start™ keys. There are
twelve function keys and one ‘Escape™ key on the top row of the keyboard. Three system keys:
“Print Screen”, “Scroll Lock” and “Pause™, are also located on the top row. Six keys for
“insert,” “delete,” “home,” “end,” “PageUp,” and “PageDown,” are located in the middle section
of right-hand side of the keyboard. Below them are four cursor keys. Seventeen keys are
located on the numerical pad.

These keys can also be differentiated as printable keys such as the “a” and “1”, and non-printable
keys such as the function keys “Escape™ and “F1” and cursor movement keys “PageUp” and
“PageDown”. The printable keys are identified by comparing them directly with the characters
represented by the ASCII code. The non-printable keys are identified using their individual
virtual key code provided by the Windows message.

Mouse Input
The OLE program installed within the software-based tool also allows us to track the status of
mouse movement, and the up and down states of each of the two buttons (left and right) of the
mouse. Single click and double clicks can also be differentiated with the software-based tool.

Component II. Finger Assignment based on a Touch-Typist Assumption

A total of nine counters were created to store the keystroke counts. For a touch typist, eight of
the nine counters stores the keystrokes made by the four fingers of the left and the right hands.
For example, cumulative counts of keystrokes made on “q, a, z, !, Q, A, Z,” are stored in one
counter created for the left little finger, while that for “2, @, w, W, s, S, x, X" are kept in another
counter designated for the left ring finger. The cumulative count of keystrokes made on the
“Space” key is kept in the ninth counter designated as “thumbs,” since the space-bar on the
keyboard can be triggered by either the right or the left thumb. The “Shift”, “Ctr]”, and “Alt™
keys are three sets of keys that can be identified but cannot be differentiated into left or right
since they share the same function but located at opposite sides.

Component II1. Multiple VDTs Exposure Assessment — File Transfer to a Central Server
This component of this software-based tool was developed using a File Transfer Program (FTP).
This component facilitates collecting data from multiple VDT workstations. This component
initiates a windows-based program at the end of the data gathering session at individual VDT
and calls a file transfer program included in operating systems such as the Windows 95™ or
Windows NT™, which then uploads the resultant exposure file to a central server for analysis.

The process of transferring the log file is automatically completed through a script file generated
by the software-based exposure assessment tool. The script file includes date and time of
exposure data collection, file name, user’s login name, and a password, if required by the
server’s security.
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Laboratory Validation

Laboratory validation of the software-based tool was done at the UCLA Occupational
Safety/Ergonomics Laboratory. The software-based exposure assessment tool was installed in
computers equipped with CPUs made by Intel, Cyrix, and AMD. All computers had at least 16
MB and with connection to UCLA Intranet. Input device used includes a 104-key AT keyboard
and a Microsoft mouse or an MS compatible serial mouse. Operating systems tested include
Windows95, Windows98, and WindowsNT. The software-based tool was tested with a word-
processing software package and a spreadsheet software package.

Counting the Keystrokes - All Keys without Finger Assignment
A virtual keyboard template as shown in Figure 2 was developed for testing the software-based
tool. The virtual template has counters arranged in four sections. Sections, I through 111, are for
keys on a typical keyboard. Each counter of the virtual keyboard template increased by one each
time its corresponding key was pressed. We tested each key on a typical AT keyboard by
pressing them one by one to verify the increment of each counter. The virtual keyboard tempiate
was developed using Visual Basic 4.

Printable Keys without Finger Assignment - Tests with Application Software
During the later phase of software development, a similar, but simplified, test was conducted
using a word processing software package and a web browser. This test was done without the
finger assignment. A simple sentence, “The quick brown fox jumps over the lazy dog,” with all
the 26 printable characters included was entered 15 times on a computer equipped with a AMD
K6-2 350 MHz CPU and a Windows98 operating system.

¥

Test with Rollover and Chord Techniques without Finger Assignment
Rollover, i.e., pressing the second key while the first key was still down, was tested. Two keys
were entered without correction as fast as possible into a text document with a word processing
package.

Chord technique, i.e., entering multiple keys simultaneously, in data entry was also tested.
Specifically, the software-based tool was tested with 2-key and 3-key chord technique.

A stopwatch was used to time the duration of data entry in the two tests. Number of characters
in the document were manually counted and compared with the counts tracked by the software-
based tool without finger assignment.

Printable Keys with Finger Assignment
Once a signal from the keyboard is identified, the assignment is a simple process of looking up
the specific key in a table and increasing by one the specific counter designated for the finger. A
look-up table based on the assumption of a touch-typist is shown in Table 1. For printable keys,
the scitware-based tool was tested in a word processing software by tracking the keys with finger
assignment. Three lines of printable characters were entered during three trials. The first line
inciuded the upper cases and lower cases of 26 alphabetic characters, space keys, and a period.
The szcend line included 9 numbers, and special keys suchas “! @ # $ % * & * ("and a period.
The third line included the rest of special keys, i.e,,*“-=[]\;",./~_+{}]:<>? and one
peried. Cumulative counts of the finger counters provided by the software-based tool was then
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compared to the predetermined number of finger counts assuming the text was entered without
error. These tests were conducted on three computers with three different Central Processor
Units (CPUs) such as Pentium 100 MHz and Pentium 133 MHz. Each test paragraph was
entered 15 times on each computer.

Tracking the Mouse
The virtual keyboard template of Figure 2 also shows a section for the mouse signals (Section
V). There are 7 counters, five of which are for the single and double clicks of the left and right
buttons and the mouse movement. These five signals are tracked with the current version of the
software-based tool. The other two counters designated for single and double clicks of middle
button of the mouse are for future expansion of the software-based tool.

Single click and double clicks were tested by clicking the buttons of the mouse and by observing
the increment of the corresponding counter. The mouse movement was tested with the virtual
keyboard template, a word processing software package and a spreadsheet software package.

Mouse Movement
Test of the software-based tool in tracking mouse movemeni was conducted with virtual
template, word-processing software, and spreadsheet software. Two serial mice, one Microsoft
and one Microsoft compatible, were tested with a computer equipped with an AMD K6-350
MHz CPU and Windows98 operating system.

Four tests were conducted with each mouse by moving the mouse in four predetermined
directions. The experimental set-up, as shown in Figure 3, consists a mouse pointer and &
computer monitor on which a rectangle (30 cm x 16 cm) with eight markers was placed. The
markers on the screen were numbered clockwise as 1 to 8. The distance between #1 marker and
#3 marker was 30 cm measured on the screen. The distance between #1 and #7 markers was 16
cin. Marker #2 was place at the midpoint between #1 and #3 while #4 marker was placed
between #3 and #5 markers.

Dunng the first test, the mouse was moved so that the cursor moved twice from #1 marker to and
from the #5 marker. In the second test, cursor was moved from #8 marker to and from #4
markers twice. Similarly, the third test was conducted so that the cursor moved twice from #7 to
and from #3 twice. In the final test, the mouse was moved so that the cursor moved back and
forth from #2 marker to #6 marker. Count increment of the “mouse move” counter was recorded
during each test. Mouse movement during each trial was videotzped with a camcorder
(Panasonic, OmniMovie) placed perpendicularly to the tabletop. Permanent timecode was also
placed on each frame of the videotape using a timecode generator (Horita II, TRG-5). A marker
was placed on the mouse to track the position of the mouse.,

Validation of the File Transfer Program
File transfer from the local computer to the server is initiated automatically when the software-
bused software tool is terminated. Files created during these trials were programmed to upload
w au FTP server. Two validation tests were conducted. One was conducted by uploading the
“~12 Ales created by the software-based tool from two offices 10 a server at the micro-computing
_.i.oratory managed by the UCLA School of Public Health. The second test was conducted by
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uploading data files from three computers in the occupational ergonomics laboratory to another
computer running an FTP server.

Prehiminary Field Test
The software-based exposure assessment tool was pilot tested at an engineering firm by its
ergonomics team and information technology group. This engineering firm uses WindowsNT
servers and workstations. A computer equipped with an AMD-K6 166 MHz CPU, 64-MB
memory and Windows98 operating system was installed on-site as the FTP server. Test runs
were conducted to validate the functionality of the software-based tool.

Statistical Analysis
Correlation and regression analysis was done using a personal computer with Statistical Package
for Social Science (SPSS)."'¥ :

Results

Printable and Non-Printable Keys
Errors in counting due to programming errors were corrected during the initial phase of the
software development process. Each key on the keyboard was tracked without error in the final
test.

Test of Finger Assignment
Having adjusted for few errors in data entry during the test, the software-based tool assigned
each key of the test phrases correctly. :

Test with Rollover and Chord Techniques
In rollover tests, 432 keystrokes and 437 keystrokes were made in 1.09 second and 59 second,
respectively, in two tests. On the average, it took about 135 to 160 millisecond to make one
single key during the first and second trials, respectively. No difference was found between the
ccunt of characters entered in the document and the number of counts tracked by the software-
based tool.

In 2-key chord tests, the average duration to complete one set of keys entry varied from 67
millisecond to 120 millisecond. There was no difference between the counts tracked by the
software-based tool and that registered in the word document.

In 3-key chord tests, the software-based tool gave zero count and the word processing software
registered no character.

Mouse Single Click and Double Clicks
Results of mouse click tests showed no difference between the count increments tracked by the
scitware-based tool and the number of single and double clicks entered. The software-based tool
tiacked mouse clicks of the left and right buttons without error.
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Mouse Movement
Mouse-move counter increased as the mouse was moved. There was high correlation between
the mouse-move count increments and the amount of time during which the mouse moved;
despite of the fact that two types of mouse and three software were tested. The R-squared values
ranged from 0.96 to 0.98. The slope of the regression line relating count increment and the
amount of time that the mouse was moved ranged from 0.038 to 0.042 with a stand error of
0.001.

Format of the Qutput File
Table II shows a sample of the data log file generated by one version of the software-based tool.
The first line gives the date and time at which the software-based tool was initiated. The second
line gives the names of the eighteen counters tracked by the specific versior of the software-
based tool. Starting from the third line gives the second-by-second cumulative counts of the
keystrokes and mouse activities. There are twenty columns in each line. The first column gives
the time in cumulative second for which the data were collected. The second column gives the
total number of keystrokes made till the end of the current second. Starting from the third
column are cumulative counts tracked for four fingers of the left hand, thumbs, and four fingers
of the right hand. Following the counts for fingers is a counter giving the counts of total
keystrokes made on the twelve Function Keys. The next two columns give the number of
keystrokes made on the cursor movement keys (including insert, delete, PageUp, PageDown,
left, right, etc.) and the keys of the numerical pad. The next three columns give the number of
counts tracked for mouse clicks (single and double) of the left button and mouse movement. The
last column of the file gives the software and the file name when the keyboard and the mouse
were tracked. 2
In this sample, a total of 9,191 keystrokes were entered in 86 minutes. Fifty-two percent of the
keystrokes were done by the left hand and forty-eight percent of the keystrokes were done by the
right hand, as the person who entered this set of data was a touch typist. Function keys were not
used during the 86-minute interval. However, miscellaneous keys were used 552 times and
number keys from the numerical pad were entered 29 times. The left button of the mouse was
single clicked 161 times and was double-clicked 15 times. Mouse was moved for slightly more
than four minutes. The active application software used during this 86-minute interval was
Microsoft Word. Figure 4 gives three lines representing the cumulative counts of the keystrokes
made by all fingers and by the left and right hands separately during the 86-minute interval.
Figure 5 shows the cumulative counts of the mouse usage during the same 86-minute session.

File transfer to server in laboratory and in field
Data files created by the software-based tool were successfully uploaded to the designated
servers in laboratory tests at UCLA and in preliminary tests in an engineering firm.

Discussion

In this study we have not only developed a software-based tool for assessing objectively the
duretion and usage of data input devices involved in the VDT work, but also characterized its
hurctiorality in laboratory tests. This software-based tool tracked signals from the keyboard and
tho mouse accurately and assigned finger usage correctly based on the assumption of a touch

. s . cacept for the three-chord technique.
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The software-based tool is inexpensive, since it is software-based and does not require the use of
any additional hardware not already installed in the personal computer workstation.

No special training is required to install and use the software-based tool. Installation of the
software-based tool is similar to installing any other software. Once installed and initiated, the
software-based tool sits quietly in the Windows background collecting data.

Impact on computer productivity seems to be minimal. Qur laboratory tests showed that the
software-based tool has no apparent negative impact on productivity if the personal computer
system is equipped with a 166 MHz or faster CPU, 32 or more MB of RAM and a Windows93
operating system or later. The computer should have at least 8 megabyte of hard disk space in
addition to wiat is needed for Windows operating system, since the resultant data log file for an
8-hour work shift will be about 8 megabyte. As we have only tested the software-based tool with
a word-processing and spreadsheet software, further field tests with other application software
are needed.

Data collection is easy, as the keystrokes and mouse clicks are stored in an ASCII file ready to
upload. For workplace where there is no network, one only needs to compress the file to a
diskette. For workplace with network, the data log file from each personal computer workstation
is transferred to an FTP server automatically. In both cases, the ASCII file is ready for
conversion for data analysis with other software such as a SFSS, SAS, ora spreadsheet program.

Preliminary field tests of installation, usage, and FTP confirmed the resuits found in our
laboratory. The ergonomics team found the software user-friendly and not posing excessive
hardware requirement and computer resources. However, the ergonomics team did provide two
valuable suggestions for improvement. First, for security reason, the software-based tool is not
permitted to track neither the name of the active application software nor the name of the file that
a VDT user is working on. Second, assumption of touch-typist is not realistic. More than 30%
of the VDT users in the company are not touch typist. The software-based tool has subsequently
been modified to accommodate the need of this company.

It should also te noted that the software-based exposure assessment tool applies only to
Microsoft Windows-based work environment. Though many VDT operators nowadays work
under Microsoft Windows operating system, there are still many VDT operators work with Unix
or Macintosh based systems. Similar software-based tool should be developed for these non-
Windows VDT users.

Though the software-based tool satisfies our criteria for providing an objective estimate of
physical demand of VDT work, the tool could be further improved in several ways. First, the
software-based tool does not register signals entered with a 3-key chord technique. This means
that usage of 3-key macro in application software will not be tracked. Though we believe
kzystrokes missed by the software through this mechanism would be low in reality, work is
clurrently underway to find ways to track 3-key chord. Second, the software-based tool in its
current form does not differentiate between left and right for “Ctrl”, “Shift” and “Alt” keys, since
»naowsYS operating system does not provide separate left or right messages for these keys.
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However, more recent operating systems such as Windows98 and WindowsNT do provide
separate left and right messages for these three keys. If there is a need to differentiate these keys
in the future, the software-based tool could be refined to provide such a measure.

Only serial mouse has been tested so far with the software-based tool. There are other types of
mice, such as Universal Serial Bus (USB) based mouse, and other types of input device, such as
digitizing tablet, on the market. The response of these input devices should be tested.

Conclusion

A software-based tool for objective exposure assessment in VDT work was developed and
characterized. This tool tracks and categorizes the signals second by second from the keyboard
and the mouse. The software can help computer users acknowledge how many keystrokes from
each finger during the certain period of keystroke activities and the amount of mouse click status.
It also monitors computer usage patterns over time and trend to collect the repetitive keyboard
and mouse usage.

The quantification of keyboard and mouse-related activities will provide an objective exposure
estimate needed for the establishment of an exposure-response relationship between
musculoskeletal discomfort and disorders and VDT work. The software-based tool will form a
foundation for future epidemiologic studies of VDT-related musculoskeletal
discomfort/disorders.
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Figure 4. Sample of cumulative counts recorded with the tracking software.
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Table I. Touch-typist look-up table for finger assignment

Finger Keys
Esc ~ ! Tab Q
Left Little Caps A Shift(Left) Z Crri(Left)
Alt(Left)
F1 F2 @ W S
Left Ring
: X
F3 # $ E D
Left Middle
C
F4 % ~ R T
Left Index
F G \Y B
Thumb Space Num 0
F5 Fé6 & Y U
H J N M Print Scm
Right Index
Insert Delete Arrow Left Num Lock Nuﬂm 7
Num 4 Num 1 )
F7 * ( I K
Right Middle | < Scroll Lock Home End Arrow Up
Arrow Down Num / Num 8 Num 5 Num 2
F8 ) 0 L >
Pause Page Up Page Down Arrow Right Num *
Right Ring
Num - Num 9 Num 6 Num 3 Num .
Alt (Right)
F9 F10 Fl1 Fi2 _
+ | Back Space P {
Right Little
} Enter “ ?
Shift(Right) Num + Num Enter Ctrl (Right)
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Table I1. Sample data log file

6/27/98 13:38:07

Ts) | TK | LL | LR | LM | LI TH | RI | RM | RR | RL | Func | Misc | Num | LMS
) ) . C
1 0 0 0 0 0 0 0 0 0 0 0 0 0 2
515 1 919 1 889 | 449 | 118 [ 1318 [ 1233 | 107 | 606 | 888 | 967 0 552 29 161

8 1 1 9

l

*T(s): cumulative time in second

TK: cumulative count of keystrokes

LL: cumuiative count of keystrokes — Left little finger

LR: cumulative count of keystrokes — Left ring finger

LM: cumulative count of keystrokes — Left middle finger

LI: cumulative count of keystrokes ~ Left index finger

TH: cumulative count of keystrokes — Thumbs (space bar)

RI: cumulative count of keystrokes — Right index finger

RM: cumulative count of keystrokes — Right middle finger

RR: cumulative count of keystrokes — Right ring finger

RL: cumulative count of keystrokes — Right little finger

Func.: cumulative count of keystrokes — Function keys

Misc.. cumulative count of keystrokes ~ Miscellaneous keys (Pagelp, PageDown, etc.}
Num.: cumulative count of keystrokes - Numerical Pad

LMSC: cumulative count of mouse clicks ~ single click of left mouse button
LMDC: cumulative count of mouse clicks — double click of left mouse button
MMC: mouse-move duration in second
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Wen Chen V, Liu, Ph.D., CIH, CSP

Hazards in Glovebox Operations in a Defense/Nuclear Facility - Through Ergonomic Task
Analysis - Subproject ITI
Abstract

Two ergonomic task analyses were conducted of two glovebox operations in a Defense/Nuclear
Facility. The primary goal of the ergonomic task analyses was to identify factors that might have
contributed to the development of musculoskeletal discomfort/disorders among glovebox
workers and to the relatively high incidence of glovebox glove failure. The ergonomic job
analysis consisted of task analysis through on-site observations and of interviews with
experienced glovebox workers.

The first ergonomic task analysis was conducted of an operation that casts metal inside a
glovebox. The specific aim of this analysis was to identify opportunities for continuous
improvement in terms of reducing musculoskeletal load. The ergonomic task analysis,
consisting of task analysis, postural analysis, and static strength modeling, was applied to two
on-site simulations and to actual casting operation recorded on videotape.

The results of the postural analysis indicate that the work environment and the tasks involved in
casting operation do occasionally place the operators in awkward posture. As aresult, the
working conditions should be modified sometime soon. The results of static strength modeling
show that several tasks involving lifting heavy molds are not designed for the majority of the
general population. These tasks could be modified by rearranging the internal layout of the
glovebox and by installing auxiliary material handling devices in the glovebox.

The second ergonomic task analysis was conducted of an operation that refines metal in specific
forms. This particular glovebox operation has experienced high frequency of abnormal glove
breaches. The specific aim of the analysis was to identify improvements that could reduce the
incidence of glovebox glove failures. Document reviews, individual interviews, small group
meetings, and on-site observations were conducted during the investigation. The results indicate
that there are many micro and macro ergonomic improvements that could be made to increase

the reliability of the glovebox gloves and the comfort of the workers. -

Background - -7 - :

Glovebox, as an enclosure with gloves with confinement to or from the atmosphere using low
differential pressure, is utilized as the first and primary defense to protect the safety and health of
workers in many operations handling highly hazardous materials. Guidelines to ensure the
integrity, in terms of design and fabrication, of the glovebox has been available for many years
(AGS, 1998). However, the design of operations to be performed in the glovebox has received
relatively little attention, especially in terms of the ergonomics. As a result, misuse and false
reliance may give rise to other types of hazards, such as musculoskeletal discomfort/disorders, or

may reduce the degree of protection offered by a “properly designed and fabricated” glovebox,

*-ecdotal data in a facility that utilizes glovebox extensively have shown that musculoskeletal
asi:omfort/disorders are common among glovebox workers. In addition, the facility has

116



experienced frequent glove changes due to both normal glove wear and abnormal glove
breaches. This paper reports the results of two ergonomic evaluations of glovebox operations in
this particular facility. The goals of these ergonomic evaluations were to identify factors that
may have contributed to musculoskeletal discomfort/disorders among glovebox workers and to
the relatively high incidence of glovebox glove failure.

Two ergonomic task analyses were conducted of two glovebox operations in a Defense/Nuclear
Facility. The goals of the ergonomic task analyses were to identify factors that may have
contributed to musculoskeletal discomfort/disorders among glovebox workers and to the
relatively high incidence of glovebox glove failure. The ergonomics job analysis consisted of
task analysis through on-site observation and interview.

The first ergonomic task analysis was conducted of an operation (Operation I) that casts metal
inside a glovebox. The objective of the analysis was to identify opportunities for improvement
in terms of reducing musculoskeletal Joad associated with glove box operation. The concern for
musculoskeletal discomfort and disorders arose from the results of an in-house survey that
showed that 57% of the glovebox operators experienced back disorders and more than 24% of
the operators experienced neck and shoulder discomfort. As this evaluation was primarily
concerned with physical demands aspect of human-machine interface, it is considered as a
micro-ergonomics analysis (Hendrick, 1991).

The second ergonomic task analysis was conducted of an operation {Operation 1) that has
experienced high frequency of abnormal glove breaches. The objective of the analysis was to
identify opportunities for improvement in terms of reducing an increasing incidence of failure of
Hypalon gioves utilized in glovebox operations. As the foci of this ergonomic evaluation were
not only on interface between human and hardware but also on formal rules and procedures, and
information and decision support systems, the second ergonomic evaluation considered both
micro and macro-ergonomic issues, as described by Hendrick (1991, 1995).

Lead-loaded Hypalon gloves (North Safety Product), 30 mil in thickness, were used as a primary
protective device to protect the glovebox operators from radiation in this Defense / Nuclear
facility. At the time of the analysis; there was more than thirty glovebox operations in this
fesility and more than 4000 pairs of glovebox gloves are in use cach day at this facility: -

Glove changes dug to abnormal breach poses risk of radiation exposure. Premature change of
gloves increases not only the amount of radioactive waste but also the risk of radiation exposure.
The Defense / Nuclear facility has developed a computer database to schedule glovebox glove
changes. The schedule of glove changes based on a rating of the tasks performed in a specific
glovebox, the frequency of usage, and the application of a survival analysis.

In a period of approximately two years, more than 1,400 pairs of gloves have been replaced and
5.64% of the replacement was caused by glove failure. During the same period, operation II had
&C pairs of glove replaced and 22.2% of the replacement was due to glove failure. Abnormal
glove failure is defined at this facility as failure due to puncture, tear, cut, chemical, and heat.
Overall, glove changes due to abnormal wear accounted for only 6.2%.
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Methods

Operation I

The ergonomic job analysis of Operation I was completed in three steps. First, the metal casting
operation recorded on videotape was broken down into distinct tasks. A time code was added to
the videotape using a timecode generator (Horita, CA). The duration of each task was estimated
using the timecode between each distinct task. The duration estimate was verified by
experienced casting operators to ensure the task being analyzed was representative of the task
typically performed in the operation. The weight and dimension of casting apparatus such as
molds and crucible were measured on site.

The second step consists of collecting information on the posture typically adopted by glovebox
operators while performing the casting operation. This step was conducted in two on-site
simulations. Each simulation included all the tasks in the casting operation except for the
melting process since the latter involves only visual monitoring by the operator. One operator
with seven years of experience simulated the tasks for a period of 17 minutes and the other
operator in training simulated the tasks for 14 minutes,

The Ovako Working Posture Analysis System (OWAS) (Karhu, et al., 1977) protocol was used
to classify operators’ postures at the neck, arms, trunk, and legs every minute. With the OWAS
analysis, one could classify the specific operation into one of the four possible "Action”
categories, i.e., none (No Action Required), soon (Remedial Action Soon), very soon (Remedial
Action Required Very Soon), and immediately (Remedial Action Required Immediately}. The
classification of the "Action” category is based on the percentage of duration that an operator
spends in a particular posture category.

The third step consists of estimating the percentage of population with sufficient strength in three
lifting tasks typically performed in the glovebox casting operation. The estimation was based on
computer modeling using the 3D Static Strength Prediction Program (University of Michigan,
1994). Weight and dimensions of objects being handled and the operator's posture were inputs
of each computer simulation. Three tasks were simulated. Task I involved the lifting of an
empty mold, 11 kg, with one extended arm from the right side of the operator. This scenario
represents transferring an empty mold from the compartment between two glove boxes. In task
I1, a mold with the metal rod inside, a total weight of 17 kg, was lifted with the left arm from the
left side of the glove box. The scenario simulates a task retrieving a full mold from the furnace
area in the glovebox. Task III involved the lifting of a full mold with both hands in front of the
operator's chest. This scenario represents a task in positioning the mold for disassembly.

Operation II.

The methods used in the analysis of the operations include document review, on-site observation,
individual interviews, and small group meetings. The focus of this portion of the study was on
macroergonomic issues that might be improved to reduce the frequency of glove breach.
Macroergonomic approach was adopted in this project because microergonomic approach can
sometimes achieve marginal success without resolving simultaneously macroergonomic issues.
T2 macroergonomic issues addressed in this analysis were characteristics of the workforce,
“.uurmation sharing and transfer, and decision-making.
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At the time of the analysis there were four staffs and six technicians in Operation I1. There was
one female technician. The mean age of the staffs and technician was about 40 years. Job tenure
ranged from 2 to 10 years. The operations performed in Operation II included ingot-casting,
metal extraction, electrorefining, oxide reduction, and salt extraction.

Results and Discussion

Operation [,

Task Analysis
Casting metal rods, in general, consists of sixteen distinct tasks, and usually takes about 43

minutes to complete. These sixteen tasks, as shown in Figure 1, fall into three categories. The
first category includes the preparation of a mold and a crucible, loading metal scraps, and setting
up the casting apparatus. This preparatory stage takes about 17 minutes to complete, accounting
for 39% of the time for metal rod casting. The second category involves melting metal scrap in
the crucible and casting the molten metal into the mold. It takes about 20 minutes, 46% of the
45-minute casting time, to complete the melt-and-cast process. The third category includes tasks
associated with dismantling the casting apparatus and retrieving four metal rods from the mold.
It takes about 15 minutes, 15% of the casting duration, to dismantle the casting apparatus and to
retrieve the rods. Tasks in the first and the third categories require direct manipulation by the
operator while tasks during melting and casting need only visual monitoring.

Tools used in metal casting are general maintenance tools, such as a hammer, a flat-head
screwdriver, a scraper, a pair of tweezers, and a crescent wrench. Though most tools weye of
lightweight, several tasks did involve the use of extreme force. For example, cleaning résidues
from the crucible required the operator hammering or scraping with a pointed rod with high
force.

The metal casting operation also required transferring objects of various weights, shapes, and
dimensions from one end of the glove box to the other end. An empty mold weighs 11 kg and is
in the form of a block with 11.25", 4.75", and 3.25" on each side. The mold weighs up to 17 kg
after casting. The crucible used was a 3-kg hollow cylinder and 9" in length and 4" in diameter.
It weighs 9 kg when it is filled with metal scrap. Constrained by the glove ports and the shape of
the mold, the operator was required to grasp the mold with a pinch grip and an extended arm.

Postural Analysis

The postures adopted by an experienced glove box operator in a simulation were the basis of
postural analysis of this report. Since operator's posture was not observed during the melt-and-
cast process, neutral posture for twenty minutes, a typical duration of the process was assumed.

The results of posture analysis showed that tasks performed inside the glovebox did induce the
operator to adopt awkward postures of the neck, arms, trunk, and legs. The operator's neck was
i1 a bent forward and bent backward posture for 23% and 16% of the 45-minute casting
opeation. The operator's back was in a bent and twisted position for 8% of the time. The
operator stood for 11% of the time with both knees bent. The operator worked for 26% of the
< w1th both arms above the shoulder. These results place the metal casting operation in an
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OWAS "Action” category as requiring action sometime in the future. One should note that the
OWAS protocol gives as prioritizing tool four action categories, i.e., none, soon (action in the
future), very soon, and immediate.

However, one should be cautioned in interpreting this set of data. The postural analysis was
based on simulated activities without considering the weight of the metal. The posture involved
and the duration of materials handling may be different from that in a real working situation. In
addition, assumption of neutral posture during the melt-and-cast operation was made in
calculating the percentage of time spent in adopting specific posture. This assumption should be
verified through work sampling when operators are actually performing specific casting tasks.

Static Strength Modeling

The results of static strength modeling showed that metal casting operation was not designed
optimaily to suit the capability of the general male population. In general, one should design a
task so that at least 99% of male population and at least 75% of the female population have the
strength necessary to do the task. However, based on the results of the computer modeling for
task I, only 68% of the male population have a strength sufficient to lift the empty mold, 11 kg,
with an extended right arm. Elbow and hip were the other two body joints not satisfying general
ergonomic design guideline. For task II, the results show that only 7% of the male population
has the shoulder strength and only 67% of the male population has the elbow strength to transfer
the full mold with one extended arm. Torso, hip, knee, and ankle are joints not satisfying the
design guideline. Task III is more easily performed than tasks I and Il in terms of more than
95% of the male population capable of doing the task. However, those joints not satisfying
design guideline include shoulder, torso, hip, knee, and ankle.

The computer modeling was done without considering the type of grip and the effect of wearing
gloves. Lifting with pinch grip, a very poor coupling between the hands and the object, would
require the exertion of additional force to lift the mold. This will result in a lower percentage of
the population capable of performing the task. Wearing gloves may have a similar effect.

Specific Micro-Ergonomics Recommendations

Operation 1. Micro-Ergonomics

There are many potential modifications that one could consider in metal casting operation to
reduce the number of lifting and duration required for material handling. The foliowing
recommendations were provided to facility's management and operator as ideas for discussion.
Nonetheless, these recommendations do not represent a comprehensive list of options. The
feasibility, effectiveness, and acceptability of each option should be carefully evaluated by
glovebox operators before full implementation.

1. Lower the bucket on the rope system in trunk lines to the same height as the transfer
compartment and support the bucket with casters.

2. Place rollers on the transport compartment. The roller could be activated by a small motor.
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3. Add a pallet carousel in the giove box next to the transfer compartment and make the top
surface of the pallet carousel at the same level as the rollers to be place in the transfer
compartment. The pallet carousel could reduce the amount of lifting required by tumning the
pallet. A 30-inch diameter will fit in the glove box (36" x 32") and is commercially
available.

4. Design handle into the mold to facilitate grasping. Avoid using a pinch grip for holding
heavy objects such as a mold. Use handles to reduce the distance for reaching the object.

5. Add a tool stand on a 'lazy Susan’ and place it on top of the pallet. A tool stand would
help organize the tools used in the glove box and reduce the reach distance for retrieving the
tools.

6. Use air or electricity powered tools to clean the crucible. A Dremel too! with grinding bits
of proper shape should be evaluated.

7. Change the mechanism for removing the cover of the mold shield. Lifting the cover with
retractable air cylinder is the current practice. Currently, the operator has to adopt a posture
with an extended neck and with the lefi arm high above the shoulder. The same air cylinder
could be used to retract the cover to the glove box on the left hand side that has plenty of
unused space. A threaded rod could also be used.

8. Redesign the glass shieid into two sections. The shield is light in weight. However, it is not
easy to align the glass shield between the crucible and the induction coils, because qf the
size of the glass shield and of the air cylinders near the ceiling. A smaller section could be
reduced the effort in positioning the glass shield. A second section could first be assembled
with cover fitted with sensor and stirrer, and then place on top the first section of glass
shield already in the desired position.

9. Install an automated adjustable platform to replace the two platforms and the step stool.
Though an automated adjustable platform is expensive, it has three advantages. First, it
provides accommodation to operators of different statures. Second, it allows easy access to
the glove ports at the upper level. Third, it does not present the same hazards as the
platforms and step stool do. Sliding the platform away creates a hazard in bumping into the
utility lines underneath the glove box. Standing on the step stool to manipulate an object
inside the glove box presents a fall hazard.

Operation II. Micro-Ergonomics Issues

Need 1o integrate ergonomics in current glovebox task design

Glovebox operations, because of its physical design and its requirement of wearing long-sleeve
thiek gloves, needs more in-depth, detailed consideration of basic principles of €rgonomics to
cptimize human performance capability. Because of the current design of the glovebox task,
&2vebox operators have to work in a condition that reduces range of motion and dexterity. Asa
resalt, operators have to compensate by exerting more force, adopting more awkward posture,

® o pzating the same manual movements more frequently to get the "job” done. It is no
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wonder that glovebox operators appear to be a highly selective group in terms of body build and
physical strength. One worker mentioned that it was necessary to build up especially the upper
body strength to do the job. These factors, i.e., repetition, additional force, and awkward
posture, may increase not only the risks for the operators to develop musculoskeletal
discomfort/disorders and the rate of deterioration of glove and increase the chance of breaching
the glove.

[tis imperative that the management of this Defense / Nuclear facility design the job and select
the equipment and tools that will compensate for limitations posed by the glovebox and gloves.
The goal of the ergonomic design is to create a man-machine interface with which all glovebox
workers could perform the job with less force, less time, and less contact area between glove and
objects. However, the current work conditions prove to be the contrary. The management failed
n recognizing the need for better tools.

The tools utilized in both Operations I and II, were the usual household maintenance tools. For
example, some of the "tools” in Operation II were just steel rods. To make the condition even
worse, some of the tools were used in ways for which the tools were not designed. For example,
a worker used the pointed end of a file to either knock or scrap impurity off a funnel, while
holding the file in his hand. The glove was not only in contact with the sharp edge of the file,
but also was being filed by the rough surface of the file. The former condition was a potential
cause for cut and the latter condition could be a cause for abrasion, wear and tear. In addition,
there was no handle on the file. The pointed end of the file may be a cause for puncture. Other
tools, such as the wire brush and the screwdrivers, all had pointed end.

It is recommended that management and the operators hold regular sessions to evaluate the use
of each and every hand tool used inside the glovebox and the tool's potential in breaching the
gloves. Ways to modify tools or new designs of special tools could be defined through such a
brainstorming session. One has to remember that the operators are the true "Experts" in the
operation since they have been working in the condition for many years and understand the
difficulty involved in utilizing specific tools to accomplish certain tasks. Without management's
support and encouragement, they just learn to adapt without thinking there could be a better way.
It is the management's duty to provide such supporting atmosphere. Management is nothing
more than motivating people.

The equipment in Operation II was also a source of ergonomic concern. Take electrorefining as
an example. The workers were required to tighten and loosen six hex cap screws on the flange
head of the furnace. The hex cap screw had a width of 0.5 inch, a height of about one-eighth
inch, and a thread length of about three-quarter inch. The worker had to align the flange head
and turned the screws one by one with a pinch grip. Turning a screw with bare hand was already
a task requiring precise thumb and index finger movement and high dexterity. A thick glove
would only make it difficult and require more force and time. In addition, the hex cap screw had
six pointed angles and sharp edges. High force and sharp edges could be factors contributing to
tre breaching of gloves. The final tightening of the screws required the use of either an
adjusiable crescent wrench or a ratchet box wrench. The ratchet box wrench should function
vt oFiciently than the crescent wrench. One should "consult” the workers in terms of reasons
3 vnoosing one or the other. Both wrenches still had some potential to stress the gloves.
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Operation II was in the right direction in terms of changing from the hex cap screws to a bolt
with a T-shape handle. The T-shape handle should be made bigger so that the force would not
be concentrated at the ends of the handles and compress the glove.

The stirring rod of the furnace was also a feature requiring some attention. The rod was
positioned using several Teflon spacers and a knurled copper ring. The workers would have to
tighten 1t with hand. The knurled ring had ridges very similar to the texture being tested in
another study performed by the authors. Obvious wear on the gloves was observed even after 36
hours of testing.

Retrieving the round bottom well-type crucible from the furmace was another task of concern.
The worker relied on the friction between eight fingers and the internal surface of crucible to pull
the heavy crucible up and out of the furnace. This was not only an awkward lifting job but also a
potential contributing factor to the wear and tear of the gloves.

Use of Work-Study

A detailed work-study should be conducted at Operation I to quantify the frequency, force,
surface texture, and contact area when Hypalon gloves were used. This type of the study would
provide the data necessary to determine the types of stress that a glove has to endure while in
service.

The work-study would also be useful in providing information necessary in developing a realistic
specification of glovebox gloves, and a protocol for glove testing. At the time of the analysis,
this Defense / Nuclear facility initiated the evaluation of the tensile strength of the Hypalon
gloves. This endeavor is a good start but needs to be expanded to include more realistic testing
conditions.

For example, it is necessary to determine the maximum force that the Hypalon gloves in its
current design could endure without being punctured not only for a new glove but also for gloves
that have been in service for different period of time. In addition, whether there will be some
defects that could be visually identified by glovebox operators under the normal and abnormal
conditions should be ascertained. At the time of the analysis, operators were required to visually
inspect the gloves through leaded glass windows while wearing the safety glasses. The leaded
glass was slightly yellowish tinted and might have been slightly covered on the inside with dust
and the glove being inspected was usually covered with dust. The human factors issue in such
case can not be ignored especially when the average age of the workforce is around 40 years.

Other testing conditions should be included so that the mechanisms of breaching a glove could
all be considered. At the time of the analysis, in Operation 11, puncture, cut, tear, and heat were
the four main mechanisms to breach a glove, though the work activities and tools that were
involved had not been well documented. The tensile strength test being performed would clearly
pot e relevant if the breaching of glove was due to primarily thermal stress.
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Operation II. — Macro Ergonomics Issues

Systematic Approach to Identify Causes of Glove Breach

At the time of the study, the management team seemed to be preoccupied with the idea that high
incidence of abnormal glove breach was due to defective glove from the vendor and the aging,
1.e., limited shelf lives, of the Hypalon gloves. The management team documented that a
defective batch, e.g., with blister, cracking, and discoloration, was received at the facility.
However, this was based on only one batch of gloves. The facility needs to establish a program
that requires the warehouse or stockroom to sample and inspect the gloves upon receiving each
shipment. An alternate would be having the operators examine the gloves when the gloves are
signed off at the stockroom.

The effect of aging on glove's service life was only a hypothesis. There were no data to support
such a hypothesis. The Hypalon glove is supposedly designed with a feature that minimizes the
effect of oxidation. In terms of storage, the manufacturer (North, Inc.) of the Hypalon gloves,
recommended laying them on a flat surface and keeping them away from the sunshine.
However, once installed on to the glovebox, the glove would most likely hang from the ring (on
an active glovebox) or being tied into a knot on a non-active glovebox. On an active box,
manual matenial handling would certainly put the gloves to more stress, probably in regions
where the glove has most contact with the objects being handled. This Defense / Nuclear facility
should consider a study that evaluates the effect of factors, such as the age, duration 1n service,
frequency of usage, type of manual operation, and temperature, on the reliability of the gloves.
The existing glove exchange program could serve as a starting point to link glove failure with

task infermation and manual material handling while wearing gloves. J

There may be other factors that have contributed to both the normal wear and the abnormal
breach of the glovebox gloves. At the time of the study, the facility relied on the use of survival
analysis to schedule the change of the gloves for “normal wear.” Though statistical approach,
1., using survival analysis, seems to be a good method to prevent glove breach and the resultant
radiation exposure, it inevitably assumes that the glovebox task 1s incapable of being modified.
The management should take a systematic, proactive approach in applying ergonomic task
analysis to glovebox task and identify ways to redesign glovebox task and tools.

Management Information Systemn — A Better Link among Existing Databases

A chart of existing databases at this facility should be created to identify how each database
should be linked and how the information could be used to improve the process and to reduce the
glove failure. For example, the radiation incidence report available in the facility was not linked
with the glove exchange database.

It seems that data on glove usage were being gathered. However, the data collected have not
been optimally used. The results of the analysis seem to indicate that this particular Defense /
Nuclear facility was not collecting and wisely utilizing the information needed to plan their
activities for the prevention of glove breach. At the time of the study, this particular Defense /
Nuclear facility did not have a management information system to provide such information.
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Communication between Labor and Management

Better communication includes not only verbal and written communication in terms of sharing
information and soliciting suggestions, but also a behavioral communication. It is only when a
manager puts on his’her coverall, goes through the same manual procedures, exercising the same
precautions, and gets a hands-on feel of the difficulty involved in the operation, will the
operators feel the sincere concern of the manager and develop trust in the management.

At the time of the study, there seemed to be some doubt as to the intent of the ergonomic
assessment work group. Operation II supervisor felt that some workers might perceive the
objective of the current study in reducing the incidence of glove breaching as faultfinding. A
review of radiation occurrence reports also leads to the suspicion that current incident
investigation practice in this defense/nuclear facility could give the operators the impression of
faultfinding.

In addition, automation may be an issue of concerns among workers. It is common among many
industries that workers become weary about their job security when automation is one of the
options being considered by the management. If operators are not asked to participate in
decision-making and if the management's intention is not clearly communicated, all other
endeavors to improve the work environment, processes, and tools, may well be considered as
preparatory steps toward automation. As a result, workers are less likely to provide assistance
and receptive to changes.

Rationalization in System Planning .

The management team of the facility could benefit from exercising “Rationalization” in System
plarning. Rationalization is a concept in industrial engineering and industrial management. The
purpose of rationalization is to develop and execute an action plan that will result in a simpler,
more reliable, more efficient and easier to maintain process, in this case, the glovebox operation
at Operation II. This requires a careful examination and reevaluation of the goal of the process
and the means to achieve the specific goal. The following two examples identified in the study
demonstrate how rationalization could assist in the system planning in this Defense/Nuclear
facility.

Tne first example relates to a new glovebox, housing a big chisel-like breaker and that was being
installed in Operation II. The “Breaker” machine would be used to break a metal ring in half for
storage because of the limited size of the vault. However, the metal ring took Operation 11
operators a lot of time and efforts to produce. One should at least consider either modifying the
configuration of the metal ring, under the constraint of criticality, or changing the size of the
vault for storage. Planning and executing an efficient process, i.¢., less contact time, fewer steps,
and less use of gloves, is probably the key to success not only in manufacturing and in the
prevention of glove breach.

The second example involves the use of a paint scraper to clean salt residues surrounding a
chlorine scrubber and on the tabletop of a glovebox. Due to an overflow of chlorine and
uniimely housekeeping, salt residue formed inside the glovebox. Certainly, one could reduce the
. .otial of chlorine overflow by installing a flow-limiting valve in line, a primary engineering
wwiiiiol. Wiping off the salt solution immediately after spills with a rag is probably much safer
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than using the paint scraper. Once dried, the salt residues formed and adhered to the tabietop
rendering difficult to clean. Operator may have to use a sharp object, in this case a paint scraper,
to clean the surfaces. It is quite natural for a worker to hold his left hand in front of the scraping
action to keep the loose residue in one place. There is a danger of puncturing the left-hand glove
if there would be a slip of the right hand with the scraper. Gripping a sharp object in the right
hand forcefully for the scraping action increases the potential for cut, tear, and wear of the glove,
Timely housekeeping is a part of production activities most people tend to overlook. However.
in terms of glove breach, timely housekeeping in the glovebox operation may have a special
meaning, despite the fact that current housekeeping in glovebox is much and much better than 10
years ago.

On-line Process Control

During the data collection process through individual interviews and group discussion, the
management emphasized many times that retrieving a metal ingot from a crucible could be very
difficult and required frequent manual material handling. However, on-site observation revealed
that a smooth operation in retrieving the ingot was achievable. The supervisor and the operators
gave a 50%-50% chance of having a bad run versus a smooth run. For a process that is
important to national security, a 50%-50% chance should not be acceptabie. The management
and operators should join force in experimenting with the process parameters to identify the
causative factors leading to a bad run. Experimental design, using methods similar to the
Taguchi method, should be developed and implemented for continuous improvement of the
process.

Conclusion .

This study demonstrates the utility of a micro- and a macro-ergonomic task analysis forthe
identification of hazards in a Defense / Nuclear facility. The results of the study showed that the
operators involved in glovebox operations were exposed to ergonomic stressors due to the desi gn
of glovebox tasks. The study also showed that there were macro ergonomic issues that need to
be addressed in order for micro ergonomic issues to be resolved. The safety and health
personnel at the facility need to include ergonomic task analysis in their routine hazard
surveillance. The management and the workforce should be educated of the importance of
ergonomics in continuous improvement of the production process.
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Figure 1. Task flow of casting operation in a glovebox
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Validation of an Experimental Device for the Measurement of Kinetic Friction - Subproject
v
Abstract

An expennmental device was developed in this project for the measurement of kinetic coefficient
- of friction. In addition, the kinetic coefficient of friction (1) of fingertip was measured for six
Chinese subjects on textured and non-textured surfaces in this exploratory study. The results
indicate that u of the fingertip skin varies with the magnitude of normal force and the surface
texture of the test plates. The w4 decreased as the exerted normal force increased. The highest
value of 1 was 2.05 for males and 2.26 for females with 1 N normal force on a test plate of
100% contact area. When the load increased to 10 N, gy decreased to 1.09 for males and 1.11 for
femnales on the same test plate. The i increased as the contact area increased. For males, there
was a 39% and 64% increase, respectively in g as the contact area increased from 50% to 75%
and 100%. For female, there were, respectively, a 41% and a 77% increase in y; as the contact
area increased from 50% to 75% and 100%.

Keywords: Kinetic Coefficient Friction; Texture;, Chinese.

Introduction

Friction is a2 common mechanical stressor upon human skin. High friction may produce erosions
and blisters to human palmar skin (Knapik et al. 1995). Friction also affects our ability to
manipulate and grasp objects with the hand. Friction between the surface of an object and
fingers is also needed for an individual to adjust the amount of force applied in manipulating
objects (Cadoret and Smith 1996). Low friction objects tend to slip out of the hand resulting in
an increase in the potential for injury. Low friction objects therefore require greater grasp forces
than objects with high friction. Prolonged, excessive grip forces applied to prevent slippage may
cause injuries to tendons and tissues (Putz-Anderson 1988). Armstrong (1985) pointed out the
importance of proper friction in the design of hand tools. Frederick and Armstrong (1995)
studied the effect of friction and load on pinch force in a simple hand transfer task and suggested
that the use of tool handle friction enhancements might reduce required pinch force for objects
requiring upwards of 50% or more of maximum pinch strength.

Frictional properties between two surfaces is characterized by the coefficient of friction (u), a
dimensionless ratio of the friction force (Fy} between two bodies to the normal contact force (F,)
pressing the two bodies together (ATSM 1993). There are two types of coefficients, static
coefficient of friction (x4} and kinetic coefficient of friction (4;). Static coefficient of friction, u;,
is defined as the ratio of frictional force immediately before movement occurs to the normal
contact force, while kinetic coefficient, 14, is defined as the ratio of frictional force, under
corditions of macroscopic relative motion between two bodies, to the normal contact force.
Both static and kinetic coefficients of friction are important in the design of hand tools and other
mariaally manipulated objects. The static coefficient of friction of index fingertip has been
t~nd to vary with test materials in many studies. For example, when tested with silk, suede, and
~ruaner, Johansson et al. (1984) found the static coefficients of index finger and thumb to
fage from 0.22 to 2.0, while Westling et al. (1984) reported a iy ranging from 0.35t0 1.21.
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Smith et al. (1997) reported static coefficients of friction of 1.5 to 1.8 for pinch grip by thumb
and index finger against smooth and etched polyamide plastic. However, using the same type of
materials, i.e., smooth and etched polyamide plastic, Cadoret et al. (1996) reported static
coefficients of friction for barehand ranged from 1.1 to 2.0. On a surface made of aluminum, the
static coefficients of friction of finger were found to range from 0.15 to 0.6,

Kinetic coefficients of friction of fingertip have only been reported in a few studies. Tested
against rubber surface, the kinetic coefficients of friction of finger skin were found to range from
0.25 10 0.75 (Roberts and Brackley 199G). On textured polycarbonate plates, Bobjer et al. (1993)
reported kinetic coefficients of friction varied from 0.56 to 2.22, using a specially designed
instrument. Since Bobjer et al. (1993) studied only Caucasian male subjects; there is a need to
measure the kinetic coefficients of friction in females and in populations of other ethnicity. It is
also of importance to learn whether there is a gender difference in w4, since skin compliance and
gender seem to be correlated (Woodward 1993). Woodward (1993) defined two measures of
skin compliance, a two-point compiiance and gap compliance, and found that the hands of males
were less compliant than the hands of females. Thus, it would be of interest to leam whether
there is a significant gender difference in the kinetic coefficients of friction of fingertip on
textured and non-textured surfaces.

In this paper, we report the measurement of kinetic coefficient of friction of the index fingertip
against surfaces made of polycarbonate plate. In addition, this study evaluated the effects of
gender, magnitude of normal force and surface texture on the kinetic coefficient of friction.

*

-

Methods

Instrumentation

To estimate the coefficient of kinetic friction between the skin of fingertip and hand tool surfacc,
a specially designed friction-measuring device was fabricated at the UCLA Occupational
Ergonomics Laboratory. This device, as shown in Figure 1, consists of three polycarbonate
boards, four friction-less ball bearings, and three strain gauges. The top and bottom boards were
positioned horizontally and separated by four ball bearings. The third board was mounted
vertically on the bottom board and perpendicular to the top board. This board served as an
ar:ichor for the strain gauge.

The top board has a dimension of 24 cm by 14 cm with a thickness of 0.5 ¢cm and a cut-out area
of 13.5 cm x 3.5 cm in the center that allows the placement of test plates with specific texture.
The top board was supported by the four friction-less ball bearings that sit on the bottom board.
The bottom board was clamped onto a table and provided the stability of the testing device. The
ball bearings were used to provide free movement of the top board in the horizontal direction.

Tvo strain gauges were mounted on the edges of the central hollow area of the top plate were
need to support the test plate and measure the normal contact force during the test. An additional
strain gauge was placed between one side of the top plate and the vertical plate. This strain
c2vee was used to measure the frictional force. Two types of strain gauges (Omega LCLO0S and
. Ci.&16) were used in this study. The LCLO0S5 has a maximum capacity of 5-lb force (22.3 N)
and the LCL816 has a maximum capacity of 2-1b force (8.9 N). Three LCLO003 strain gauges
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were used for measurement when a normal force of 10 N was exerted. Three LCL816 gauges
were used in measurement with | and 5 N normal force.

Figure 2 shows a block diagram of the experimental setup for data collection. Two power
supplies (Omega model PSS-5A and PST-4130) provided 5 Vdc to the strain gauges. An
amplifier (Omega model OCT-01) amplified the analog signal from the strain gauges with a gain
of 100. A 16-channel data acquisition board (DAS 1601) and a 486-DX computer were used to
collect, process, and display the force measurements. Force measurement was taken at a
sampling frequency of 10 Hz during the 3-second sampling duration for each test.

Four test plates made of polycarbonate were fabricated by UCLA Machine Shop. Each plate had
a dimension of 13.5 cm x 3.5 cm with a thickness of 0.5 cm and specific surface characteristics.
The surface texture of test plates, as adapted from the study by Bobjer et al. (1993), was defined
in unit of distance between the ridges and grooves (peaks and valleys). The depth of all grooves
was 0.5 mm. As shown in Figure 3, test plate I has a ridge and a groove width of 1.5 and 0.5
mm, respectively. The widths of ridges and grooves of test plate II were both Imm. Test plate
11T has a ridge width of 0.5 mm and a groove width of 1.5 mm, i.e., an inverted image of test
plate I. Test plate IV has a non-textured surface without ridges and grooves.

Subjects

Three Asian males (age: 31 - 43 years) and three Asian females (age: 25 — 42 years) participated
in this study. All these subjects were right handed. Maximum tip pinch strength and palmar
pinch strength were measured for each subject using Jamar pinch strength meter. 3

Protocol

All measurements of kinetic coefficients were taken with dry bare hands. Prior to the start of
each session subjects washed their hands with soap and water and used paper towel to clean their
hands and maintain dry barehanded condition. The test plates were also wiped and cleaned to
maintain a dry and clean condition. The temperature in the laboratory was about 24 °C and the
relative humidity was about 44%.

Three normal forces of 1, 5, and 10 N were used for both male and female subjects. Each force-
texture combination was presented in random order to the subjects. Several trials were
performed before each test, to familiarize the subjects with the procedures and the target force
level. Each subject was asked to press the index finger of his/her dominant hand on the test plate
and then pull the finger toward himself/herself. Each subject controlled exerted force according
to « digital readout displaying the magnitude of the normal force continuously on the screen of a
computer monitor. The subjects were asked to keep the normal force within £10% of the target
no:rmai contact force.

Figure 4 shows the data collected during a typical run for the force measurements, normal
coniact force and frictional force. In this example, 1 N normal force was the target force level.
The kinetic coefficient of friction was calculated by taking the ratio of frictional force to normal
rontact force for each data point. As shown, the exerted normal forces for five data points (from
' 510 2.0 seconds) were all within £10% of the target normal contact force 1 N. Hence, the

130



mean value of kinetic coefficient of friction for this particular example was calculated to be 0.85
by averaging five values of kinetic coefficient of friction from 1.6 to 2.0 seconds.

Monitoring the sliding velocity

During each test, the position of each subject’s test finger (index finger) on the test plate was
recorded on videotape. The sliding velocity of the finger was later calculated through
digitization using a two-dimensional Motion Analysis System (Peak Performance, Inc.). Mean
sliding velocity was obtained by averaging five instant velocity measurements taken at the
instant of time when the p, was determined.

Measurement of contact surface area

The surface contact area was measured by pressing each of the force levels of 1, 5,and 10N
onto a millimeter graph paper placed on top of test plate I'V (plain, non-textured surface). The
index fingertip was dyed with red ink for a clear impression on the millimeter graph paper.
Surface pressure was calculated as ratio of normal force to the surface contact area between the
finger pad and the plain non-textured surface.

Statistical Analysis

Data were retained for analysis only if the exerted force was within +10% of the target normal
contact force. If the exerted force was not within the 10% of the desired range, new trials were
repeated. For each valid datum, a p, was calculated by taking the ratio of frictional force to
normal contact force. Mean i, was determined by taking the average of five estimates of the p,.
Descriptive statistics and analysis of variance with repeated measures were performed using the
Statistical Package for Social Science (SPSS 1994). The mean and standard deviation of the
kinetic coefficient of friction was calculated. In the analysis of variance, the independent
variables in this study were gender, texture and normal force level, The dependent variable was
the estimates of kinetic coefficient of friction. Analysis of variance with repeated measures was
used to evaluate the main effects of gender, textures, normal forces, and their interactions on the
estimated coefficient of dynamic friction. The Bonferroni’s t-test with o = 0.05 (Morrison 1983)
was used to evaluate the differences in the p,'s between male and female subjects in this study.

Results

Kinetic coefficient of friction

Table 1 lists the mean and standard deviation of kinetic coefficients of friction for male and
female volunteers of this study. The mean kinetic coefficient varies depending on the level of
normal force and the type of texture. For males, the mean kinetic coefficient ranged from 0.73
(Test plate II1, 10 N) to 2.05 (Test plate IV, 1 N), while for females, the mean kinetic coefficient
ranged from 0.77 (Test plate I1, 10 N) to 2.13 (Test plate IV, 1 N). The standard deviation of the
kinetic coefficient ranged from 0.02 to 0.89 for male subjects and from 0.11 to 0.58 for female
subjects, respectively. There are some minor differences in the mean kinetic coefficients of
friction between male and female subjects. The largest absolute difference in kinetic coefficients
o1 {riction between the male and females subjects was 0.72 (Test Plate IV-5 N) and the smallest
ahselute difference was 0.02 (Test Plate I - 10 N). However, the gender difference in the

.. ..oured Kinetic coefficient of friction was not statistically significant, F =2.01 and p > 0.05.
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As there was no significant gender difference, we pool the male and female data together.
Figure S plots the overall mean kinetic coefficients of friction of the six subjects under twelve
test conditions, 1.e., three levels of normal force and four types of texture. The results also
suggest that both the texture of the surface and the exerted normal force affect the measured
kinetic coefficients of friction. Under all three levels of normal force, test plate IV always
yielded the largest kinetic coefficients of friction followed by test plates I, II, and II}. The
overall mean kinetic coefficient of friction ranged from 0.78 (10 N force on test plate [11) to 2.09
(I N force on test plate IV). The difference in the mean kinetic coefficient of friction due to
texture of the test plates is statistically significant (F = 31.54, p <0.05). However. there is
essentially no difference in the mean kinetic coefficients of friction between test plates II and I1]
for all three levels of force.

The results also indicate that there is a decreasing trend in the mean kinetic coefficients of
friction as the exerted normal force increases. On the average, as the force increased from 1 N to
10 N, the mean kinetic coefficient of friction decreased from 1.42 to 0.94, a difference which is
statistically significant (F=6.83, p <.05).

There was also a significant interaction effect due to texture and force level (F = 3.29, p < .05).
The differences in the mean kinetic coefficients of friction among test plates were much greater
for the 1 N force condition than for the other two force conditions. For the 1 N force condition,
the biggest absolute difference in the mean kinetic coefficients of friction between test plates was
1.16, while for the 10 N force condition, the difference between plates in mean kinetic
coefficients of friction was 0.39.

Finger Contact Area and Pressure

The gender difference in tip pinch strength was statistically significant, t =-2.87, p < 0.05.

While the tip pinch strength of male subjects had were 73.6 N (SD: 11.5 N), the mean tip pinch
strength of female subjects was 49.1 N (SD: 9.3 N). There was also significant gender difference
in the palmar pinch strength, t = -7.98, p <.05. The palmar pinch strength of male subjects had a
mean of 111.4 Newton and a standard deviation of 8.0 Newton. The palmar pinch strength of
female subjects had a mean of 71.5 Newton and a standard deviation of 3.2 Newton.

Females of this study seemed to have finger contact areas larger than that of male subjects. For
females, the nommal finger contact area while exerting 1 N normal force had a mean of 98 mm?
and a SD of 39 mm’. As the norrnal force 1ncrcased to 5N and 10 N, the mean nominal finger
contact areas increased to 155 mm? (SD: 29 mm ) and 226 mm’ (SD 47 mm?), respectively. For
males, the nominal ﬁnger contact area while exerting 1 N normal force had a mean of 61 mm?
and 2 SD of 24 mm The mean nommal finger contact areas increased to 111 mm? (SD: 33

mm ) and 175 mm? (SD: 69 mm?), respectively, as the exerted normal force increased to 5 N and
10 N. The apparent gender differences in the nominal finger contact areas at these three normal
foice levels, however, were not statistically significant.

‘¢ aresult, females in general experienced approximate a 3-fold increase (from 11.5 kPa (SD:

S 1 kPa) to 32.9 kPa (SD:5.8 kPa)) in the finger contact pressure as the exerted normal force
zased from 1 N to S N. A ten-fold increase in the normal force, howsver, resuited in only a

4 x1d increase to 45.7 kPa (SD: 10.9 kPa) in the contact pressure. Compared te female subjects,
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male subjects experienced less increase in the finger contact pressure. With 1 N normal force,
the mean finger contact pressure was 18.3 kPa (SD: 8.0 kPa), while at § N normal force, the
mean finger contact pressure was 48.2 kPa (SD: 16.1 kPa), an increase of about 2.5 times. With
10 N normal force, the mean finger contact pressure was about 66.2 kPa (SD: 33.9 kPa), an
increase of about 3.5 times from that with 1 N normal force.

Overall, a 5-fold increase in normal force from 1 N to 5 N resulted in an increase of 3.5 times in
finger contact pressure from 14.9 kPa (SD: 7.1 kPa) to 40.6 kPa (SD: 13.7 kPa). A 10-fold
increase in normal force from 1 N to 10 N resulted in an increase of about 3.8 times in crease in
the finger contact pressure to 55.9 kPa (SD: 25.2 kPa).

Discussion

No gender difference was found in the present study of the fingertip kinetic coefficients of
friction on textured surfaces. Our finding of no significant gender effect seems to be consistent
with the finding by Kennis (1994) in a study of fabric-to-skin friction. The results suggest that
skin compliance may not be a significant determinant of kinetic friction of fingertip. Skin
compliance measurements for males in Woodward's study were significantly lower than for
females (mean two-point compliance: female = 2380.97 micron; male = 2088.14 micron; mean
gap compliance: female = 1901.33 micron, male = 1528.21 micron). We did not measure in this
study skin compliance in the way that Woodward (1993) did in his study. However, the results
that the finger contact area of female subjects seems larger than that of the male subjects seemed
10 suggest that females’ fingertips are in general more compliant than that of males.
Nonetheless, the effect of such difference on the mean kinetic coefficients of friction seems
minimal.

It is of interest to compare the normal finger contact areas of the Chinese subjects of the present
study with that of the fourteen Caucastan male subjects in Bobjer et al’s study of 1993. Bobjer et
al. (1993) found the mean normal finger contact areas at 1 N and 10 N rormal force were about
175 mm? and 250 mm?, respectively. They were slightly greater than the 98 mm? and 226 mm?
for the femaie subjects of this study, but much greater than 61 mm?® and 175 mm?, for the male
subjects at 1 N and 10 N normal force. As the sample sizes of both studies were relatively small,
1t s premature to say that there was any definitively ethnic difference between Caucasian and
Chinese in finger contact area or in finger compliance.

However, there seems to be no significant difference in the kinetic coefficients of friction
reported in the study by Bobjer et al. (1993) and that found in the present study. For the Chinese
male and femnale subjects of the present study, the kinetic coefficients of friction on textured
surfaces were found to range from 0.79 to 2.09. The test plates 1n our study were directly
adapted from four of the five test plates used by Bobjer et al. (1993). Thus, the resuits of the
present study could be directly compared to that by Bobjer et al. (1993). As shown in Table 2,
ur.der similar test conditions, the mean kinetic coefficients of friction in the study by Bobjer et al.
(1993) ranged from 0.74 t0 2.22. There were minor differences in the kinetic coefficients of
Trction between these two studies. However, none of the differences were statistically
significant based on the Bonferroni’s t-test (Morrison 1983) at an alpha level of 0.05. Thus,
ethmiciny of the subjects did not appear to be a factor in the kinetic coefficients of friction.
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Effect of surface texture and normal force on Kinetic coefficient of friction

A negative relationship between the kinetic coefficients of friction and the exerted normal force
was found in the present study. However, as seen in Figure 5, the negative correlation was more
prominent when the surface of the test plate is either smooth (test plate IV) or with 75% of the
area covered with ridge (test plate I) than when there is less ridge area. This is consistent with
what others (Buchholz et al. 1988; Bobjer et al. 1993) have found regarding the frictional
characteristics of human palmar skin: the human palmar skin does not follow the Amonton's
laws of friction. Comaish and Bottoms (1971) measured the coefficients of static and dynamic
friction between clean dry skin and sheet or knitted materials. They reported that skin obeys
Amonton’s laws of friction over a limited load range and this deviation may occur because skin
is subject to viscoelastic rather than purely plastic deformation. As Bobjer et al. (1993) pointed
out the frictional force of human palmar skin depends on the size of surface areas in contact with
the skin and is not directly proportional to the normal force.

Human skin may have similar characteristics as the polymeric materials and thus behaves
differently from the classical concepts of friction (Bobjer et al. 1993). As such, the kinetic
coefficient of friction may vary not only with the surface contact pressure, but also with the
sliding speed (Yamaguchi, 1990). In their study Bobjer et al (1993) controlled the speed of the
finger across the test plates in the range 4.5 ~ 5.5 cm/s. In the present study, the sliding speed of
the finger across the test plates was not controlled, but found to be in the range 0.6 - 3.8 cmys.
Nonetheless, the difference in finger velocity across the surface did not seem to affect the results,
as evidenced by the insignificant difference in the kinetic coefficients of friction of the two
studies. 2}
There are limitations of the study. First, small sample size was used in this exploratory study.
Only six subjects were studied. Second, none of the subjects had much experience in industrial
activities requiring intensive use of hand tools. More studies of larger sample size with diverse
industrial experience need to be conducted to identify relevant skin characteristics. Third, the
textured and non-textured surfaces made of polycarbonate represent only a small fraction of the
hand tool surface utilized in industrial environment. Other types of meterial such as aluminum
and other types of textured surface should be used to characterize the frictional properties of
palmar skin and hand tool surface and estimate hand force exertion in manual work. In addition
to flat surface, the influence of curvature surface instead of flat surface on coefficient of dynamic
friction should be further investigated. The effect of these factors on the coefficient of dynamic
friction should be further evaluated to characterize the frictional properties between human
palmar skin and hand tool surface.

Conclusions
This exploratory study characterized the frictional properties of the index fingertips of six
Chinese, three males and three females, using a simple device. Three textured surfaces and one
nen-textared surface made of polycarbonate materials were used in this study to simulate the
hand tool surface. Despite the simplicity in the design of the device, the kinetic coefficients
c¢etermmned in the study is similar to what other researchers have found. The kinetic coefficients
of ricticn of index fingertip depend on surface texture and magnitude of the normal force

"It there was no significant gender difference in the kinetic coefficients of friction.

134



References

Armstrong, T.J., 1985. Mechanical considerations of skin in work. American Journa] of
Industrnial Medicine, 8, 463-472.

ASTM (American Society for Testing and Materials), 1993. G 115-93, Standard guide for
measuring and reporting friction coefYicients.

Bobjer, O., Johansson, S., Piguet, S., 1993, Friction between hand and handle, effects of oil and
lard on textured and non-textured surfaces, perception of discomfort. Applied Ergonomics
1993, 24 (3), 190-202.

Buchholz, B., Frederick, L.J., Armstrong, T.J., 1988. An investigation of human palmar skin
friction and the effects of materials, pinch force and moisture. Ergonomics 31 (3), 317-325.

Cadoret, G., Smith, A.M., 1996. Friction, not texture, dictates grip force used during object
manipulation. Journal of Neurophysiology, 75(5), 1963-1969.

Comaish, S., Bottoms, E., 1971. The skin and friction: deviations from Amonton’s laws, and the
effects of hydration and lubrication, British Journal of Dermatology, 84, 37-43.

Johansson R.S., Westling, G., 1984. Influences of cutaneous sensory input on the motor
coordination during precision manipulation. In: Somatosensory Mechanism, edited by C.
Von Euler, O. Franzen, U. Lindblom, and D. Otteson, London: Macmillian, 249-260.

Johansson, R.S., Westling, G., 1984. Roles of glabrous skin receptors and sensorimotor memory
in automatic control of precision grip when lifting rougher or more slippery objects,
Experimental Brain Research, 56, 550-564.

Fredenick, L.J. and Armstrong, T.J. 1995, Effect of friction and load on pinch force in a hand
transfer task, Ergonomics, 38 (12), 2447-2454. _

Kenins, P., 1994, Influence of fiber type and moisture on measured fabric-to-skin friction,
Textile Research Journal, 64(12), 722-728.

Knapik, J.J., Reynolds, K.L., Duplantis, K.L. Jones, B.H., 1995. Friction blisters:
pathophysiology, prevention and treatment, Sports Medicine, 20 (3), 136-147.

Moonson, D., 1983. Applied Linear Statistical Methods, Prentice-Hall Inc., New Jersey

Putz-Anderson, V., 1988. Cumulative trauma disorders, Taylor and Francis, New York.

Roberts, A.D., Brackley, C.A., 1990. Surface treatments to reduce friction: rubber glove
applications, Rubber Chemistry and Technology, V63, N.5, 722-733

SPSS (Statistical Package for Social Sciences), 1995. Version 4.0, SPSS, Inc.

Smith, A.M., Cadoret, G., St-Amour, D., 1997. Scopolamine increases prehensile force during
object manipulation by reducing palmar sweating and decreasing skin friction Experimental
Brain research, 114, 578-583. ‘

Taylor, M.M., Lederman, S.J., 1975. Tactile roughness of grooved surfaces: a model and the
effect of friction, Perception and Psychophysics, 17 (1), 23-36.

Westling, G., Johansson, R.S., 1984. Factors influencing the force control during precision grip,
Experimental Brain Research, 53, 277-284.

Woodward, K.L., 1993. The relationship between skin compliance, age, gender and tactile
discriminative thresholds in humans, Somatosensor and Motor Research, 10 (1), 63-67.

Yamaguchi, Y., 1990. Tribology of plastic materials, Elsevier.

12¢<



¥
-

Figure 1. Experimental device for measuring the kinetic coefficient of friction
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Figure 2. Block diagram of data collection system

137




Figure 3. Configuration of textured and non-textured test plates
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Figure 4. Sample of a typical measurement session
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Table 1. Mean and standard deviation of kinetic coefficient of friction

Male Female Overall
Test Plate Normal Mean Mean Mean
(% ridge area) Force (N) (Standard Deviation) (Standard Deviation) (Standard Deviation)
Test plate [ 1 1.61 1.70 1.66
(75%) (0.46) (0.50) (0.43)
5 1.15 1.36 1.25
(0.40) (0.12) (0.29)
10 1.03 1.01 1.02
(0.09) (0.35) (0.20)
Test plate 11 1 0.96 1.00 0.98
(50%) {0.08) (0.21) (0.15)
5 0.86 0.95 0.91
(0.02) {0.20) (0.14)
10 0.81 0.77 0.79
(0.04) (0.11) (0.07)
Test plate 111 1 0.82 1.04 0.93
(25%) (0.06) (0.39) {0.28)
5 0.81 0.94 0.87
{0.05) (0.20) (0.15)
10 0.73 0.82 0:78
(0.07) {0.07) (0.08)
Test plate IV 1 2.05 2.13 2.09
(100%) (0.89) (0.58) {0.67)
5 1.25 1.97 1.61
(0.09) (0.47) (0.49)
10 1.09 1.24 1.17
(0.12) (0.08) (0.12)
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Table 2. Kinetic coefficients of friction: Present study vs. Bobjer et al. (1993)

Present Study Bobjer et al. (1993)
Test Plate Normal Mean Mean
(% ridge area)  Force (N) (Standard Deviation} (Standard Deviation)
I 1 1.66 1.44
(75%) (0.43) (0.68)
10 1.02 0.85
(0.20) (0.19)
11 1 0.98 0.75
(50%) (0.15) (0.30)
i0 0.79 0.74
(0.07) (0.17)
111 1 0.93 0.79
(25%) (0.28) (0.11)
10 0.78 0.76
(0.08) (0.03)
v 1 2.09 2.22
(100%) (0.67) (1.12)
10 1.17 1.01
(0.12) (0.35)
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Wen Chen V. Liu, Ph.D., CIH, CSP and Chris Shin, B.A.

A Real-Time Personal Heat Stress & Heat Strain Monitor in Protective Suit
Abstract

The goal of this study is to develop a real-time personal monitor capable of evaluating heat stress
and heat strain encountered by workers wearing encapsulating protective clothing. This monitor
stmultaneously characterizes the climatic conditions of the microenvironment and the
physiological responses of the worker in protective clothing. Specifically, the study (1)
integrated temperature and humidity sensors to continuously characterize the microenvironment
in a prolective suit; (2) integrated heart rate sensors and body temperature sensors to
characterize the physiological response of the person wearing a protective suit; and (3) tested the
utility of two wireless transmitters, 0.9 GHz and 2.4 GHz, to transmit the heat stress and heat
strain signals.

This study represents an innovative integration of information technology and sensor technology
for hazard surveillance. In addition, this study has direct application to personal exposure
survetllance of workers wearing protective suits and utility for the design of protective clothing.

Background

Heat stress is a well-recognized safety and health hazard especially for workers that have to wear
protective clothing in their work (NIOSH, 1985, 1986). However, the exposure surveillance of
heat stress for workers wearing protective suits is still limited to a general assessment of the
marcoenvironment (Morris, 1995). An underestimate of the heat stress based on this general
approach may result, and subsequently increase the worker’s risk for head-induced illnesses and
injuries. An overestimation of the heat stress and the resultant control measures may lead to a
loss of productivity. It 1s more meaningful to evaluate the heat stress based on measurements
taken 1n the microenvironument in the protective suit.

Workers may also differ in their bodily response, heat strain, to the heat stress. This difference
in heat tolerance may be due to a variety of factors, such as acclimatization, age, and physical
condition on a particular day. Identifying heat-intolerant individuals and providing real-time
monitoring have been long recognized as important issues in need of research and development
(NIOSH, 1986; Bernard and Kenney, 1994; Reneau and Bishop, 1996). Currently, there are at
least three heat-strain monitors available commercially. The Questemp II (Quest Technologies,
Inc.) measures only the tympanic membrane temperature, while the HS-3800 (Metrosonics, Inc.)
meusures the both heart rate and skin temperature. Another telemetric system (VitalSense by
Mini-Miter Co., In¢.), capable of monitoring body temperature, heart rate, and activities, tends to
be expensive and has not received wide acceptance in the field. These three monitoring
instruments or systems may be useful for heat strain evaluation.

However, none of these commercially available personal monitors provides measurements of the
microenvironment in the protective suit. Therefore, it is impossible to provide the data necessary
for the establishment of a field-based relationship between heat stress and heat strain in the
protective suit. There is a definite need for a real-time, personal monitor to evaluate heat stress-
izl sirain for worker in a protective suit.
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It is the goal of this study to develop a real-time personal monitor capable of evaluating heat
stress and heat strain encountered by workers wearing encapsulating protective clothing. The
monitor consisting of 5 sensors and two transmitters will be a valuable tool for the purpose of
exposure surveillance and biological monitoring. In addition, the monitor will allow the
collection of field data necessary not only for addressing the research needs identified by the
National Institute for Occupational Safety and Health (NIOSH, 1986) but also for potential
design modification of protective suits.

The real-time personal monitor developed in this study is capable of evaluating heat stress and
heat strain encountered by workers wearing encapsulating protective clothing. This monitor
simultaneously characterizes the climatic conditions of the microenvironment and the
physiological responses of the worker in the protective clothing.

Specifically, the study (1) integrated temperature and humidity sensors to continuously
characterize the microenvironment in a protective suit; (2) integrate heart rate sensors and body
temperature sensors to characterize the physiological response of the person wearing a protective
suit; and (3) tested the utility of two wireless transmitters, 0.9 GHz and 2.4 GHz, to transmit the
heat stress and heat strain signals.

Methods

As shown in figure 1, the conceptual design of the heat stress and heat strain monitor consists of
two sets of sensors, transmitters and receivers. The first set of sensors and transmitters is for the
measurement of physiological responses and consists of two thermistor probes (Sensor ,
Scientific, Inc.), one for chest skin temperature and one for tympanic membrane temperature,
and one heart rate monitor (Polar, Inc.). The signals from these three sensors are transmitted
through transmitter #] to receiver #I.

The second set of sensors and transmitters is for heat stress surveillance based on the
measurement of the climatic condition inside the protective suit. This set of sensors and
transmitter ts composed of one thermistor for temperature and one sensor for relative hurmidity
(Vermier Software, Inc.) and a transmitter. Signals from both sensors are transmitted through
transrnitter #2 to receiver #2. Methods for real-time data coliection depend on the type of
wireless transmitters.
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Figure |. Conceptual design of a real-time persenal heat stress-heat strain monitor

Temperature Measurement
Thermistor probes were used to measure the temperature of the air inside the protective sait and

of the human body probe.

Humidity Mieasurement

Relative humidity (RH) was measured using a sensor purchased from the Vernier, Inc. As this
RH sensor is sensitive to light and electrostatic discharge, the sensor was encased in a box
specially built in the laboratory. The RH sensor responds to the humidity change by changing its
output voltage with a range from 1.023 V to 3.821 V for 0% and 100% RH, respectively. The
RH reading from the sensor was verified using a sealed chamber containing either desiccant or
water to contro] the humidity inside at 0% and 100% RH. Another digital humidity sensor
(Humidiguide 5566) used as a reference sensor was also placed in the chamber.

As the RH sensor has a response time of more than 60 minutes, it was necessary to fit the
housing of the sensor with a miniature, 5-volt DC brushless fan to create sufficient air
movements. The resultant housing for the RH sensor was of a dimension of 1.5” x 1.57 x 1.57,
Using the 5V micro-fan in a non-transparent box, the response time came down 10 less than three
minutes in the extreme situation. However, the response time was less than a minute for a
rvpical environmental condition, i.e., from 100% RH to about 50% RH.

T2 (0.9 GHz transmitter has a maximum input value of 1.5 V and the RH sensor gives a
meximum output signal of 3.82 V. Therefore, additional resistors, 2-M ohms and 1-M ohms,
= rlaced between the RH sensor output and the 0.9 GHz transmitter to reduce the input sigra!
-+ 0.9 GHz transmitter. These resistors were selected to match the internal impedance of the
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RH sensor. With this configuration, three levels of RH, i.e., 0%, 53% and 100%, were tested to
establish a calibration line.

Heart Rate Measurement

The heart rate (HR) monitor (Polar, Inc.) is composed of two components, a transmitter belt and
a recetver. The transmitter detects each heartbeat through two electrodes with ECG accuracy
and transmits the heart rate information to the receiver with the help of a low frequency
electromagnetic field. For each heartbeat detected, the HR monitor’s receiver receives the
transmission, and passes a 3V puise. The reception range between the HR monitor’s transmitier
belt and its receiver should be less than 3 feet, as recommend by the manufacturer.

In this study, the receiver was placed by the forehead and was within 1-foot distance of the
transmitter belt. The reading of the HR monitor was compared to manual counting of the pulse
at the common carotid artery of the neck for a minute.

Transmitter Test

Two types of transmitters were tested in this study. One transmitter (MicroStrain, Inc.) transmits
digital signals at a frequency of 0.9 GHz, and the other transmitter (RF-Link, Inc.) transmits
analog signal at 2.4 GHz. The 0.9 GHz transmitter is powered by a 9-volt battery and is capable
of transmitting five sets of digital signals. The 2.4 GHz transmitter is powered by a 12-volt
battery and is capable of transmifting simultaneously two sets of analog signals with switching
among four channels.

Both transmitters require receivers. The 0.9 GHz transmitter uses a receiver that transmits real-
time digital signals through an RS-232 communication port to a personal computer,
Transmission of the data is controlled by an MS-DOS (Microsoft Disk Operating System)
software provided by the vendor.

The 2.4 GHz uses a receiver that transmits the analog signals and therefore requires an additional
analog/digital data acquisition board for data collection. In the present study, the 2.4 GHz
receiver was connected to a data acquisition system consisting of an A/D converter (DAS 1601,
Keithley, Inc.) controlled by an application program written in-house with TestPoint software
package (ADAC Corp.).

Tne sampling rate of the 0.9 GHz transmitter was set at 100 Hz, while the sampling rate of the
2.4 GHz transmitter is only limited by the A/D acquisition board and the number of channels (up
to16 channels) used. A computer equipped with a Pentium 100-MHz processor was used for
data collection.

Statistical Analysis

Correlation and regression analyses were conducted to evaluate the correlation between two sets
of measures of a specific parameter, e.g., thermistor probe’s resistance readings vs. temperature
reading of the mercury thermometer, and to establish a calibration line. Analysis of variance was
used to evaluate the differences between thermistors. All statisticai analysis was conducted
using a personal computer with statistical analysis procedure in the Microsoft Excel spreadsheet.
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Results
Temperature Sensor

Temperature Sensor Using the 0.9 GHz transmitter

Figure 2 shows the thermistor probes’ readings collected through the 0.9 GHz transmitter. The
transmitted digital signal is represented as an averaged digital reading. The R-squared value of
the regression line was greater than 0.999 (p < .001). The regression line for calibration was
determined to be: Temperature (°F) = 0.002825 {Digital Reading) + 10.69617 to be: Temperature
(°F) = 0.002825 (Digital Reading) + 10.69617
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Figure 2. Thermistor probe temperature readings transmitted through a 0.9 GHz transmitter.

Multiple-Channe] Temperature Measurement Using a Whetstone Bridge

Additional tests were conducted to verify the responses of three thermistors used in the present
study. This was done to determine the variation among thermistors. Three thermistors were
simultaneously inserted into a beaker full of water at temperature ranging from 100.2 °F t0 104.3
“F. Consistent results were found with these three thermistor probes. There was no statistically
significant difference among the thermistors.

Temperature Measurement of Multiple Thermistors Using the 0.9 GHz Transmitter
here were differences, not statistically significant, among the thermistor probes if the data were
wrznsmitted through a Whetstone bridge and the 0.9 GHz transmitter.
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Relative Humidity Sensor

RH Measurement using the 0.9 GHz Transmitter
Figure 3 shows the RH calibration data. The R” value of the correlation and regression analysis
was 0.998 (p < 0.05). The regression equation for RH 1s as follows:

Relative Humidity (%) = 0.00723 (0.9GHz Transmitter reading) - 276.7
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Figure 3. Relative humidity calibration with signals transmitted through a 0.9 GHz transmitter.

RH Measurement Using 2.4 GHz Transmitter

The 2.4 GHz transmitter in its current configuration can only takes AC peak-to-peak signal of ]
V. Since the RH sensor output signal is a DC signal varying between 1.2 V tc 3.8 VDC, it can
not be used with the 2.4 GHz transmitter.

Heart Rate Monitor

Heart Rate Measurement Using Analog/Digital Converter

Figure 4 shows the heart rate data collected with the HR monitor using an A/D converter and that
obtained with manual pulse counting. The heart rate measured ranged from 76 beats/min to 123
beats/niin. The correlation between the two was, an R” value of 0.999 (p < .001).
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Figure 4. Manual pulse count vs. heartbeat monitor count

Heart Rate Measurement Using the 0.9 GHz Transmitter

The results of the study indicate that the HR monitor signal can be used directly with 0.9 GHz
transmitter. Figure 5 shows a sample of the data collected and the correlation coefficient was
greater than 0.99.
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Fizure 5. Manual heartbeat count vs. heartbeat monitor count transmitted through a 0.9 GHz transmitter.
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Heart Rate Measurement Using 2.4 GHz Transmitter

Heart rate ranging from 62 to 120 beats/minute was tested with the heart rate monitor.
Compared to the pulse sensed with fingers, occasionally there were only one or two miscounts,
as shown in Figure 6.

Voltage (V)

Time (sec)

Figure 6. Heartbeat signals received from a 2.4 GHz transmitter.
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Discussion
This study evaluated the feasibility of integrating thermistor temperature probes, a relative
humidity sensor, and a heart rate monitor, with wireless transmitters for the surveillance of both
heat stress and heat strain. The results showed that while some of the sensors, such as the
thermistor temperature probes, functioned satisfactorily and could be used without modification
for the surveillance of heat stress and heat strain, others required additional modification for the

purpose of hazard surveillance.

For example, the thermistor probes used in the 2present study were calibrated in the laboratory
between 32 °C and 42 °C. High correlation, R* > 0.99, was found between the temperature
measured with a mercury thermometer and the derived temperature reading based on the
resistance change of the thermistcr. Inter-day and inter-thermistor variability has also been
evaluated and found to be minimal. The results also showed that heartbeat monitor also
performed as expected. Each heartbeat at a rate from 60 beats/minute to 120 beats/minutes was
clearly discernible during laboratory tests.

As for relative humidity measurement, the sensor needs modification to shorten the response
time. The response time of the sensor in its original design is too long. However, the response
time of the sensor was reduced to less than a minute by adding a small, brushless fan for
increased air circulation. The modified sensor-fan design performed satisfactorily in the
contrelled laboratory settings. Calibration line at 20 °C for three relative humidity levels, R >
.5 » was established. Concordance with another digital humidity sensor gave satisfactory
(eSS
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The test results of two wireless transmitters, operating at 0.9 GHz and 2.4 GHz, respectively,
showed that each transmitter has its advantages and disadvantages. While the 0.9 GHz
transmitter can easily transmit signal from the thermistor probes and heartbeat monitor, it can not
take the signal directly from the humidity sensor. As for the 2.4 GHz, while it can transmit the
heartbeat signals in its current configuration, it does need an additional transducer to transmit the
signal from the relative humidity sensor. In this study, we have built a simple oscillator circuit
that allows the transmission of relative humidity sensor's signal.

Based on the results of the present study, the design of the real-time personal monitor for heat
stress and heat strain would consist of three thermistor temperature probes, a relative humidity
sensor, a heart rate monitor, one 0.9 GHz and one 2.4 GHz wireless transmitters. The 0.9 GHz
transmitter will be used to transmit signals from the three thermistor probes. One thermistcr
probe will be used for air temperature and the other two thermistor probes will be used for body
temperature, measured either at skin surface of different location or at the mouth or in the middle
ear.

More tests and developmental work should be conducted to optimize the design of the real-time
personal heat stress - heat strain monitor. One consideration is the cost. While the 2.4 GHz
transmitter costs less than $200 a pair, the 0.9 GHz transmitter and receiver set costs more than
$1,500. To reduce the cost of the real-time heat stress - heat strain monitor, it is preferable 10 use
the 2.4 GHz transmitter. However, it would require the conversion of DC signals from the
temperature sensor to AC signal and a remote, automated channel switch. The is due to the fact
that the 2.4 GHz transmitter/receiver in its current package only accepts AC signals and allows
the transmission of two sets of signals on one channel at a time, despite of the four channels
available. Our laboratory is working on building an inverting amplifier so that all sensors could
be connected directly to the 2.4 GHz transmitter and receiver.

Conclusion

This study demonstrated the feasibility of integrating sensor technology and wireless
transmission technology for the heat stress and heat strain surveillance in the defense / nuciear
industry. This real-time heat stress - heat strain monitor is not only useful as a research tool to
elucidate the relationship between heat stress (within-suit microclimate) and heat strain but also
of great utility for exposure surveillance in the field.

References:
ADAC Corporation: TestPoint Data Acquisition Software for Windows, Wobum, MA

Bemard, T. E., and Kenney, W. L.: Rational for a personal monitor for heat strain, American
Industrial Hygiene Association Journal, 1994, 55(6): 505-514

Kappler Inc.: Responder®, Guntersville, AL

Mini-Mitter Co., Inc.: VitalSense — Telemetric System for Remcte Monitoring of Ambulatory
Humans, Sunriver, OR

Morris, L. A.: Practical issues in the assessment of heat stress, Ergonomics, 1995, 38(1):183-192

Metrosonics: HS-3800 Personal Heat Stress Monitor, Rochester, NY

National Institute for Occupational Safety and Health (NIOSH): Occupational safety and health
ouidance manual for hazardous waste site activities, Washinigton DC, NIOSE 1985.

150



National Institute for Occupational Safety and Health (NIOSH): Occupational exposure to hot
environments, Revised Criteria, 1986.

Quest Technologies, Inc.: QUESTEMP 11, Oconomowoc, W1

Reneau, P. D., and Bishop, P. A.: Validation of a personal heat stress monitor, American
Industnal Hygiene Association Journal, 1996, 57: 650-667

Sensor Scientific, Inc.: Interchangeable wafer thermistors, Fairfield, NJ

SPSS Inc.: Statistical Package for Social Science for Windows, 1993, Chicago, IL

Vemier Software, Portland, OR

5. Evaluation of current exposure and medical surveillance programs at Los Alamos and
Lawrence Livermore National Laboratories

To evaluate the medical and exposure surveillance programs at LANL, identify discrepancies
between health and safety "needs" and established monitoring programs, and develop an
integrated surveiliance system that efficiently combines hazardous-exposure, biological. and
health-outcome monitoring of the worker population.

Abstract

We assessed whether medical and industrial hygiene exposure monitoring information routinely
collected at nuclear facilities such as the Los Alamos National Laboratory (LANL) are useful
screening tools to help predict long-term health outcomes and would allow to conduct
epidemiologic research to assess health effects in current and former nuclear workers from
exposure to mixtures of chemicals and radiation.

First, we found that medical records did not systematically collect job location, job history, and
job title information. A pilot study of machinists revealed that no other records existed or could
be made available to us that would have allowed us to link medical test results to information
from industrial hygiene area sampling data and/or other exposure-relaied data bases maintained
by the Environmental Health and Safety department.

Second, we linked three large LANL databases. 1) noise sampling data; 2) hearing conservation
data, and 3) audiometric testing data in order to examine the effectiveness of the hearing
conservation program (HCP). We found that due to the inherent lack of worker location and job
history data it was impossible to assign available noise level measurements for work areas to
individua! workers. We analyzed data for a small group of workers for whom individual ncise
measurements existed and saw a clear relationship with duration of exposure, noise levels, and
‘intermittent’ noise. If these databases were maintained in a manner that weuld allow to link
outcome (audiometry) data for workers to area noise measurements, they would be of great use
for future and continued evaluations of the HCP and hearing loss prevention measures.

Finally, we used data collected by the occupational physician of the Fernald nuclear facility and

cocumented in CEDR to evaluate the effect of combined exposure to chemicals and radiation on
cancer mortality in nuclear workers. We combined an extensive chemical exposure data set with
msaitty files and radiation data provided in CEDR and investigated whether and to what extent
(e auferent and multiple chemical exposures contributed to the mortality experience of Fernald
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workers. The results of these analyses have been documented in two publications attached to
this report.

Introduction

The goal of the epidemiologic component of this ‘hazard surveillance in the nuclear industry’
project was to assess whether medical information routinely collected for medical surveillance
and exposure information collected during industrial hygiene exposure monitoring at nuclear
facilities such as the Los Alamos National Laboratory (LANL) could be used to:

(1) assess whether routinely collected medical data allows us to predict long-term health
outcomes, i.e. can be used as a screening tool;

(2)  evaluate the effectiveness of medical surveillance programs with regard to prevention of
chronic occupational diseases;

{3)  whether data from both medical and industrial hygiene surveillance could be used to aid
epidemiologic research and help us assess long-term health effects in current and former
nuclear workers due to exposure to mixtures of chemicals and radiation.

Dr. Ritz and her graduate students visited LANL several times during the course of this project
and established collaboration with members of the medical group, specifically with Drs.
Williams, Smith, and Wiggs. The main goal of these visits was to gain an overview over past
and current medical surveillance strategies employed at the laboratory, to identify information
that would allow us to assess LANL’s medical surveillance needs, and to determine how
epidemiologic methods could be employed to evaluate program effectiveness and gaps.
Specifically, we expected that epidemiologic tools should be able to help improve the
effectiveness of medical surveillance and aid efforts to prevent chronic diseases of occupational
origin. Originally, we had proposed to target the following diseases: cancers, musculo-skeletal
diseases, and neurologic/ neuropsychiatric disorders. However, in the course of the project it
became necessary to shift our focus to the outcome ‘hearing loss’, a chronic sensori-neuronal
disorder. The reason was that no data was available at LANL that would have allowed us to
collect information about the occurrence of the former diseases/disorders among LANL workers
in a systematic manner i.e. beyond collecting singular case reports (see also our pilot project
results beiow).

In order to evaluated whether medical data routinely collected at the LANL facility might be
useful for the detection of early symptoms of occupationally related diseases and, thus, be
potentially useful as screening devices, workers needed to be systematically followed to assess
longer-term health outcomes. Problems preventing us from conducting long-term follow-up of
employees at LANL - even within small defined subsets of workers - are described exemplary in
our pilot case study of a cluster of machinists diagnosed with elevated liver-enzymes in the late
1980s (see below). In addition, since LANL medical records did not systematically collect job
location, job history, and job title information we were unable to link medical test results to
information from industrial hygiene area sampling data and/or other exposure-related databases
n antained by the Environmental Health and Safety (EHS-2) department. We were also unable
to “Ind a database providing worker location information that would have allowed us to link

... .wi:dical records to industrial hygiene area sampling for chemicals.
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Thus, after completion of the LANL machinist pilot project (see below) we decided to proceed
with the following two projects to achieve goals 2) and 3) formulated above. We:

(1) evaluated the effectiveness of the hearing loss prevention program at LANL, since for
this chronic sensori-neuronal disorder we were able to obtain systematic outcome
information for LANL workers;

(2)  used data collected and documented by the occupational physician of the Fernald nuclear
facility to evaluated the effect of combined exposure to chemicals and radiation on cancer
mortality in nuclear workers.

In the following we will first describe and make some recommendations concerning the LANL
medical and industrial hygiene surveillance programs. Second, we will report the results of our
machinist pilot project, followed by a brief report of results from our Fernald nuclear worker
mortality study (publications are included into this report). Last, we will present our evaluation
of the LANL hearing loss prevention program.

Mecical Surveillance at LANL

The medical surveillance at the LANL focuses on surveillance required by regulations and
certification programs such as human reliability tests required for firefighters and for workers
using respirator equipment as well as ‘fitness for duty’ exams. LANL-UC employees are invited
to medical examinations in 1-, 2-, and 4-year intervals, depending on age and membership in 62
surveillance or certification categories (see attached list 1, attachment). Depending on which
survetllance category a worker qualifies for, exams include any of 26 routine medical tests (see
list 2, artachment). The only chemical for which biological monitoring data is routinely collected
1s blood lead.

The medical staff performs between 5,000 and 6,000 exams annually. Every LANL employee is
invited for new-hire, work-termination, and possibly some periodic exams. While the new-hire
exam is required by laboratory policy, termination exams are required only for a subgroup of
employces, and periodic examns can only be offered when the medical departrnent has the
capacity to perform medical exams apart from those required. Employees are free to deny the
offer of non-required exams. Members of the medical department felt that the acceptance rate
for periodic exams decreased due an increased participation of the occupational medical facility
in drug- and alcohol-screening programs which created some reluctance to accept non-required
medical benefits.

Employees who return from sick leave after more than five days are required to be examined by
occupational medicine staff before they are allowed to return to work. Shorter absences are not
documented in the files of the occupational medicine department. Medical histories and test
results are recorded in a standardized manner and retained almost exclusively in hardcopy format
in employee’s files. For some medical test procedures, such as audiometry tests, computerized
data are available.

r unbiermore, the medical department also offers human reliability exams and drug testing and

. -nive and termination exams to employees of the two main subcontractors at LANL (1500
-iali empjioyees and about 500 professionals). An arrangement has been made to report all on-
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the-job injuries and iilnesses of subcontractor employees to the occupational medicine
department as well.

Recommendations
We strongly recommend that all medical test results are stored with a personal identifier and are
available in computerized format.

Industrial Hygiene Surveillance at LANL

It is the task of the industrial hygiene/health and safety group at LANL to identify and refer
employees for inclusion in any of the medical surveillance programs. The UCLA team leaned
that in the early 1990s LANL began to integrate the medical and industrial-hygiene systems.
Some of these efforts were required by the Laboratory’s UC contract as well as by DOE-orders
(DOE 5480.8A, 5480.10, 5480.4, 5483.1A) and enhanced by a peer-review process involving all
three UC Laboratories (Berkeley, Lawrence Livermore, LANL). They were initiated in 1993
and focused on a medical and industrial hygiene interface to integrate data across the two
systems, i.e., across the medical and exposure surveiilance databases.

The industrial hygiene group at LANL created databases to be integrated into a “health-hazard-
assessment” (HHA) system. The HHA system is based on operation code data, an assessment of
the types of chemicals used, the expected dose (which might depend on vapor pressure and
particle size etc.), the duration and frequency of exposure, toxicity, and an evaiuation of whether
protective control measures are non-existent, effective or non-effective. Also, different from
other systems previously used this system systematically collects personal identifiers for all
workers involved in operations and processes evaluated. A final score based on all of the
collected IH-data guides the development or improvement of protective controls and/or medical
surveillance activities.

The content of the HHA system is based on general criteria previously established by IH to
evaluate work place hazards. Nevertheless, previously field notes have been kept as individual
documents. Since they were not sufficiently standardized, they provided only a fragmented view
of hazards in the workplace. Furthermore, these documents were not available to medical-care
providers and, thus, could not be used as a guide to potential health hazards encountered by
employess in the work place.

The main databases (first established in 1993) that contributing to health hazard assessment at
[_LANL are:

* An automated chemical inventory system (all chemical substances for which Material Safety
Data Sheets (MSDS) exist). This database is linked to procurement and allows the industrial
hygienist to know which chemicals are bought and used at the facility. A 1991 baseline
inventery of chemicals is regularly beingupdated. The system is further fed by annual
reconciliation updates that tracks movement of containers once each year and chemical
disposal records. This system tracks about 250,000 containers (95% of all chemical
containers at the facility), of which 170,000 are in active use.

* A second database contains information on carcinogens only. This database identifies
indrvidual employees who use each carcinogen and the processes in which they are used. The
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list of chemicals is periodically reviewed and changed according to changes in the use of
chemicals at the facility.

* Anon-line database of MSDS information obtained from a commercial vendor.

* Anoperation code database that identifies tasks and processes with a hazard component and
a list of employees involved in each task or process. This database relies on industrial
hygiene-field work and facility walk through to identify the necessary information. This
database will include exposure information about personnel hired by subcontractors as well.

* OSHA 200 log information on workplace injuries and iliness {(excluding detailed medical
information).

* Anoccupational exposures sampling databases containing information on location,
substance, test result, and possibly personal identifiers of the sampied employees.

Recommendations

This computerized HHA system when available to medical-care providers will aid medical
surveillance efforts at LANL by providing an instant guide to potential health hazards in the
work place. If the information is not only available for actjve employees, but stored it could aid
epidemiologic exposure assessment efforts in an unprecedented way by providing personal
exposure information for workers over long periods of time. Unfortunately, the system was not
yet functional when we conducted this hazard surveillance project and thus could not be
evaluated,

Pilot project: a case study of machinists at LANL

The limited budget available for the epidemiologic evaluation of medical surveillance as part of
this hazard surveillance project precluded extended data-collection efforts at the facility » Thus,
during our first visits to the LANL facility, we decided that it was necessary to conduct a pilot
epidemiologic evaluation project that would aliow us to identify all data resources availabie —
possibly in computerized format - to track past and current workers at risk of chronic health
problems, and to develop a plan for evaluating the success of established routine medical-
surveillance procedures.

At one of the first meetings with the medical staff at LANL, we identified two areas that needed
artention: 1) potential chronic neurotoxic effects due to solvent use in machining operations; and
2) potential musculoskeletal disorders caused by the insufficient ergonomic design of glove
bores used at the facility. We agreed to concentrate on the medical and epidemiologic
surveillance of neurotoxic effects, since Dr. Liu (UCLA) was responsible for the ergonomic
analysis of glove-box work as part of this grant.

The question of long-term neurotoxic effects from machining operations was raised first when a
former machinist was diagnosed with an organic brain syndrome. The occupational physician
who examined this worker recalled the case of another machinist who several years prior to this
event had complained of chronic sleep disturbances. Furthermore, the physician recalled that a
group of machinists showed elevated values for several liver enzymes during routine medical
exams in the late 1980°s. Some machinists who had tested positive were re-tested for liver
enzymes elevations 6 weeks after the first positive result, and others were also examined by an
outside gasiro-enterologist. However, the occupational medicine department was unable to
-14144CT @ systematic investigation into the causes of this cluster of workers with abnormal liver
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function because at that time it occurred the machining department was undergoing major
changes and many machinists were transferred to other departments. Three cases of chemically
related hepatotoxicity were diagnosed in this group.

The increased liver enzymes may have been precursors of chronic neurotoxic effects induced by
soivent use. In addition, occupational medicine noted that most of the older machinists were
wearing hearing aids, although they had been included in a heanng-conservation program for
more than a decade. The hearing loss experienced by machinists might be influenced by
neurotoxic changes in addition to excess noise encountered in the work place. Thus, after
identifying machinists who were employed in the mid- to late 1980°s at LANL, we intended to
analyze audiometric data available for these employees. Specifically we wanted to determine
whether a pattern of chemically related hearing loss existed among machinists, pure noise-related
hearing impairment should show a pattern of loss for higher frequencies first. Also, it was of
interest whether there was an association between hearing loss and reported increases in liver
enzymes and between hearing loss and certain job locations or solvent use. F urthermore, we
intended to invite all former and current members of the machnining department to take part in
neuropsychological testing at LANL. All test results taken together, could have helped us to
identify whether machinists at LANL have unusually high rates of cognitive abnormalities and
whether the prevaience of these abnormalities are related to hearing loss pattern, liver function.
and solvent use.

Yet, in order 10 test this hypothesis we needed to identify all members of the former machining
department in which this cluster occurred. Unfortunately, this task was less than straightforward.
A major problem was that work locations for LANL employees were not available in any routine
records system maintained by LANL. Location codes on personnz| records are used for
administrative purposes and do not represent the work place in most cases. Furthermore, job
titles are often non-descriptive of the actual work performed by the individual; i.e., a machinist
might be called a technical staff member in the personnel files. The computerized files of the
LANL epidemiologic group -- containing adequate job title information and radiation exposure
data -- were not updated after 1977 due to funding constraints. In the absence of a better
alternative, we queried this database and were able to identify about 1000 nachinists according
to job titles recorded at first or last employment at LANL. Out of these machinists, however,
only 59 were found to be stiil actively employed at LANL (mean iength of employment 24.8
years). '

The current personnel filing system contains computerized records starting in 1991 and identified
only machinists active in 1991 and still active as of the time of our query (1996). This record
sysiem identified 184 additional machinists, who had been first employed after 1979. Of these,
118 were still actively employed as of 1997 (mean employment duration of 14.1 years).
Specifically, we don’t know how many machinists we missed due to the gaps in the personne]
data system at LANL. We encountered large gaps for the period 1978-1990 and potential further
for 1991-1997, which could only be filled if it was possible to find and computerizing archived
papsr records. Yet, our efforts to retrieve archived data have proven very frustrating and
izefficient. Someone would have to look through hardcopy, scanned, and/or microfiched recarde

72r a computer consultant would be required to bring some old electronic data on-line and do
scarcnes 1o find this information, this effort was outside the scope of our budget
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Trying to restrict ourselves to the data collected until 1977, we evaluated the potential for
contacting former employees by checking the local phone book for matching names. We were
able to find matching individuals for about 12% of the 80 names checked. Again, to vahdly
assemble a cohort or nested case-control group of current and mostly former machinists we
would need to use an expensive state or national tracing system not feasible within the funding
himits of this project.

Significant Findings: Pilot Study of Machinists

We have to conclude that an epidemiologic evaluation of medical surveillance at LANL is
impossible without an extensive and expensive record retrieval and abstraction effort. Any study
of work-related factors associated with chronic disease outcomes will encounter this problem.
From this pilot project we concluded that currently it is impossible to identify groups of workers
exposed to chemical agents in a systematic way from routine records kept at the LANL.

Usefulness of Findings: Pilot Study of Machinists
If these databases were maintained in a manner that would allow to link outcome data for
workers to exposure measurements, they would be of great use for future worker health studies.

Cancer mortality from chemicals and radiation in Fernald uranium workers

Two data sets provided by the Comprehensive Epidemiology Data Resource (CEDR) referring to
the same uranium processing workers employed at the Fernald facility allowed us to evaluate the
contribution of chemical mixtures and radiation exposures to cancer mortality in a nuclear
worker cohort. Dr. Jerome Wilson, the occupational physician responsible for this work foree in
the end 1970 and 1980s, conducted a study of respiratory morbidity at the Fernald facility for
which he collected information on a number of chemicals such as solvents, kerosene, and cutting
fluids used between 1950 and 1983. Facility industrial hygienists rated each job title and
location and created a two or three category score for level of exposure to each of the chemicals
in use. In addition, the length and timing of employment in a job and location has been recorded
and was used to create duration measures of exposure and lag exposure. We combined this
extensive chemical data set with the mortality files and the radiation data provided in CEDR and
investigated whether and to what extent the different and multiple chemical exposures
contributed to the mortality experience of Fernald workers. The results of these analyses have
been documented in two recent publications attached to this report (Ritz 1999 a and b).
(Appendix C)

Significant Findings:

Results indicated that Fernald workers exposed to ionizing radiation experienced an increase in
mortality from total cancer (per 100 mSv external dose rate ratio (RR) = 1.92; 95% confidenc:
interval (CI) 1.11, 3.32), radiosensitive solid cancer (RR =2.00; 95% CI 1.02, 3.94), and lung
cancer (RR=2.77; 95% CI 1.29, 5.95). Effects were strongest when exposure had occurred at
older ages (>40 years). In addition, we observed an increase in lung-cancer mortality for
workers exposed to >200 mSv of internal (alpha-) radiation (RR=1.92; 95% CI 0.53, 6.96).

Lur resulls furthermore suggest that workers who were exposed to TCE experienced an
increase in mortality from cancers of the liver. Cutting fluid exposure was found 1o be
sir2agly associated with laryngeal cancers and, Jurthermore, with brain, hemato- and
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lymphopaietic system, and bladder and kidney cancer mortality. Finally, kerosene exposure
increased the rate of death from several digestive tract cancers (esophageal, stomach,
pancreatic, colon and rectum cancers) and from prostate cancer. Effect estimates for these
cancers increased with duration and level of exposure and were stronger when exposure was
lagged

Usefulness of Findings:

Qur results demonstrate the importance of a long follow-up time when studying solid cancers,
the potential for bias due to worker selection associated with concomitant chemical eXposures,
problems of exposure measurement, confounding, and effect modification due to age at exposure
and the limits of pooled analysis of uranium-processing workers that can only partially address
these issues.

Evaluation of the Hearing Conservation Program at LANL

Introduction

Noise-induced occupational hearing loss continues to be one of the most frequent work-related
diseases [1,2] and a clear link exists between noise exposure and hearing loss. {1,3,4]
Occupational noise-induced hearing loss is a slowly developing sensorineural loss of hearing
over a long period of time, usually ten or more years, as the result of exposure to continuous or
intermittent loud noise. {5] It is almost always bilateral and the earliest damage occurs at the
range of 3-6 kHz. This injury is irreversible and cannot be medically repaired. Hearing loss
maybe exacerbated by synergistic effects of other exposures, such as vibrations or organijc
solvents. [3,5] In order to protect employees from this potential hazard, OSHA requires that
employers shall administer a continuing, effective Hearing Conservation Program (HCP)
whenever worker noise exposure exceeds the 8-hour time weighted average sound level of 85 dB
measured on the A scale, or, equivalently, a dose of fifty percent. [6]

The goal of our project was to assess the effectiveness of the Hearing Conservation Program
(HPC) implemented by the Los Alamos National Laboratories (LANL) and examine whether
data stored at the facility would allow us to examine the contributions of noise and organic
scivent exposure to hearing loss. A large quantity of audiometric data has accumulated in the
LANL archives, but the potential risk of occupational noise or solvent induced hearing loss in the
LANL worker population has never been systematically assessed nor has the effectiveness of the
hearing loss prevention strategies implemented throughout the last decades ever been formally
evaluated. The purpose of our research was to provide such an evaluation relying on data
available at the facility in computerized and/or archived format. We received access to three
databases: 1) noise sampling data; 2) hearing conservation data, and 3) audiometric testing data.
A description of the complete LANL Hearing Conservation Program and the content of each of
these databases can be found in Appendix 1 of this report.

We combined these data bases and examined (1) whether and to what extent it is possible to link

cze and non-case records to work locations and actual noise measurement performed by ESH-5
(Emvironmental Health and Safety) and (2) whether and which work-related risk factors for
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hearing loss can be examined epidemiologically after linking information from medical and
industrial hygiene records.

Description of the LANL Hearing Conservation Program

The Hearing Conservation Program (HCP) has been designed to protect employees against
hearing loss. LANL utilizes Air Force Regulation (AFR) 161-35 as recommended by DOE-
Albuquerque [7]. Industrial Hygiene and Medical departments developed the LANL- HCP
based on AFR 161-35 and Occupational Safety and Health Act (OSHA) 29 CFR 1910.95,
Occupational Noise Exposure. Impact/impulse noise is being controlled based upon the
threshold limit values of the American Conference of Govenmental Industrial Hygienists.

The HCP applies to all LANL employees who are exposed to noise levels at or above fifty
percent of the Occupational Exposure Limit (OEL), that is at 85 dB or more of A-weighted
sound pressure level for eight hours in any 24-hour period or an equivalent exposure at higher
levels for shorter times according to AFR 161-35. Employees, supervisors or health and safety
personnei may request to enroll an employee in the HCP. Machine shop employees are
automatically entered into the HCP regardless of the noise exposure. Supervisors, employees or
healih and safety personnel may request to remove an employee from the HCP. Usually, the
reasons for removal are a change into a job without noise exposure or retirement. According to
the LANL-HCP description, an employee is removed from the HCP whenever noise exposures
above the action level no longer occur (action leve! is an 8-hour time weighted average of 80
dBA or a noise dose of 50% of the permissible OEL).

The purpose of the Hearing Conservation Program is to identify and characterize high ngise
areas, conduct measurements, and implement controls to reduce employee exposures to
workplace noise. The HCP components include:

* A monitoring program designed to identify potentially high noise levels in the workplace

* Ildentification and notification of employees routinely exposed to hazardous noise

¢ Recommendation of engineering controls to reduce workplace noise and hearing protection
for employees in potentially high noise areas

» Employee training (initial and annual)

» Audiometric testing and physician review

* Evaluation, investigation and reporting of suspected noise-induced hearing ioss

LANL HCP includes all components recommended by NIOSH, except one. There is no program
effectiveness evaluation component included in the LANL HCP.

Noise monitoring program

Description
Neise exposure monitoring is conducted via three noise surveys.

i. Walk around survey. A general survey is conducted to determine the locations and

l--.ndaries of hazardous noise areas. It is usually done with a Type 2 sound level meter and
*ha results are used to plan a work shift sampling strategy.
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2. Notse control survey. In this survey, Type | sound level meters are used with an octave band
analyzer to obtain data that might to aid in selecting noise control methods.

3. Work shift sampling. This survey utilizes sample employees representative of each area in
which over-exposure to noise may occur. Personal dosimeters are used to assess individual
notse exposure.

Walk around and noise control surveys are considered area measurements and work shift
sampling procedures are considered personal dosimetry measurements.

According to LANL HCP description, the records of noise measurement are being kept for a
penod consistent with DOE Order 1324.2A and will include as a minimum:

» Number, type and location of noise sources

* Number and identification of personnel in the work area and their daily exposure and
duration (dosimetry is preferred)

* Type, model, ESH-5 number of test equipment and calibration data

e Location, date and time of noise measurement

¢ Noise levels measured and hazard radius

» Name of the person who made the survey

Concerns for HCP evaluation

We found that record keeping over the last decades was inconsistent leading to missing
information. Approximately 75% of all records in the noise-sampling database (see description
below) are missing actual noise measurement at each of the frequencies (0.1 25-8kHz). Sixty six
percent of records are missing a verbal description of the exposure. HCP worker population is
heterogeneous with regards to noise exposure, with some workers being exposed only to
continuos noise, others to intermittent or impulse. Reportedly, some shop workers have "gray
area” exposure, and may not qualify for enrollment into the HCP, yet may be exposed to
occasional noise exceeding OEL. In addition, frequently workers are added to the HCP by the
request ¢f line management before the area can be evaluated. For example, a group might decide
they need a small local carpentry shop. They organize the shop and then indicate which peopie
are going to use the shop and request these employees to be put into the HCP. Thus, workers are
placed and taken out of HCP continuously, sometimes without proper exposure identification.

Engineering controls and personal hearing protection

Description

Engineering controls are the first step at LANL in controlling excess noise exposure. These
include isolating high noise machinery into separate rooms with audio isolation. If a particular
location experiences noise level of 90dBA or above, a noise hazard warning sign is posted at the
entrance. Administrative controls include worker shift rotations.

Hearing protection must be provided by line management for workers exposed to noise levels at

cr above action level. Hearing protection must be worn by employees exposed to noise levels at
or above OEL. Employees may select their hearing protection devices from among several types
<“iich provide adequate protection.
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Concerns for HCP evaluation

Records of hearing protection use do not exist. Employees store hearing protection devices at
their work sites and apparently there is no uniform control to ensure compliance with the hearing
protection requirements. Moreover, 99.8% of records in the audiometry database (see
description below) are missing hearing protection information.

Emplovee training

Description

Initia! and annual training is required for all employees exposed to noise at or above action level.
The training program includes information on:

* The effects of noise on hearing

* The purpose and use of hearing protection devices, the advantages and disadvantages of each
* Instructions in the selection, fitting, use and care of hearing protection

* The purpose of audiometric testing and an explanation of the test procedures

The training class lasts for about an hour plus time for questions and a seif-assessment test. A
LANL group developed a test that can be sent to employees every other year. The testis a
booklet including all of the above training and a self-test to send in after completion. The worker
will need to receive an 80% or better score to pass. If the worker does not pass, he must attend
the training class.

Concerns for HCP evaluation
No data exists about compliance with this HCP component. K

Audiometric testing

Description

Audiometric testing has been performed at LANL since 1978. The recruitment of workers for
testing prior to 1986, however, was not clearly defined. In 1986, a hearing conservation program
has been adopted enrolling workers in a routine audiometric testing program at entry into a work
area of high no’se exposure (>85 decibel per 8 hr average). An employee is being assigned to the
hearing conservation program by their supervisor when the work area is determined to fall under
the criteria for high noise (established and monitored by ESH-5).

The audiometric testing program is performed and administered by ESH-2, the Medical program.
ESH-5, Industrial Hygiene, identifies personnel who are exposed to noise at or above the action
level and provides this information to ESH-2. Test results are maintained in the worker’s
medical record. Reportedly, no medical records are destroyed, even after termination of
employment. Baseline audiograms must be performed within 6 months of an employee’s first
exposure and annual re-testing is required.

It an annual audiometry shows a threshold shift of 10 dB at any frequency compared to the

baseline audiometry, a re-test is ordered after 48 hours of quiet. If a threshold shift still persists
atier the quiet period, a confirmation test is scheduled in 30 days. If the problem is not resolved
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the worker is referred to an audiologist and on-site further action is taken to investigate whether
the hearing loss may be occupational noise-induced.

Audiometry is done using two MAICO 800 Automatic Computer Audiometers, which are being
calibrated every day. Both machines are serviced every year by a special technician.

Concerns for HCP evaluation

Audiometric testing is performed on all LANL workers, including contractors (construction,
guards) and county firefighters. It is not possible to differentiate between these workers given
the information in the audiometry database. Furthermore, contract workers often are hired
repeatedly for numerous separate projects by LANL. They are required to have audiometric
testing at the day of hire; thus, multiple audiometric tests for the same person might be obtained
within short periods of time. However, contract workers are not annually re-tested or
systematically followed-up.

Audiometric testing is performed throughout the day. This may lead to underestimation of
hearing loss if a baseline test was administered at the end of the day or to an overestimation of
hearing loss if the baseline was administered in the morning, but subsequent testing was done at
a different time. Also, workers ordered for a re-test after a 48-hour quiet period may forget
about this requirement. Finally, there might be major problems with the accuracy of any
andiometric reading because employees may not understand instructions, fail to respond
properly, or are unable to concentrate during the test.

Program evaluation .
Current HCP description does not include a program evaluation component. Reportedly, several
audits have been conducted 1986-1991, one possibly by DOE-Albuquerque; however, we do not
have any information pertaining to that. In addition, currently LANL HCP is being revised to
use the ACGIH standards regarding hazardous noise exposure.

Specific Findings: Evaluation of HCP effectiveness

Our objective was to use epidemiologic tools to assess the effectiveness of LANL-HCP by
observing changes in hearing threshold levels (‘Standard Threshold Shifts’ (STS)) dependent on
membership in the HCP- program and documented noise exposure levels. In order to achieve
this, we had to link audiometric test results with noise exposure data collected for individual
workers and in area samples. Since our endpoin:s of interest were hearing level changes, only
those workers with at least two audiometric tests reported in the audiometry database could be
included in our evaluation effort. We did not employ any restrictions based on age or prior
hearing loss. The first available audiogram was selected to provide a baseline value for hearing
capacity and all subsequent audiograms were compared to the first one, thus, all threshold shifts
presented in this report refer to differences between the first and last available audiogram.

Alciometry data exists for 19,875 workers, but only for 12,130 workers at least two tests are
avaitable. The noise-sampling database contains 5,481 records of noise sampling, 295 are noise
easures for individual workers the rest area measurements; and the hearing conservation data
© 14 t0 676 individual workers. Thus noise-sampling database provided us with exposure data,
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but the majority of samples were area noise measurements and only a small number (about 5%)
were personal measures. We found that most area noise measurements had been performed in
Technical Area (TA) 3 which houses various shops including the machine shop and in TA 53,
Unfortunately, we found that it was impossible to link measured workplace exposure levels to
individual workers because the audiometric database does not contain worker location
information, and no database exists or was made available to us that contains worker location
and, thus, would allow us to match existing area noise measurements to individual workers. In
fact, we were able to match only 155 individuals across all three available databases, and for no
more than 106 of these workers personal noise measurements were available. This small group
will be the basis for our analyses and we will refer to this group in the following as ‘workers
with noise measurements’ (WWNM).

In Tables 1-3 we show the proportion of workers at LANL who experienced hearing loss in at
least one ear according to different definitions and for two groups, 1.e. workers with both
audiometric and noise level measures (WWNM) and workers for whom we have audiometric
data only. The OSHA definition - defining a change in hearing threshold for an average of 10dB
or more at 2,3,4 kHz in either ear relative to a baseline audiogram [6]- clearly provides the most
sensitive definition. According to the OSHA criteria, about one third of all workers for whom
we have noise measurements experienced a loss in at least one ear while such a threshold shift
was less prevalent among all workers ever tested audiometrically, about a quarter of them
exhibited a shift. The observed crude difference between these two groups of workers persisted
independent of which hearing loss definition was employed. Thus, the comparison might suggest
that workers for whom industrial hygienists at LANL measured noise were not only a more
highly exposed group but also experienced subsequent hearing loss at a hi gher rate.

For our preliminary comparisons of noise exposed with non-exposed workers we chose the
OSHA standard threshold shift definition but relied on a threshold shift in both rather than either
car. We based this decision on our observation that audiometric data provided in the
computerized database was not systematically corrected for measurement errors due to the
failure of a worker to respond properly during audiometric testing. Thus, we believe that a shift
in both ears can be considered a more reliable outcome. All comparisons presented are based on
the difference between the first and last available audiometric test result. The follow-up period
for audiometry among workers with noise measurements ranged from 0.6 to 20.6 years with a
mean of 12.2 years. The earliest threshold shift increases for both ears were observed after a
minimum 5-year difference between first and last audiometric test, but mostly shifts were
observed after 15-20 years of follow-up and a minimum age of 40 years at the time of the last
test. Thus, as expected, the proportion of workers who developed hearing loss increased as more
time elapsed between the first and last available audiometry test result and as the populaticn
grew older.

Among the 106 noise monitored workers 52% had reportedly been exposed to noise levels of 85
dBA or more. Occupational hearing loss is expected to be bilateral and 24 workers (22.6%} in
the WWNL group developed bilateral hearing loss (Table 5). Furthermore, 57 WWNL workers
(33.8%) experienced hearing loss according to the OSHA criteria in at least one ear. Comparing
the 106 exposed WWNL workers (>=85dBA) with those unexposed (<85dBA) we estimated a
2.8-fold increase in the risk for hearing loss (crude OR=2.81; 95% confidence limits 1.5, 7.5:
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age-adjusted OR= 2.63; 95%C] 0.93, 7.43). As shown in Table 6, the risk of hearing loss
steadily increased with an increase in dbA-level measured. Also, the risk increased by about
16% with every year that past between the first and last audiometric examination (table 6), that is
after age-adjustment, we observed a two-fold increase for workers to experience a threshold shift
with a 10 year interval and a 4-fold risk increase with a 15 and more year interval between the
two audiometric examination. Finally, the largest effect, i.e., a 9-fold risk for hearing loss was
experienced if the noise was recorded was being ‘intermittent’. Most of the workers
experiencing hearing losses due to intermittent noises worked in TA 40 or 3 and the noise was
mostly due to the use of saws (see also Table 7).

Discussion

Our ability to evaluate LANL HCP effectiveness was limited mostly by a lack of worker location
and job history data that wou!d have allowed us to attribute noise level measurements for work
areas to individual workers. Thus, our resuits are based on a quite small and possibly selective
group of workers for whom individual noise measurements existed. Hearing loss is most likely
work-related if an employee has a history of long-term exposure to noise levels sufficient to
cause a pattern of hearing loss evident in audiometry tests. [3] Thus, for these 106 workers we
had to assume that the noise levels measured and reported in the noise sampling database
represented their actual exposure over an extended period of time. While it is critical to know
the duration of noise exposure, we were only able to equate duration of exposure to the time
elapsed between the first and the last available audiometry assuming that workers were
consistently exposed at the levels reported at one time in the noise sampling database. It is
obvious that this difference might not adequately reflect exposure duration. Nevertheless, we not
only found a relation with increasing time between two audiometric tests but also with intensity
(dbA) of exposure measured with personal monitoring devices. ‘

There 1s no information on race or sex of individuals, however, reportedly, all employees are
male. According to Environmental Safety and Health (ESH-5) management, a high percentage
of workers are exposed to excessive noise outside of the workplace (e.g., recreational activities
such as hunting and power tool use - chain saws), but information about such potential
confounding factors was not available to us. Finally, workers might experience multiple
exposures at their workplace, such as ototoxic solvents in addition to noise, but we were unable
to obtain any chemical exposure data.

Conclusions

The major limitation of our evaluation of the LANL Hearing Cons=rvation Program was our
inability to link workers’ audiometric data to area noise level measurements. Yet, for the small
group of workers for whom noise measurements were available we saw a clear relationship with
presumed duration of exposure, noise levels, and the noise type ‘intermittent’ mainly attributed
to the use of saws in TA 40. We believe that the three databases provided to us could be of great
use for further evaluation and help to implement appropriate prevention measures if these
detabases were maintained in a manner that would allow to link outcome data (audiometry data)
for all workers to area noise measurements which represent 95% of all measurements taken at
the facility.
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In order to accomplish these goals in the future we thus recommend:

1.

To create a noise distribution map for the facility and workplaces based on the noise
monitoring program data collected by ESH-5 in order to identify technical areas (TA) with
high rates of workers who experienced a STS.

To obtain historical lists of workers for each TA to allow a linkage of audiometry data with
location and exposure data

To abstract archival database records to get a historic roster of employees enrolled in HCP.
Identify workers enrolled and not enrolled in HCP and compare the proportion of hearing
loss experienced in each group given noise exposure levels and compare whether HCP
effectiveness varied by technical area.

Conduct a match case-control study, i.e. match cases of hearing loss to non-cases enrolled in
the audiometric moniioring program and matched according to year of baseline audiometric
testing and age. For these cases and controls, compare the average noise levels encountered
over the years at the facility and, in addition, retrieve information about protective equipment
and exposure to solvents and metals to examine whether combined exposures increase the
risk of developing hearing loss.

Evaluate the influence of bias due to the fact that exit exams are not mandatory and there
might be a number of workers not reporting for these exams.

Usefulness of Findings: Evaluation of HCP effectiveness

Our results demonstrate that if routinely collected data were maintained at LANL in a manner
that would allow to link outcome (audiometry) data for workers to area noise measurements,
they would be of great use for future continued evaluations of the HCP and hearing loss

prevention measures. 2
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Table 1. Frequency of ‘standard threshold shift’ (STS) for the left ear between the first and last
available audiometry for workers with noise measurements (WWNM _group) and all workers
with at least 2 audiometry measurements (audiometry group), by various standards (0 = no shift,
| = shift present)

WNL_group, 106 workers Audiometry group,
12,130 workers
Shift Frequency Percent! Shift Frequency Percent

OSHA

Average increase 10 dB at 0 72 67.9 |0 9186 75.7

2,3,4kHz 1 34 32.1 1 2944 243

NIOSH, current

Increase of 15 dB at 0 93 £7.7 {0 11229 892.6

5,1,2,3,4,6,8, (10)kHz ] 13 123 |1 901 7.4

NIOSH, 1972

Increase of 25 dB at 0 103 972 [0 11937 08.4

1,2,3,kHz ] 3 2.8 |1 193 1.6

Mild hearing loss, consensus

Increase of 40 dB at 0 105 99 1 0 12084 99.6

1,2, 3, kHz 1 1 09 |1 46 0.4

Mild hearing loss, consensus

Increase of 40 dB at 0 104 98.1 |0 12056 99 4
12,3,4kHz 1 2 1.9 |1 74 (.6

Table 2. Frequency of ‘standard threshold shift’ (STS) for the right ear between the first and
last available audiometry for workers with noise measurements (WWNM _group) and all workers
with at least 2 audiometry measurements (audiometry group), by various standards (0 = no shift,

| = shift present)
! WNL _group, 106 workers Audiometry group,
| 12,130 workers
| Shift Frequency Percent | Shift Frequency Percent
| OSHA
Average increase 10 dB at 0 59 55.7 0 9044 74.6
2,3,4kHz 1 47 44.3 1 3086 254
NIOSH, current
' Increase of 15 dB at 0 87 82.1 0 11182 92.2
..8,1,2,3,4,6,8,(10) kHz ] 19 17.9 1 948 7.8
I NIOSH, 1972
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increase of 25 dR at 0 98 92.5 0 11933 98.4
1,2,3,kHz 1 8 7.5 1 197 1.6
Mild hearing loss, consensus

Increase of 40 dB at 0 105 99.1 0 12068 99.5
1,2,3,kHz 1 1 0.9 | 62 0.5
Mild hearing loss, consensus

Increase of 40 dB at 0 103 G67.2 0 12046 963
2,3, 4kHz 1 3 2.8 1 84 0.7

Table 3. Frequency of ‘standard threshold shift’ (STS) for both ears between the first and last
available audiometry for workers with noise measurements (WWNM_group) and all workers
with at |east 2 audiometry measurements (audiometry group), by various standards (0 = no shift,

| = shift present)

WWNL _group, 106 workers

Audiometry group,
12,130 workers

Shift  Frequency  Percent | Shift Frequency Percent
OSHA
Average increase 10 dB at 0 82 77.4 0 10268 84.6
2,3,4 kHz ] 24 22.6 1 1862 15.4
NIOSH, current .
Increase of 15 dB at 0 96 90.6 0 11663 96.2
5,1,2,3,4,6,8, (10) kHz 1 10 9.4 1 467 3.8
NIOSH, 1972 '
Increase of 25 dB at 0 104 98.1 0 12038 99.2
1,2,3,kHz | 2 1.9 ] 92 0.8
Mild hearing loss, consensus
Increase of 40 dB at 0 106 100.0 0 12101 99.8
1,2, 3,kHz ] 0 0.0 1 : 29 0.2
Miid hearing loss, consensus
Increase of 40 dB at 0 105 99.1 0 12095 99.7
2,3,4kHz 1 ] 0.9 1 35 0.3
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Table 4. Left, right, worst and both ears threshold shift of 10dB
{Exposure: 0 = unexposed, <85 dBA, 1 = exposed, 85+ dBA; Qu

present)

Left ear
Threshold shift

Exposed | 0l 1| Total
| |

G| 39 124 51

| 76.47] 23.53 4
! |
L) 33} 22| 55
| 60.00| 40.00)
J |
Total 72 34 106
Worst Ear
Threshold shift

Exposed | 0| 1| Total
| l

0] 27| 24{ 5I
| 52.94| 47.06 |
f l

1| 22| 33] 55
| 40.00| 60.00 |
| l

Total 49 57 106

Right ear
Threshold shift

Exposed | 0| 1} Total
i |

or more by exposure status
tcome: 0 = no shift, 1 = shift

0] 32! 19| S5I
| 62.75] 37.25|
I F

11 27| 28| 55
| 49.09) 50.91 |
i |

Total 59 47 106

Both ears
Threshold shift

Exposed | 0| 1| Total
l |

0| 44| 7 51
| 86.271 13.73 |
I I

Il 38) 17] 55
| 69.09| 30.91]
| |

Total 82 24 106
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Table 5. Left, right, and both ears threshold shift of 10dB or more by age group at the last
available audiometry (0 = no shift, | = shift present)

LEFT EAR RIGHT EAR
Threshold shift
Age group Threshold shift
Age group
| ] 1t Total | 0| 1] Total
I i ! | | |
<30 f 41 11 s <30 | 5| 0] s
| 80.00] 20.00 [ 100.00] 0.00 |
| i | | |
30-39 | 201 3f 23 30-39 | 21} 2| 25
| 86.96| 13.04 | | 91.30| 8.70|
| | | ! ! 1
40-49 | 271 12| 39 40-49 § 22| 17] 39
| 69.23 | 30.77 ] | 56.41| 43.39
| | i F I |
50-59 | 15| 12] 27 50-59 | 8| 19) 27
| 55.56| 44.44 | | 29.63] 70.37 !
! 1 | | l |
60+ | 6] 6! 12 60+ | 3] 9| 12
| 50.00] 50.00 | | 25.00| 75.00|
| l l ! l |
Total 72 34 106 Total 59 47 106 :
BOTH EARS .
Threshold shift
Age group
| 0l 1] Total
| |
<30 | 5] 0] s
| 100.00| 0.00]
J ! |
30-39 | 23] 0] 23
{100.00| 0.00|
| | |
4C-49 | 30 9| 39
| 76.92| 23.08
| | |
50-59 | 17| 10| 27
| 62.96| 37.04 |
| | I
60+ 1 7] 5| 12
| 5833 41.67
o l I
Tetzl 82 24 106
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Table 6. Effect estimates for factors associated with a threshold shift of 10dB between first and
last audiometric exam in both ears; results from logistic regression models (WWNM-group,
N=106)

Number of | Number| Odds ratio (95% CI) |
workers of |
without workers

STS with STS

Age at last audiometric exam 111 (1.04,1.19)

(in vears)

Years between the first and last 1.16  (1.01, 1.33)
audiometric exam (in years)

dbA

= <80 14 2 1.00

» 80-84 30 5 241 (0.32, 18.2)
* §85-89 28 8 2.87 (044, 18.8)
« >90 10 9 11.60 (1.54, 87.7)

Type of noise

» steady 24 3 0.73 (0.16, 3.37)
* intermittent 4 7 9.03 (1.97, 41.3)
* impulse 3 | 1.67  (0.13, 21.4)
*  mixed 5 3 278  (0.44, 17.6)

¥

Table 7. Distribution of workers (WWNM-group, N=106) with and without a threshold shift of
10dB in both ears between first and last audiometric exam by technical area (TA)

Technical Area Number of workers Number of workers with |
| without STS STS
unkpoown 0 |
3 35 7
9 2 0
16 4 0
35 7 1
39 1 0
40 6 7
41 1 1
43 2 0
46 4 0
50 1 0
] 53 13 5
i 55 5 0
{ 59 i 2
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Appendix 1
DATA SOURCES AVAILABLE FOR HCP EVALUATION

Ir all databases, workers are identified by their LANL identification number, a Z#.

Description

1. Noise sampling database.

Reportedly, this database contains information on LANL workers regardless of HCP enrollment
status. Data records started in 1960, with regular measurements starting in 1970. This database
includes noise exposure measurements, both personal dosimetry and area; location of
measurement (Technical Area (TA), building and room number); description of exposure; date
of sampling; duration of sampling; work group.

We have 5481 records in the noise sampling database, corresponding to 295 individual Z#.

2. Hearing conservation database.

Reportedly, this database contains information on people enrolled in the HCP. The records start
in 1985. Database includes location (TA and building); LANL organization; nature of exposure;
measurement date; noise level; date a person was added to the database; date deleted from the
database; training date; deletion reason; HCP enroliment status (ever vs. never).

We have 1380 records in the noise database, corresponding to 676 individual Z#.

3. Audiometry database.

This database contains audiometry data on all workers at LANL, regardless of HCP enrollment
status and including contractor employees (JCI - construction, PTLA - guards, and county
firefighters). Regular records start in 1963. Database includes date of audiometric exam;
audiometric measurements for left and right ear at 0.5, 1,2,3,4, 6, 8, 10 kHz; interval until
recheck; ear damage (e.g., tympanic membrane rupture); threshold shift.

We have 61054 records in the audiometry database, corresponding to 19875 individual Z#.

4. Birth year file.
This file just contains worker identification number and year of birth.
We have 30062 records in the birth year file, corresponding to 29917 individual Z#.

Concerns for HCP evaluation

The audiometry database does not contain information on worker location and start of
employment. It appears that it is not possible to establish duration of noise exposure for each
worker other than by looking at the time elapsed between the first and the last recorded
audiometry. There is no single source of work history or worker location information contained
in any of the databases. None of the available databases provides HCP enrollment status.

5. To develop and implement a risk-based framework and methodology that permits
estimation of the incidence of adverse health impact predicted from environmental/biological
exposure and enables development of surveillance programs and intervention strategies to
prevent adverse consequences of exposure.
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Research Activities

6. Assessing Risks from Exposures to Multiple Physical and Chemical Agents

Exposure to ionizing radiation in combination with chemicals 1s an important problem in many
developed countries and is likely to be an issue in developing countries. Not only a growing
concern at many hazardous waste sites, where various radioactive and toxic chemical wastes are
burted, aggregate exposures to these two classes of hazardous agents are also common in the
military, in the defense nuclear industry, and in many research laboratories. Moreover. in both
the medical research and medical service sectors of modem economies, mixed exposure to
ionizing radiation and certain chemicals can frequently occur. Mixed exposure to ionizing
radiation and chemicals is also expected to be an important issue for many of the emerging
research and technology industries in developed countries.

Very little quantitative analysis is currently available on the cumulative effects of exposure to
multiple hazardous agents that have either similar or different mechanisms of action. Over the
past several years, efforts have been made to develop the methodologies for risk assessment of
chemical mixtures, but mixed exposures to two or more dissimilar agents such as radiation and
one or more chemical agents have not yet been addressed in any substantive way. To address
this issue, we carried out a review and evaluation of the current understanding of the health risks
arising from mixed exposures to ionizing radiation and specific chemicals. We compiled
mnformation on how radiation/chemical exposures, when evaluated in aggregation, were linked to
chronic health endpoints such as cancer and intermediate health outcomes such as chromosomal
aberrations. We also consider the extent to which the current practices are consistent with the
scientific understanding of the health risks associated with mixed-agent exposures. From this we
identified research needs for assessing the cumulative health risks from aggregate exposures to
ionizing radiation and chemicals. Our evaluation indicates that essentially no guidance has been
provided for conducting risk assessment for two agents with different mechanisms of action (j.e.,
energy deposition from ionizing radiation versus DNA interactions with chemicais) but similar
biological endpoints (i.e., chromosomal aberrations, mutations, and cancer), Qur analysis
reveals the problems caused by the absence of both the basic science and an appropriate
evaluation framework for the combined effects of mixed-agent exposures. This makes it difficult
to determine whether there is truly no interaction or somehow the interaction is masked by the
scale of effect observation or inappropriate dose-response assumptions.

This effort resulted in a proposed framework for measuring and evaluating radiation/chemical
exposures. This framework was applied to workers at the U.S. Department of Energy Savannah
Ruver Site in South Carolina where exposures to both benzene and ionizing radiation have been
measured. The key findings and recommendations from this study are the following:

1) The environmental health sciences community needs an evaluation framework that makes
possible consideration potential interactions between chemical agents and ionizing radiation.

2)  The limited power of epidemiological studies may be inadequate to uncover the potential
synergisms that would be important from a policy perspective.

>)  Carefully designed studies of chromosomal aberrations may have the potential to reveal the
synergisms caused by mixed exposure to genetoxic agents.
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4) The environmental health community needs standardized procedures for characterizing the
risks of mixed-agent exposures.

5)  Uncertainties in extrapolation from experimental data to human risks must be properly
characterized.

6) Risk assessment guidance must be explicit on procedures to address the combined effects of
mixed-agent exposures.

7)  There is an absence of case studies on the health effects of mixed-agent exposures.

Waste Incinerators as Case Study of Failure to Address Worker Exposure

Waste incineration has emerged over the last century as a viable strategy for (a) reducing the
volume of municipal waste, (b) for reducing substantially the volume of chemical and biological
hazardous wastes, (c) for destroying medically contaminated hospital waste, and (d) for
producing energy. Whether waste incineration poses a health risk to occupational and residential
populations has been the subject of continuous scientific debate. In November 1999, the
National Research Council released a report titled "Waste Incineration and Public Health” that
addressed pollutant emissions, exposures and health risks from waste incineration. We carried
out a study to provide some background both on the health issues that have emerged for waste
incineration and to discuss some of the issues raised in the NRC report. This work was
published in the journal Environmental Science and T. echnology. In this report, we identified
three areas in which the limitations and uncertainty in the data impact health effects assessments.
First, there is very little emissions data for any event other that normal operation. Second, we
still lack data needed to characterize intermedia transfers of emitted chemicals from ambient air
to food webs and to indoor environments. Third, we note that the existing framework used to
assess human exposures and health effects from incinerators has focused on local populations but
excluded both workers and the larger regional populations.

Workers at incinerators are and understudied and important population for exposures to multiple
chemical agents. Workers come into close contact with not only the stack emissions, but alzo
with toxic pollutants captured in the air pollution control equipment, including electrostatic
precipitators and bag houses. These must be cleaned out periodically, and high concentrations of
dioxin and various metals have been measured in the air during these operations. Both personal
and area sampling of workers cleaning out electrostatic precipitators at municipal incinerators
demonstrated exposures greatly in excess of recommended limits for dioxins and metals (arsenic,
lead, cadmium and aluminum). Elevated levels of dioxin and lead have been reported in the
blood of municipal incineration workers. Higher concentrations of hydroxypyrene in the urinc of
municipal incineration workers indicate exposure to higher levels of polycyclic aromatic
hyvdrocarbons; similarly, higher levels of urinary mutagens have been reported among refuse
incinerator workers.

Research Products

Chen, W.G. and McKone, T.E. "Chronic Health Risks from Aggregate Exposures to lonizing
Radiation and Chemicals: Scientific Basis for an Assessment Framework," accepted for
publication in the journal Risk Analysis, April 2000.

M:Kone, TE; Hammond, SK. "Managing the Health Impacts of Waste Incineration,”
Environmental Science and T echnology, 34(17):380A-387A, 2000.
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Abstract:

The overall goal of this research is to develop an integrated theory, approach, and
methodology to exposure assessment and hazard surveillance, which emphasizes
characterization of exposure to complex mixtures of chemical toxicants and
biomechanical problems as well as single agents. The research has relevance to
identification and characterization of problems associated with decommissioning and
decontamination of Department of Energy sites, application to the defense nuclear
industry and other high-risk industrial locations. This research represents collaboration
between the University of California at Los Angeles and Berkeley, Lawrence Livermore
and Los Alamos National Laboratories. The specific aims of the overal] research can be
subdivided into subsections.

1. Exposure assessment and hazard surveillance: To identify appropriate statistical tools
for characterizing multiple chemical agents; to explore toxicologic and epidemiclogic
implications of multivariate exposure charactenization; to measure task-specific
exposures with real time instrumentation and integrated sampling; to develop models of
exposure based on task specific data; to test these models with integrated sampling, and
to refine the models based on the results.

2. Modeling pollutant concentration between source and worker: Improve our
understanding of small scale (0 to 2 m) dispersion of contaminants with the ultimate goal
of predicting personal exposure based on the mininmum number of area concentration
measurements. To provide a tool for efficient screening of a large number of work sites
for potential inhalation hazards. .

3. Application of biologic monitoring and biomarkers of exposure for exposure
assessment and hazard surveillance: To make use of biologic monitoring, biomarkers of
exposure, and toxicokinetic modeling to better estimate internal and target tissue dose
from exposure to single and multiple chemical agents and evaluated interactive effects
associated with toxicokinetic interaction.

4. Integrated task and postural analysis for ergonomic exposure analysis: To develop,
pilot test, and validated an integrated task and postural analysis for ergonomics exposure
sssessment.

3 Evaluation of current exposure and medical surveillance programs at Los Alamos and
[ awrence Livermore National Laboratories: To evaluated the medical and exposure
surveillance programs at LANL, identify discrepancies between health and safety

- wol¢” and established monitoring programs, and develop an integrated surveillance
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systemn that efficiently combines hazardous-exposure, biological, and health-outcome
monitoring of the worker population.

6. Assessing risks from exposure to multiple physical and chemical agents: To develop
and implement a risk based framework and methodelogy that permits estimation of the
incidence of adverse health impact predicted from environmental/biological exposure and
enables development of surveiliance programs and intervention strategies to prevent
adverse conszquences of exposures.
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commoanly used jn epidemiology. Cluster analysis was performed for 37 workers simuftaneously
€xposed to three agents (endotoxin, phenolic com pounds and formaldehyde) ig fiberglass insuiation
manufacturing. Different clustering algorithms, including complete-linkage (or fartbes:-neighhor).
single-link age (or feares(-neighbor), group-average and model-based clustering approaches. were
used to construct the tree stTuctures from which clusters can be formed. Differences were observed
between the exposure clusters constructed by these different clustering aigorithms. When con-
trasting the exposure classification based on tree structures with that based op Bon-Mmeasurement-

Kevwords: glass tibre: cluster analysis: €Xposure groups: occupational 2roups: epidemiology

Hines er al (1995} used hierarchical clusier analvsis
inexploring the concurrent exposure of female
workers in the semiconductor fabrcation industry 1o
a number of chemical and physical agents in the con-
text of an ¢pidemioiogical Investigation of spon-
tancous abortions, We have been further Invesligating
the application of cluster analysis to the charac-
lenzation of multiple EXposures in other aspects of

industrial hygiene

2ted by the fact thart all workers are exposed to mul-

uple hazards dupn

INTRODUCTION nology to measure these €Xposures 1s ncreasingty
availabie. It is not clear. however. how best 1o sum.
manze this type of multivanate data for use in
¢Xposure monitoring and surveillance. [t 15 of some
interest, for example. to speculate on the multivanage
equivalent of the homogeneously exposed group or.
from a differen: perspective. to consider the mul-
tivanate analog of the tandom effects modei {Rap-
paport er al.. 1995) in exposure characterizaton.

In epidemiological studies. €XpOosure assessments
often are performed by classifying study subjects tn1o
discrete exposure calegones. When dealing with
cXposures to multiple agents. the exposure class-
fication problem becomes much more complex

practice. This work has been mativ-

ng a typical workday and the tech-
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because of the increase in dimensionality. Although

1998 1n final form 10 August 1998, . ’
multiple regression or logistic regression models ars

-1 330 T54-%164; E-ma:l: jdwu.d epm.ucdavis.edu often applied to explore exposure-relationships. a
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L )
acelldenned outcome cor dependents wanahle s
required betore using these models However. the cun-
Sruction  af abjectine Whasses does nog
rynife any ntormaten heulth
Examples of muliinanate statstica! methods which
can meet the purposes ol exposure assesyment nclude
pringipat component anaiyvsis and herarchical cluster
dnulvsis For example. Simmons and Spear (19453
utlized principai vomponenis echnigues 10 charac-
terize workers' exposures [0 J4 safiety b solvents in g
printing piant. Suhl er wf (19941 atse used the method
toevamine the intercorreiation between ditferent sum-
mary measures of 60 Hz muagnetc field exposare
dmong utility workers. Recentiv. Byve 11996) empha-
sized the advantages ot the eehnique tor the manage-
ment ol large duta sets ard the applicution to the
generation of new hvputheses ror investganons of
complex svstems. While principal components analy-
315 and s vanunts have been appled in vanious
exposure-related apptications. this has not been the
cuse {or cluster analvsis. Hence. the purpose of this
study was to expiore. via clusier analvsis. exposure
patterns among workers exposed o three agents (air-
borne endotoxin. phenolic compounds and tormalde-
hvde) in fiberglass insulution manufactuning. and 1o
charactenze exposures based on these patterns.

There are many vartants of cluster analvsis and one
may generally expect differences in the final results
of such an analysis depending on which particular
procedure 15 used. Hence. one of the principal obiec-
tives in this study was to guin some sense of the mag-
nitude of these differences when common clustering
procedures were upplied to tvpicai exposure data. As
will be seen. we will contrast exposure groupings for
the fiberglass workers based on c¢luster analvsis with
non-measurement-based strategies commeonly used n
epidemiciogy. In making these compansons. it 1s
important to be confident that anv differences
observed between the two approaches are not arufacts
of the stavstical procedures used in idenufving
exposure clusters,

CXDosUre

abueut Dulvomes

CLUSTER ANALYSIS

Everitt (1994) has given a clear defimition of cluster
analysis, "Cluster anafvsis is u generic term used tor o
large number of rechniques which aitempt to determne
whether ur nor a data ser contains distinct groups. und.
if s0. to find the groups.” That ts. cluster analvsis (s a
good statstical ool of searching for obiects with simi-
lar attributes in a data set. The following paragraphs
describe the general aspects of the approach with
respect 1o the selections of distance metrics. clustering
atgorithms. or critena for determining the number of
clusters and for validating a tree structure

In general. cluster analvsis regards each object as a
point 1n a multi-dimnensional space defined by the
values of each of its attributes. The distance between
two obsects 1s measured (o determine the similariy of
the objects in 1erms of each of 11s attributes. Therefore.

Dowew s

the Choce of L distunes Merfie ~ “Re mita slep ol
cluster analvas There are s variety ot dislanes Tetrios
avarlable hut Euchidean disiunes o the most Common
andatutbne und was used througnout this < uds

Bevuuse diferenues in units and in the mazniiude
ol the varunce in cuch ot the mdividual Jlinibues
may mduence the computation of Jisténce metries,
sanable standardizabion s mportant lor ciuster
LAalvsis Varous standardizaton methods have peen
proposed. Milligan and Cooper (1955 conducted 4
Monte Curlu study 1o compare the perfarmuance of
seven ditferent wanuble aninbute:
methods 10 recovering known clusters of svnathete
duata. They found that the standardization approacn
which divides each vaniabie by its range exhibied
consistently superier recovery ol the structures under
different error conditions. separation distances. clus-
tering aigonithms. and coveruge leveis [n contrast 1o
Milligan dand Cooper’s studv. Scharfer and Green
{1996 evaluated the variable standurdization methods
by using real data sets and external valsdanion They
oo discovered that no stundardization did as well or
better than the runge standarcization Although the
range standardization s vonsidered to be & g2ood
metnod lor vanabie standardization in cluster analv-
518, 1t Is not possible to conclude that ¢ s alwavs the
most etfective upproach.

Alter 4 distance metric 1s selected and the vanables
are standardized. the next step is the determination of
a clustenng zlgonthm. Since the purpose of cluster
analysis is to combine objects into groups or clusters.
some rules or methods are requireg o determine how
to form these groups. Clustenne algonthms are the
rules or procedures used for this purpose. In general.
the issue 15 to decide when (wo obyects are sufficientiv
similar to form a cluster and then to decide whether
other objects should be added 1o this nucieus. to
another. cr to start a new cluster. Some of the popular
algonithms are the centroid method, the single-linkage
tor nearest-neighbor) method. the complete-linkage
tor farthest-neighbor! method. the average-iinkage
methed and the Ward's method. Compiete-linkage.
single-linkage. average-linkage und mode!i-based clus-
tering zigonthms are the methods available in S-plus
(Venables and Rupley. 1994) and were used in this
study.

The detailed explanations of these algonthms are
well described in Eventt's book (Evenitt, 1993 and
Barfield and Raftery’s paper (Banfieid and Raiterv,
1993). Brief descriptions of these algorithms are grven
here to provide an understanding of how they work.
The centroid method calculates the distance between
two clusters based on the weighted centers of the clus-
ters; two clusters with the smallest distunce are gro-
uped and a new centroid 1s computed. In the single-
linkage method. the distance between two clusters is
defined as the mimimum of the distunces betwecn i
passible pairs of objects in the two clusiers In the
complere-linkage method. the distarce Betvezen s
clusters 1s represented by the maximur of the dis-

standardizaton



Hicrariniea Jgaer “fuats sy upphed Lo wrker.
e hetween Ui papy o uhlects in the clustery
The veruve-linkave uses rhe Meun distance trom j)
ableis 0 one cluster 1o g VbIECts 1N Jnother two
usters with the stallest meyn dintance are then
merged (O 1orm 4 new luster Warg, method does
ot vompute distances between Clusters, but mstead
lorms Clusters by Mdumizing within-clusters hom.
vgeneity where the wihin-cluster sum of squares s
used ds the meusyre o!'homogcncs[}. Lnlike the dlgu-
rithms previously described. the model-based olys-
tenng dgorithm ailows one (o choose cluster teatgres
HOPTMTL e Shape. size 40d orentation, this s
dchieved by Téparimeterizaton of the Covariance
matex und wtihizes informanon resuiting from eg.
=Mvalue decomposition i Buntield and Rattery 1983,

It has been pointed out that differem: clustering
dlgorithms Mav produce differen shaped und sized
clusters As described by Evenitt 11993, single linkage
clustering 1y goud for finding silipucai clusters. both
ventroid and Ward's methods have o tendency 1o
obrun spherical clusters Therefore. it has been a con-
vern that the onientation. 31ze and shape. inherently
©XSUNZ N 3 data set determyne whether or not 4 par-
ticular clustering digerithm gives usery] results. How-
ever. these charactenstics 4Ie not known u prige.
Although this concern onginated from a staustcal
perspective. 1t also has Important immplications for
industnal hygiene and toxicology. For example. if the
size of 3 ctuster is large’. within-ciyster vanability s
large’ Thus. it may not be reascnable to claim that
the members of the cluster share homogeneous
eXposures because the exposyre can vary significantly
I both magnitude snd composition. fp summary.
however. 4 cluster 5 comprised of a set of sample
PoILs (in this study each point defined bv an endo-.
loxln-phcnohc~£'or1'naldehyde level} which are close’
together as defined by the appticauon of clustering
algonthms 1o the measured Fuclidean distances
between the points.

For hierarchicaj clustenng algonithms. the Aumber
of clusters at each step is one less (or more) than the
previous one. A dendrogram or hierarchicai tree is the
graphical presentation of various steps of the hier-
archicai clusiering process. Normally, the vertical axis
of a hierarchical tree indicates the Euclidean distance
or leve! of dissimilanty where rwo objects or clusters
merge 10 form 4 larger cluster. The tree shown in Fig.
115 a tvpical hierarchical tree. Cutting a hterarchical
tree horizontally creates a clustering. The horizontal
2x1s of a hierarchical tree identifies the objects being
classified. Objects connected by lines represent clusters
which are nested together. The tree clearly shows the
Euclidean distance between clusters and the numbers
of clusters ar each merging siage. In order to form
clusiers from a hierarchicat tree. a threshold con the
Euclidean distance or dissimilarity valye needs to be
specified. Hence. a method of determining the number
of clusters in a data sel 1s needed to form objective
and represeniative exposure clusters or patterns.

There are different approaches to determining the

STMeUTes n TRt Gnn asgtaion T.x.".ul.‘..!uf‘w"t: 4

aumber of Uusiers Theee mutude the wariaace rpe
sTenon oV RC Culinskr and Harshasz, 19730 ihe
POMt seriul correlanion voethuient or | ufleg MH
des i gng Dubes, 19KX). 4nd the upprovumy-e
WEIRt OF evidence 1 AWE) JPProach i Banneld uny
Ruttery 1uys) Miiligan and Cooper (1983 Conduted
4 Monte Curig study which evalyated 10 provedures
for determining the number OF Clusters 1n duty sers
with Jitferen; Numbers of non-overfupping clusiers
The detysied discussion vt how these upprouches per-
'orm 15 ot within the scope of thiy puper Fur the
Purpose ol ilustration. however. the VRC 4pproach
Is presented to show the Jetermination ot the umber
olvlusters in he Abergiuss daty ser This method Jerer-
mines the number of ¢lugsters by comparnay the ruga
of between ofyster Sum-el-squares 1o within ciuster
suUm-of-squares.

The fnal fMportant issue in ofyster dnaivsis 15 the
determination of (he validity of a tree structure That
1s. how does one conclude that a rree structure
obluined in 4 particular cluster analysis was not pro-
duced by chance? Methods have been proposed for
dccomphishing this task tJamm and Dubes, 1988 by
therr discussion 15 also bevond the scope of thes paper
aithough the Rand index (Huber: and Arabie. 1985
Wds upplied to assess the validity of the tree structure
of the fiberglass data ser.

THE DATA SET

The data set ysed in this study was collected in an
epidemiologcal study of peak expiratory Hom change

dnd formaidehyde in a fiberglass wool manufacturnng
plant (Milton er 4/, 1996). Worker EXpOsures were
Mmeasured by taking persoral air samples and rec-
ording Lme-activity worklogs. Sampling and analvss
techniques for these samples were discussed in detail
m Walters {1993) A total of 393 haif-shif: (4-hour)
personal air samples were collected from 37 workers
in four work groups for 36 davs each: two measure-
TEALs were taken per day for aimost ail workers. The
four work groups include two production Broups (A
and D} and two maintenance groups (M and N)
These groups were selected largely for sampling con-
ventence and are reported here sinze thev correspond
roughly to traditional classificauons based on job
utles. The prior FXpectauon would be that the (wo
production groups would be similar to one another.
45 would the maintenance groups. but that production
¢xposures would differ from Mmatntenance exposures
Ten to twelve personal measurements were taken for
mMOost workers.

In a previous study Walters (1993) ysed 1eb utles
and observations of work tasks and arsas 1o classify
these workers into four exposure zones (B, F. O and
X for basement. forehearth, curing ovens and main-
enance. respectively). Detasled descriptions of the
assignment of the exposure zones WETE mven n 2 |ater
study (Milton er g/.. 19961 In summary. the workers
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Fig 1. Hierarchical tree based on workers' mean exposures using complete-linkage and non-standardized data.

in the exposure zones B. O and F maniy stayed in
their work areas 1o conduct their work tasks. There-
fore, they were considered to be ‘fixed location
wotkers.” The workers in the exposure zone X were
considered to be ‘mobiie workers’ because they moved
around different work areas. Although the workers in
this exposure group were not entirely maintenance
workers. they shared a common charactenstic of
spending most of their time 1n low-exposure areas.

Stausucal analvses were performed by using S-plus
for Windows version 3.2, Summary statistics were
calculated including the mean. varance. coefficient of
variation and correlation coefficients. Quanule-quan-
tile plots were generated to examune the distnbutions
of workers™ exposures. Among 380 valid measure-
ments. no value was under the detection limit for
endotoxin. There were a large (59%) and small (12%)
proportions of the measurements under the detection
limits of phenolic compounds and fermaldehyde.
tespectively. The half-shift exposures of these workers
were approximately lognormal when examining the
quantile-guantile plots afier removal of the values
under the detection limits. Measurements betow the
detection limuts were replaced by the values of half the
detection limits for the cluster analysis. Maximum
likelihood methods were used in estimating the means
and variances in the summary statistics as described
below.

RESLLTS

Descriptive statistics
Exposure means and standard deviations of these
three agents and four work groups are shown in Table

}. Because the high proporuon of exposure measure-
ments under the detecucn limit for phenolic com-
pounds probably resufted 1n unreliable estimates of
exposure means and standard deviations. a maximum
liketihood estimation (MLE) algonthm was used
under S-plus to estimale these mreans and standard
deviations. The basic assumptions underlving the
MLE aigonthm is that the values under the detecuon
limit follow the same distribution as those above the
detection limit. Here, the distnbution of the values
above the detection limit ts assumed o be lognormal.
Although the MLE was used to estimaie the means
and standard deviations of the work groups. the group
mean exposures were not subsequently used in cluster
analysis. As expected. the median exposure of groups
A and D were similar to each other and higher than
groups M and N. Three univanate analyses of van-
ance (ANOVA) were conducted on the logs of the
individual concentration data to expiore differences
in exposure by zone. The model used for the ANOV A
was a fixed-effects model. The resuits iflustrate that
there was a significant difference between the median
exposures for different exposure zones for each agent
{Tables 2 and ).

However. analysis of consecutive four-hour
measurements suggests that some degree of auto-
correlaton was present in the formaldehyde data in
particular. Hence. the independence assurnption
underlying the ANOVA signsficance tests was
compromised. The F values were sufficiently large and
the strength of the autocorrelation suthaiently modest.
however. to suppor the conclusion that a difference
in median exposure exsts between zones. The Pearson
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Exposure

Number of Mean Median Range Standard
Agents zones samples (ug. m (ug:m) {ug m’} devianon fug. m?)
Endotoxin
77 0.08 0.02 ‘ . 0.24

B 0.0006- | 9360
F 69 0.03 8.02 0.0006-0.3871 205
O 34 0.0l 0.0t 0.0009—0.0857 002
X (8% 0.62 0.00 0.0002) 7642 0.06
Total 368
“
Phenolic
Compounds B 77 99 146 5.68-302.36 7090
F 69 48 24 43138 5.24-147 35 407
O 34 J0.85 821 33312554 27453
X 188 2438 7.39 4 60605 89 6467
Total 368
Formaidehvde
B 77 7433 49.9¢ 11331497 67.24
F 69 76.43 7592 10521712 352
O 34 74.54 48.70 1.85-344 80 7307
X 3:1:} 25.57 [3.66 1.09-181 97 3313
Total 368
product-moment correlation between the individual  ment for the intercorrelations between the variables
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phenolic compounds
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However, a hugh

compounds was observed in exposure zon
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eXposure correlation.

118 agent exposures was generally not high.
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Wwas not performed before
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and 3 columns (a
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Preliminary analvses

Inorder o apply cluster analvsis to the multivanate
data with fepeated measurements, mean
worker exposures 1o each agent were used In most
analyses. A data marrix consisted of 37 rows
genis) was thereby created. By view-
's mean exposure as a powntin a three-
Tec-agent) space. the distance betwssp

calculating the Euctidean

values af

{workers)
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Residuals ‘hd EE tgt B
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Residuals Jbed 6 72 L —
Loy ifurmuidehy des
E<posure sones 3 fdd T 1K 24 2h 4 1O
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Tabie + Correlauon matnx of agent expasures

All exposure 2ones Phenolic

combined Endotouin compounds Formaidehvde
Endeloxin 1.000 n 286 N6
Phenolic compounds 1.000 0320
Formaidehvde [ELLY
Exposure Zone B

Endotoxin 1.000 n.i29 0149
Phenolic compounds 1.000 n424
Formaidehvde I 000
Exposure zone F

Endotexin 1.000 0.263 —0.059
Phenotic Compound 1.000 0.351
Formaldehvde |.000
Exposure zone O b
Endotoxin i 000 0709 0.020 ¢
Phenolic compounds 1.009 0.155%
Formaldehvde 1.000
Exposure zone X

Endotoxin 1.000 0253 0.238
Phenotic compounds 1.000 0.240
Formaldehvae 1.000

each pair of workers was calculated. Thus. a distance
or similarity matrix was obtained. By applying clus-
tering algonthms to the distance matnix. a hierarchical
tree was constructed from which the similanty of
workers' exposures can be assessed. Examining the
hierarchical trees of the unstandardized and sian-
dardized (z-standardizanon)} anthmetic mean
exposures based on Euclidean distance and three
different clustening algorithms: complete-linkage.
group-average and single-linkage. showed three wor-
kers (#1. 13 and 14) had very different exposures
from all others. These three points formed long bran-
ches which did not join the main tree until very late
stages. Hence. the algorithms tended to identify clus-
ters compnsed of only one worker. Therefore. we
chose to treat these workers as having unique
exposures and they were deleted from the following
analyses. Figure | is the hierarchical tree of the unstan-
dardized mean exposures based on Euciidean distance

and the comple:e-linkage (or farthest-neighbor) clus-
tering algonthm with the three outliers deleted. The
numbers at the end of each node are the identification
numbers of the workers. Examining the hierarchical
tree. we can see the 34 workers can be classified into
three. four or five exposure clusters {or groups) by
cutting the tree at Euclidean distances ol about 63, 35
or 3.

Effects of standardization

Because the difference in the magnitude of exposurz
and in vanability between the three agents are likely
to influence clustering. the data were standardized 10
mean zero and vanance one (z-standardizathiont and
analyzed by the compiete-linkage algonthm. The hier-
archical tree obtained from the standardized agata is
showed in Fig. 2. Companng this tree with tha:
obtained from the unstandardized data with the same
clustenng aigorithm (Fig. 1), 1t can be seen that some
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Euchkdean Distence

workers changed clusters This difference js largely
due 1o the fact thar endotoxin exposures in the unsian-
dardized data were small compared wuh those of
other two variables. hence that exposure component
did not plav an impertant roje in the unstandardized
clustering. After standardization. the differences of
endotoxin exposures among these warkers made g
contribution to the exposure clustering.

Elfecis of clusiering merhods

The influence of clustenng algonthms on the for-
maron of a tree structure has been discusseq exten-
sively tEveritt. 1993: Jain and Dubes. 198%). Here. this
1ssue was explored by the production of tree structures
using complete-linkage. group-average and single-
linkage clustering algorithms applied to standardized
data. Because this data ser is three dimensional (he
use of scatter plots supplements the tree diagrams in
displaving the effects of different ¢lustering
procedures. Figure 3a (s one such plot which iliustrates
the clusters found by the complete-linkage algorithm
when four exposure clusters were chosen f1.e.. the tree
Was cut at a distance of 3.5 in Fig. 2). Figure 3b and
Jc are the plots from group-average and single-ltnkage
clustering algorithms. respectively. when four clusters
were spectfied. When tompanng the iatter two piots
with that produced by compiete-linkage (Fig. 3a).
there ure minor differences between the group-average
and complete-linkage clusiering algorithms. but. very
significant differences between the single-linkage and
cemplete-linkage clustering algorthms. The exposure
‘tusiers produced by the single-tinkage algonthm con-
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tain three singie-member clusters which dlustrate the
danger or specifving the number of clusters o priori.

Finally. the model-based clustering algonthm was
appiied 10 the data set and asked to |denufy5:!hp50|dai
clusters. Figure 3d shows  the three-dimensian
Exposure cluster piot produced by this algonthm.
Companng these exposure clusters with thar from
compiete-hinkage clustering algorithm. we can see sig-
nificant changes on the members of clusters where
there are high EXposUres to three agents. Therefore.
the specification of the cluster shape had an impact
on the outcome.

From these results it Isclear that differen; clustenng
algonthms produce different resutts when appiied to
typical exposure data as they do tn other statistical
applications. The next issye Wwas 1o investigate whether
any of these statisticafly-defined clusters correlated
with the eptdemiological classifications of exposure
based on work area or work group.

Clusters versus epidemiological classificarion

When Fig 2 was labeted according to the exposure
zones. it is easily seen that workers in the same
€Xposure zones were classified into different exposyre
clusters [Fig. $(A}). Again. when the exposure clusters
were [abeled by the work groups A.D. Mand N [Fig
4(BI]. one cluster was compnsed of only workers from
the production work groups (A and D) and another
cluster had about two-thirds of the members from the
maintenance work groups (M and N). However. 6 oyt
of 16 workers in the production work Eroups were
classified into the exposureclusters of the maintenance
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Fig 3 (a) Pnncipal component plot of workers standardized mean exposures based on cutting the tree into lour clusters
icompiete-hnkage). (b) Pnnuipal component pict ot workers™ standardized mean exposures based on cutting the tree into
four clusters (group-average),

work groups and another cluster. formed at high Eucli-
dean distance. consisted of about equal number of wor-
kers from both the production and maintenance work
groups. All these results illustrate that the exposure
classification based on actual measurements differed
from that based on subjective critena. Although the
small numbers of workers 1n some of the exposure zones
and clusters made the determination of a representative
exposure cluster of an exposure zone difficult. it was

evident that the exposure clusters identified from the
standardized data set had little refationshup with the
classification results from either the exposure zone ot
the work group ciassification approach. While we can-
not aliege that one exposure classificanon approach
1s superior to another n all settings. most experts in
exposure assessment prefer methods based on feld
measurements versus those based on expert opimon
{Kromhout er @l 1992 Poster gt 1951
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Fig. 3 1¢) Pnncipai component plot of workers' standardized
isingle-linkage). (d) Principal component plot of workers’ stan

mean exposures based on cutting the tree into foyr vlusters
dardized mean expostires based on cutting the tree o four

clusters {model-based),

It 1s interesting to compare the difference of
between-worker geometnc  standard deviations
tGSDy) of the marginal distributions of each of the
three agents between the groupings based on the
€xposure zone and cluster analysis approaches. Table
5 shows the GSD, of these two classification

approaches. As can be seen. the cluster analysis based
on the complete linkage approach tends 1o 2rve 4
smaller GSD, than does the exposure zone approach
While these differences in GSD, are not large :n this
case. it must be recalled thar the m2mbership n the
cluster 1s quite different than that based on exposure



Fig. 4 Hierarchical tree based on workers' mean exposures using complete-linkage and z-standardizanon.

Table 5. Companson of gEometric Mean and between-worker geometnc standard deviation (GSD.,)

between exposure groupings based on cluster analysis and exposure zone approach

Cluster analysis

Number of Endotoun Phenolic compounds Formaidehvde
Clusters workers oM GSD, oM GSD, tOGM GSD.
#*1 7 0.033 1.415 32272 1.496 40,397 ! 48]
-l 7 0.M6 £.383 35233 1.543 86125 1147
*3 19 0.007 [ 886 14,321 | 754 26428 | 343
#d | NA NA NA ™A NA NA
Exposure zones
Number of’ Endotoxn Phenolic compounds Formalehvde

Zones workers GM GSD, GM GSD, GM GSD,
F 6 0.023 1.801 46.539 1281 72042 1.289

B 3 0.024 1.657 30 666 1.330 49 889 1432

X 20 0.009 263 17 147 231 24692 p.82n

0 3 Q012 1.302 20475 1188 70.808 | 328
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cones Abo. the difference of GMs berween 4Toups
larger  tor the cluster than  the

tradinonuth constituted evposure zones

[ dnaisvsis

Deternunarion of number of veposiire lusiers

Although our results 1o this puint suggest that stat-
isucally-based definitions of clusters muay not be par-
tculurly helpful 1n analvzing exposure data. there 15
one additional aspect of cluster methodology that
right provide further insight Thus relates (o the num-
ber of clusters that exist 1n a data set In all of the
foregoing analvses the number of clusters was chosen
to match the epidemiological classification and based
on the original tree structure of Fig. 2 Inexploring a
more organized approach to defining the number of
clusters appropriate 1o the data set. the tree structure
produced by using the complete-linkage clustering
digorithm was used. Figure 3 1s the result of applving
the VRC (vanance rauo criterion) approach men-
tioned earlier. According to the criterion descnbed by
Calinski and Harabasz (1974), we interpret this figure
te inrer that the most plausible number of clusters 15
four because the curve Aattens a1 that point. Because
the VRC approach was origimally based on the single-
linkage clustertng algorithm. the tree structure pro-
duced by using the single-linkage clustening algonthm
was also tested by using the VRC approach The resuit
tnot shown heret also indicated that ciysters were not
well separated and that it was difficult to determine
the number of clusters of the tree siructure.

The Rand index (Hubert and Arabie. 1985) was
used to assess the validity of the tree structure. Briefly,
the basic question is. given the fiberglass exposure

data. how hikefv 1s (1 that 4 given aumber of clusters
would be determined by 1 purtcuiar clustering algo-
rithm if there wus no underiying structure o the Jats
In this case. the complete-hnkage alworithm was used
M 4 bootsirap scheme 1o estimuate the probabihis that
Jodor 3 ctusters would be determined by chance The
bootstrup approach estimuted the number of clusters
in the data using calculations bused vn the hy pothesis
that there was no underlving structure in the duts That
Is. we calculuted the probability of observing certiin
structures in the daia by chance The result of thy
bootstrap approach was that. for this data set. the
probabulity of ebserving 3 clusters bv chunce was 0 33,
of 4 clusters 0 04. und of 3 clusters 0.02 The I-luster
structure identfied 1n the duta was also freguentis
observed in the random sampies but the + and 3-cluster
structures were not. Hence. a result vielding either 4 ur
5 clusters s iikely to represent the data struciure well.
since such a result 1s unlikely to be observed by chance

The lack of consistency in the number of clusters of
the different determination approaches suggests that
there s little separation between the ciusters, However.
the resuit is based on a relative smail data set for mul-
uvanate stausucal anatysis. The unsiable resuit may
limit our abulity to make conclusions but It also motiy-
dtes more consideration of muluvariate stausucal
approachs (o classifving multiple  occupational
exposures and [orming homogeneoys €XPOSUrE Eroups.

DISCUSSION AND CONCLLSIONS

Tothe exient that a cluster is tegarded asidentfving
4N cxposure group. it is clear that different clustenng
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Fig. 5. Relationship between vanance ratio {BGSS WGSS) and number of clusters.
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Chronic Health Risks from Aggregate Exposures to
Ionizing Radiation and Chemicals: Scientific Basis
for an Assessment Framework

Wan-ching G. Chen’' and Thomas E. McKone'*

Very little quantitative analysis is currentiy available on the cumulative effects of exposure (o
muitiple hazardous agents that have either similar or different mechanisms of action, Over
the past several years, efforts have been made to develop the methodologies for risk assess-
ment of chemical mixtures, but mixed exposures to two or more dissimilar agents such as ra-
diation and one or more chemical agents have not yet been addressed in any substantive way.
This article reviews the current understanding of the health risks arising from mixed expo-
sures to ionizing radiation and specific chemicals. Specifically discussed is how mixed radia-
tion/chemical exposures, when evaluated in aggregation, were linked to chronic health end-
points such as cancer and intermediate health outcomes such as chromosomai aberrations.
Also considered is the extent to which the current practices are consistent with the scientific
understanding of the health risks associated with mixed-agent exposures. From this the dis-
cussion moves to the research needs for assessing the cumulative heaith risks from aggregate
exposures to ionizing radiation and chemicals The evaluation indicates that essentially no
guidance has been provided for conducting risk assessment for two agents with different
mechanisms of action (i.e., energy deposition from ionizing radiation versus DNA interac-

. tions with chemicals) but similar biological endpoints (i.e., chromosornal aberrations, muta-

tions, and cancer). The literature review also reveals the problems caused by the absence
of both the basic science and an appropriate evaluation framework for the combined effects of
mixed-agent exposures. This makes it difficult to determine whether there is truly no interac-
tion or somehow the interaction is masked by the scale of effect observation or inappropriate
dose-response assumptions.

1. INTRODUCTION

KEY WORDS: Risk assessment; multiple-agent exposure; ionizing radiation; chemical

logically hazardous agents. Historically, national and
international regulatory agencies have conducted

Modern technologies that consume, produce, re-
lease. and dispose of multiple agents have given rise
to growing concerns about the cumulative risks of ag-
gregate exposures to physically, chemically, and bio-

school of Public Health, University of California at Berkeley,
Rriveley, CA
*Address correspondence to: T. E. McKone, 140 Warren Hall
a7 School of Public Health, University of California, Berkeley,
-+ V2457360 temekone@LBL gov.

risk assessments and set standards primarily for indi-
vidual hazardous substances Recognizing this ap-
proach may not be adequately protective, some agen-
cies, such as the US. Environmental Protection Agency
(EPA), have published general guidelines for risk as-
sessment of chemical mixtures!" In the past several
years, efforts have been made to develop methodolo-
gies for risk assessment of chemical mixtures.' -
However, aggregate exposures to two or more dis-

0272433201 /0200-0025516.00/1 © 2001 Socety for Risk Analysis
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Fig. 1. This figure illustrates how exposures can be aggregated
within a particular toxic agent class (i.c.. physical agents. chemical
agents. bioiogical agenis) or across one of more agent classes. The
hatched area illusirates the focus of this article on aggregate expo-
sures to a physical agent (ionizing radiation) in combination with a
chemical agent.

similar agents—agents from different agent classes—
such as radiation and one or more chemical agents,
have not yet been addressed in any substantive way
(see Fig. 1). Some of the health effects that have been
identified for different combinations of multiple-agent
exposures are summarized in Table I. For convenience,
the term “mixed-agent exposures” is used here as an
equivalent term for exposures to two or more dissimi-
lar agents (also see the glossary in the Appendix).

Exposure to ionizing radiation in combination
with chemicals is an important problem in many de-
veloped countries and is likely to be an issue in devel-
oping countries. Not only a growing concern at many
hazardous waste sites where various radioactive and
toxic chemical wastes are buried, aggregate expo-
sures to these two classes of hazardous agents are also
common in the military,” in the defense nuclear in-
dustry, and in many research laboratories. Moreover,
in both the medical research and medical service sec-
tors of modern economies, mixed exposure to ioniz-
ing radiation and certain chemicals can frequently
occur. Mixed exposure to ionizing radiation and
chemicals Is also expected to be an important issue
for many of the emerging research and technology in-
dustries in developed countries.

Historically. the approaches for setting environ-
mental and occupational standards for ionizing radi-
ation and for chemicals were developed by different
eroups of scientists, with little reference to each other.®
Therefore, when there are aggregate exposures to ion-
1zing radiation and chemicals from the same source—
for example, drinking water—the exposures are seldom

misrdered in a way that would enable cumulative

Chen and McKone

health nsks to be assessed. For instance. the World
Heaith Organization (WHO) guidelines for dninking-
water quality”* suggest that total radiation dose from
all radionuclides is the relevant quantity to be consid-
ered: for chemicals. risk addition may be appropriate
when several chemical carcinogens are present. Ney-
ertheless. there is no guidance or standard approach
for assessing the cumutative risks from the aggrepate
exposures to both agent types. Exposure standards
are usually set for one agent as tf the other did not ex-
ist,even when the endpoint of concern is the same for
both. For agents regulated by different agencies.even
the additive approach is rarely appiied to assess the
cumulative risks associated with mixed-agent expo-
sures. Moreover, there are nontechnical aspects of
the differences in approaches to standard setting be-
tween radiation and chemicals. Tran. Locke, and
Burke™ argue that much of the distinction in stan-
dard setting for these agent classes is due to differ-
ences in history and “culture.” More credence should
also be given to the difficulty of the “boundary” ques-
tion once the one-compound-at-a-time approach has
been abandoned. The problems with defining accept-
able levels of risk may become very difficult without a
clear rationale for drawing system or operational
boundaries around muitiple sources of risks.

In an occupationai setting, when there are po-
tential synergisms or antagonisms, it does not make
sense to only regulate one risk at a time because fajl-
ure to consider the total health risks from aggregate
exposures to multiple agents would significantly im-
pact the cost and efficiency of risk management. In
addition. population subgroups with higher risks are
unlikely to be identified if only one risk a* a time is reg-
ulated. Therefore. it is important to consider the total
health risks posed by aggregate exposures to the
agent(s) of concern over time, and over different ax-
posure routes and pathways. In the following discus-
sions. the ierm “cumulative heaith risks" is used to refer
to the total health risks from the aggregate exposures
of concern Understanding the cumulative health risks
associated with mixed-agent exposure would also in-
form decisions about what risks to manage in the
workplace or the environment.

In this article, the focus and evaluation are on
the current understanding of the health risks arising
from aggregate exposures to ionizing radiation and
chemicals (especially chemical carcinogens). Of par-
ticular interest is how mixed-agent exposures {j.e.
ionizing radiation and chemicals), when evaluated in
aggregation, are linked to both chronic health end-
points such as cancer and common markers of likely
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Table I. Examples of the Potennal Heaith Effects Due to Multiple-Agent Exposures

Types of mixtures Health effects

Chemical mixtures

Asbestos and smoking Synergistic increase in the induction of lung cancer was found in asbestos workers with long-term
smoking.'™
Environmental endocrine Mixture of two weakly esirogenic chemicals could be 160 to 1.600 times more polent than the
disrupters Individua! chemcals in hER-mediated ransactivation "
Solvent mixtures Human central nervous system dysfuncuion''™

Combined exposure of phvsical agents
lonizing radiation and UV Interaction between UV radiation and alpha radiation may be involved in the observed increase in
skin cancer in uranium miners. ™
It1s suggested that skin cancer in the irradiated human population is due 10 the interaction of L'V
radiation and X rays.'"™

Combined exposure of biologicnl agents

Pathogenic microorganisms in Comriunities that rely on groundwater for domestic use can become exposed to sigmficant levels
sewage sludge of pathogens. Jeading to a potenual disease outbreak "™
Chemical agenis combined with physical agents
Chemical agents and noise Significant interaction effect on hearing losses was found in workers with combined exposure to
noise and solvents.'"™ 1o ]
Tobacco smoke and ionizing Uranium miners who have smoked 20 pack-years of cigarsttes had lung cancer monality rates
radiation per unit of cumulative radiation exposure that are about five times those of the nonsmoking
miners. "

The anatysis of lung cancer mortality data for uranium miners indicated a synergistic effect
associated with combined radon exposure and tobacco smoke. '35 :
Chemical agents and Ionizing The risk of secondary acute leukemia is significantly greater in cases treated with combined
radiation chemotherapy and radiotherapy than with radiotherapy alone. 72
Retinoids have been shown to inhibit X ray-induced transformation of cells in vitro,
Many aspects of radioprotectors and sensitizers have been extensively studied = 1
The combined effect of phorbal ester (TPA) with either X rays or fission neutrons was SYRergistc
n vitro.'w N
The combined cytogenetic effect of benzene with radiation in cultured human lymphocytes
could be synergistic exctusively in dicentrics and nngs. but additive for the other types of
aberrations.™ )
Hormones and ionizing radiation  Certain hormones increase the expression of radiation-initiated cells in specific tissues. '™
Synergism between bath estrogens and diethylstibestrol (DES) and radiation has been
demonstrated. " » %

Chemical agents combined with biological agents
Aflatoxin and hepatitis B virus There was a SITONg Synergistic interaction between serological markers of chronic hepatitis B
infection and aflatoxin exposure in liver cancer sk .
Cliemical agents and biological Sick-building syndrome ($BS)."*
agents indoors
Physical agents combined with biological agents

UV and fungal infection It is demonstrated that death from systemic infection of mice with C. albicans can be accelerated by
exposing them to UV radiation at a critical time before infection.'® :
UV and viral infection UV exposure resulted in an immunosuppressive effect that is manifest in some insiances in

increased morbidity or an increased rate of herpes simplex virus (HSV) recrudescence 1+

Noie: hER = human estrogen receptor; UV = ultraviolet,

health outcomes such as chromosomal aberrations. 2. CURRENT UNDERSTANDING OF THE

Also explored is the extent to which the current prac- POTENTIAL HEALTH EFFECTS THAT

tices in the risk assessment community are consistent RESULT FROM AGGREGATE

with ilie scientific understanding of the health effects EXPOSURES TO IONIZING RADIATION
from mixed exposure to these two dissimilar agents. AND CHEMICALS

Tie discussion then proceeds to the research needs

for assessing the cumulative health risks of mixed ex- The overview of published studies on potential

DOsLTE te ionizing radiation and chemicals. adverse health effects focuses on a chronic health end-
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point. cancer, as well as markers of intermediate health
outcomes such as chromosomal aberration (CA),
which has been shown in the literature to have poten-
tial as a reliable quantitative indicator for future can-
cer risks. "' The association between cancer risks and
the CA frequency in lymphocytes was recently re-
vealed by the preliminary resuits of two cohort studies
carried out in Europe. These two ongoing studies re-
ported a statistically significant linear trend in CA
strata with regard to subsequent cancer risk.t!'-'9

In the following sections, the epidemiological
and experimental evidence of potential interaction
caused by mixed exposure to ionizing radiation and
chemicals is described. These effects are reviewed ac-
cording to the experimental systems (human popu-
fations. animal, cell cuiture, etc.) and according to
the effects observed. Table II provides a summary of
the biological effects that have been reported for ex-
posures 1o ionizing radiation in combination with
chemicals in different experimental systems: human
populations, animai populations, in vivo systems, in
vitro systems, and so forth. In this table, the effects are
summarized by the types of interaction observed—
synergism, additive effects, and antagonism (see the
Appendix for definitions of these terms).

The terminology and methods used to character-
ize the combined effects of two or more agents have
been poorly standardized, with some blurring of con-
cepts derived from toxicology, biostatistics. and epi-
demiology. As Blot and Day''* point out, interaction
18 a statistical concept referring 1o a departure from
additivity for a particular model (which may include
multiplicative models after transformation on a log
scale). In contrast, the terms “synergism” and “antag-
onism” have often been regarded as public heaith
concepts reflecting the situation in which the effects
resulting from combined exposure to two or more
agents are respectively greater or smaller than the
sumn of the effects from exposure to each agent alone.
Thus, in the epidemiological context, synergism could
be viewed as a particular type of interaction—an inter-
action based on a null model in which excess relative
nicks are additive.""® Rothman'® argues that “the exis-
tence of synergism or antagonism, the causal counter-
parts of statistical interaction, is neither arbitrary nor
dependent on one’s viewpoint or scale of observa-
tion” (p. 385). The interaction assessment, how-
ever, depends on the ability to measure the effects in
3 meaningful way, and sometimes transformation of
the scale of observation can incorrectly indicate the
nreeance of interaction.'” Therefore, the term “syn-
«reism’” and the term “interaction” may not necessar-
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ily be interchangeable. This situation may well be ex-
plained by the studies on the combined exposure to
cigarette smoking and asbestos. Data from several
published studies'” reveai that the relative risk of
lung cancer following combined exposure 1o these
two agents can be approximated by the product of the
relative risks of smoking and of asbestos exposure.
which is consistent with a multiplicative modei with-
out interaction. Alternatively, the same data are also
consistent with an additive excess relative risk model
with a positive interaction term. If the multiplicative
model is accepted as the underlying nuil model. then
one would conclude that there was no interaction be-
tween smoking and asbestos. In the public health
context. however, cigarette smoking and asbestos ex-
posure can be said to be strongly synergistic, which
means that the number of lung cancer cases resulting
from both cigarette smoking and asbestos eXposures
are greater than the sum of the lung cancer cases re-
sulting from one agent exposure alone.

2.1. Human Experience—The Effects of Mixed
Exposure to lonizing Radiation and Chemicals

For mixed exposure to ionizing radiation and
chemicais, the epidemiological evidence concerning
the potential interaction of human car¢inogens (mostly
involving long-term cigarette smoking) has been ex-
tensively reviewed.!"®-2' Of particular interest in terms
of carcinogenesis is whether additive or multiplica-
tive risk models (see the Appendix) better dascribe
the exposure-effect relationships. Nevertheless. a
quantitative risk assessment methodology has not yet
been well developed. The significant human studies
are summarized below and listed in Table I1.

2.1.1. Cancer

To date, studies of radiotherapy in combination
with chemotherapy and studies of smoking and radon
exposure are the only human studies relating mixed-
agent exposures to cancer. These studies provide evi-
dence for chemical/ionizing radiation interaction in
humans and are summarized below.

Surviving patients with Hodgkin's disease have
been followed to determine the risk of secondary cancer
in relation to treatment. These studies raise the ques-
tion of whether the treatment should be modified so
that the risk of secondary cancer can be reduced. A
number of studies indicate that the risk of secondarv
acute leukemia is significantly higher in patients
treated with combined radiotherapy and chemother-



Table 1. Effects and Types of Interaction Reported to Result from Mixed Exposures to lonizing Radiation in Combination with Chemacals
Interaction Agents exposed Experimental systems or populalions Endpoinis observed References
Synergism Benzene and ionizing radiation Human peripheral lymphocyies Chromosomal aberrations 72
Smoking and radon exposure Uranium miners Lung cancer 18,21, 31,36
Paocarbazine and X rays (BALB/c x DBA/)F, mice Lung tumors 44
Myleran and ionizing radiation Mice Thymic lymphoma 45
DMBA and ionizing radiation BALB/c mice Mammary tumors 5t
Phorbal ester (TPA) and ionizing radiation C3H 0T, cells Malignant transfurmation 64
CCl, and neutron irradiation Mice Liver tumors 46
DES/estrogen and iomizing radiation Rats Radiation-induced breast cancer 47, 49 50
Cortisone and X rays C3H 0T, cells Oncogenic transformation 62
Isoniazid and X rays Bone marrow cells of Chinese hamster Chromosomal aberrations 57
Cadmium acetate and ionizing radiation Rais Biochemical changes in lung 59
Paraquat and ionizing radiation Rats Biochemical changes in lung &)
Lead chloride and ionizing radiation In vitro embryonic cells Increase of micronuclei 65
Additive effects  Smoking and ionizing radiation Atomic bomb survivors Lung cancer 32
Chemotherapeutic agents and ionizing radiation Peripheral lymphocyies from cancer patients  Chromosomat aberrations 39, 40
Thiophosphamide and ionizing radiation Human lymphocytes in vitro Chromosomal aberrations 70
Mitomycin-C and vy rays Human lymphacytes in virre Chromosomal aberrations and SCEs n
Urethane and X rays Rais Tumors 52
17-B estradiol and X rays C3H 10T, cells Oncogenic transformalion 63
Antagonism Radioproteciors and ionizing radiation BALB/c mice Lung tumors 53
Retinoids and X rays Rodent cell culture in vitro Radianon-induced oncogemc transformation 61, 66
Selenium and ionizing radiation Rodent cell culiure in vitro Radiation-induced cell iransformation 117

Note: DMBA = 7.I2—dimclhylbhanzzanlmcnene; DES = dicthybstibestrol; SCEs = sister chromatid exchanges.
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apy than with radiotherapy alone.”** but the data
have not been evaluated in a way that provides infor-
mation about how combined exposures interact. In
One retrospective analysis of multicenter trial data.
the risks of secondary leukemia after chemotherapy
alone and combined chemotherapy and radiotherapy
were not significantly different'™ A case-control
study carried out in the Netherlands reported a more-
than-multiplicative interaction between the carcino-
genic effects of smoking and radiotherapy.™

The association of combined smoking and radon
exposures with lung cancer risk has been discussed
extensively in the literature."®'*-* The uranjum miner
study reported by Whitternore and McMillan®" sug-
gests a strong synergistic effect between radon and
tobacco smoking in the induction of lung cancer,
and the interaction of smoking and radiation expo-
sure was found to be multiplicative. In a 1988 study, "
the BEIR (Biological Effects of Ionizing Radiation)
IV Commuttee of the U.S. National Research Councit
{NRC’} reported that the findings of epidemiological
studies on uranium miners, particularly the large
study by Whittemore and McMillan,”"* were consis-
tent with a muitiplicative relative risk model for the
combined effects of cigarette use and radon exposure.
A gquantitative model for this interaction was not. how-
ever, provided by BEIR IV. Moolgavkar. Luebeck,
Krewski. and Zielinski®® analyzed the lung cancer
mortality data from the Colorado Plateau miners co-
hort by applying the two-mutation clonal expanston
model of carcinogenesis: it was the first attempt to ap-
ply a biologically based model to describe cancer mor-
tality rates among the Colorado miners. Taking into
account the patterns of exposure to radon and ciga-
rette smoking experienced by individuals in the co-
hort, the age-specific relative risks associated with
combined exposure to radon and cigarette smoking
were found to be more than additive (superadditive),
but Jess than multiplicative (submultiplicative). When
synergism is based on a null model of additive excess
relative risk {or additive incidence rate difference),
thetr data seemed to indicate a synergistic effect be-
tween radon exposure and cigarette smoking. How-
ever.since the authors found no suggestion of any in-
teraction between radon and cigarette smoke on the
cellular tevel, they did not provide a direct answer to
the question of synergism. The latest update from the
Colorado Plateau uranium miners cohort aiso indi-
catzd a synergistic effect associated with the com-
bined exposure to radon and cigarette smoking.** In
the more recent BEIR VI Commitiee report on risks
trom radon exposure,?" the analysis of miner studies
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indicated a synergistic effect associated with the com-
bined exposure to these two agents. Based on the ap-
proach developed by Lubin and Steindorf'™ the
BEIR VI lung cancer risk model for radon exposure
was adjusted to explicitly account for smoking status.
In contrast to the studies of radon. no significant syn-
ergistic effect was found between radiation and to-
bacco smoke exposures in atornic bomb survivors who
died of tung cancer."™ The differences between ura-
nium miners and atomic bomb survivors come (o
mind as potential explanations for this discrepancy.
which include different exposure uming and patterns
between these two populations and the dose distri-
butions in the lung: that is. concurrent long-term
mixed-agent exposure for uranium miners versus tran-
sient radiation exposure in combination with tong-term
cigarette use for atomic bomb survivors who died of
lung cancer.

2.1.2. Cyrogenetics (Chromosomal Aberranions;

The data obtained from studies on human organ-
isms are of great interest in understanding the cytoge-
netic effects of ionizing radiation and chemicals. Evi-
dence for how interactions of ionizing radiation and
chemicals impact CAs is provided by studies of radio-
therapy in combination with chemotherapy and
studies of workers occupationally exposed to mixed
10nizing radiation and chemicals.

The peripheral blood lymphocytes of cancer pa-
tients treated with radiotherapy in combiration with
chemotherapy provide an opportunity te study the
combined effect on CAs.”* Two studies reported
additive effects of aberrations from combined radio-
therapy and chemotherapy.*** Most of the studies of
induced chromosome aberrations in cancer patients,
however, focused more on the clinical and bivlogical
aspects of the observations rather than understand-
ing the potential interaction between radiotherapy
and chemotherapy or the potential interaction be-
tween radiotherapy and tobacco smoking.

Although there have been very few studies ad-
dressing the health outcomes of workers occupation-
ally exposed to ionizing radiation in combination
with chemicals, there have been studies of the impact
of combined exposures on CAs. Brandom, McGav-
ran, Bistline, and Bloom"" analyzed the frequency of
CAs and sister chromatid exchanges (SCEs) in pluto-
nium workers with different levels of internal and
external irradiation. and occupational exposure to
single or multiple chemicals (e.g.. benzenc. trichio-
roethylene). Their results could only demonstrate a
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Fig. 2. The cvtogenetic effects of Chernobyl cleanup workers as a
result of different types of exposure. Chemical exposures include
occupational exposures to gasoline and oif products. synthetic dves
solvents and so forth. Data from Lazutka and Dedonyte. !

significant increase in CA frequencies in cells of
workers who had an intake of plutonium greater than
740 Bacquerels (Bq). The potential interaction of
mixed-agent exposufes was not discussed in this
study.

In Lithuania, a cytogenetic examination of the
workers invoived in cleaning up radiation from the
Chernoby! release revealed that the increases of CA
frequencies were strongly associated with the levels
of radiation exposure and that a slight increase in CA
frequencies was found to be associated with occupa-
tional exposure to various chemicals and smoking.'?
Tne authors did not provide any quantitative mea-
sures for the chemical exposures, however, and no
significant interaction was reported between chemi-
czl and radiation exposures. The results of this study
are illustrated in Fig. 2.

Gundy™”' observed a two- to sixfold increase of
CA frequencies in workers exposed to low-level
ionzing radiation, that is, below the internationally
accepted dose limit. The author also reported that
workers occupationally exposed to chemical mu-
rapens such as vinyl chloride and organic solvents like
venzene and toluene have two to four times higher
C+ [requencies than the controls; but the potential

wivzition between chemical and radiation expo-
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sures was not addressed in those subgroups with
mixed-agent exposures.

2.1.3. Other Health Endpoints

In another series of studies on the combined ef-
fects of chemotherapy and radiotherapy. lesions such
as pulmonary fibrosis that may occur in the treatment
of malignant neoplasms were the health endpoints
considered.”™' However. the potential interaction has
never been quantitatively characterized for mixed-
agent exposures on these noncancer endpoints.

2.2. Animal Data on the Combined Effects of
lonizing Radiation and Chemicals

The combined effects of ionizing radiation and
chemicals have been reported in a number of animal
studies. Several of these studies are summarized in
Table II. In most of these experimental studies the
combined effects have been evaluated in terms of
carcinogenicity and cytogenicity.

2.2.1. Cancer

The combined action of ionizing radiation and
various chemicals has been found to result in syner-
gism in the induction of cancer in rats and mice *-*"
In one past study. urethane was found to have an ad-
ditive effect in tumor induction in rats when com-
bined with X-ray exposure.*? Still other studies have
demonstrated the antagonistic effect between ioniz-
ing radiation and a group of chemicals that were used
as radioprotectors.'**

For the case of radon/smoking, animal experi-
ments on the combined exposure to cigarette smoke
and radon progeny have not yieided strong evidence
of synergism,*** and the findings of synergism are in-
consistent and sometimes dependent on the sequence
of exposures.™**' In contrast, most of the human
studies on mixed radon/smoking exposures focus the
efforts on the long-term health effects, and seem to
be fairly consistent in showing the synergism as a re-
sult of the interaction between these two agents.

2.2.2. Cytogenetics (In Vivo Studies)

Typically. mutations such as CAs at a specific tis-
sue site are used to study the health effects of com-
bined radiation/chemical exposures in vive This makes
it possible to estimate the effectiveness of mutagen
interactions and the modification of their effects by
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another mutagen.* For example. Miltenburger
and Korte"” reported that the chromosomal dam-
age in bone marrow cells of Chinese hamsters was
significantly enhanced after 48-hr treatment of the
animals with isoniazid combined with X rays,
where the interaction was found to be synergistic.
Other studies have observed CA changes qualita-
tively but the interaction has not been quantita-
tively assessed—see. for example. Hong, Alfieri,
Kim, and Kim.®®

2.2.3. Other Health Endpoints

In addition to the use of mutation markers (eg.,
CAs). attempts have been made using several other
biochemical markers, such as enzyme activities, to
identify explanatory attributes for the effects of mixed
exposure to ionizing radiation and chemicals. ™%
Most of these studies focused on in vivo biochemical
changes caused by mixed-agent exposures, but the
observations were not directly related to any specific
disease endpoints. To date, these nonmutation effect
markers have rarely been demonstrated in epidemio-
logical studies to be associated with human cancer
risks or other disease endpoints.

2.3. Supporting In Vitro Evidence: Cytogenetic
Damage Due to the Combined Effects
of Ionizing Radiation and Chemicals

A number of investigations of the combined mu-
tagenic effects of ionizing radiation and chemicals
have been carried out in vitro. These studies are sum-
marized in Table II. Most of these studies evaluated
the combined effects on mammalian cells in terms of
mutagenicity and carcinogenicity,® " cytogenicity,
and teratogenicity.®* Most of these studies have
been carried out in cultured lymphocytes and embry-
onic cells.

The combined effect of X rays and thiophospha-
mide, a known chemotherapeutic agent, has been ex-
tensively studied. Korotkikh and Tarasov® observed
an increased cytogenetic damage by the combined ac-
ticn of X rays and thiophosphamide on fibroblast cul-
tures of human embryos. Unfortunately, the authors
did not specify if there is a synergistic increase in the
CA levels. It was not possible to classify the interac-
tions as synergistic or additive without having the
original experimental data. Bochkov, Yakovenko,
and Voskoboiynik™ also studied the influence of
the timing and order of mutagen treatments on the
combined effects of radiation and thiophosphamide
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in lymphocytes: these authors concluded that the ad-
ditivity model could explain the combined effects for
the cases of weak interaction. Another study by
lijima and Morimoto™ reported that the combined
effects of mitomycin-C (a chemotherapeutic agent)
and vy rays are additive based on CAs and SCEs as
endpoints.

A synergistic increase of micronuclei was found
in vitro as a result of the combined exposure to lead
chlonide and ionizing radiation, accompanied by an
inhibition of embryonic development.* An earlier
study by Morimoto™ indicated that the combined cy-
togenetic effects of benzene with v radiation ap-
peared to be synergistic exclusively in dicentrics and
rings, but almost additive in other types of aberration.
It has also been shown that benzene at higher concen-
trations may inhibit the repair of radiation-induced
chromosome breaks.™ In addition, the major metab-
olite of benzene, phenol, can also significantly inhibit
rejoining of radiation-induced chromosome breaks at
very low concentrations.”

Natarajan, Obe, and Dulout’™ have observed that
the combined effect of radiation and caffeine depends
on multiple factors, such as the cell cycle phase when
radiation is applied, length of the time interval after
caffeine treatment when radiation is applied. and in-
terindividual variability of lymphocyte culture of do-
nors from different groups. For assessing cytogenetic
effects of radiation in combination with chemicals, a
further comglicating issue is suggested in this work by
the fact that these effects may vary at different stages
of the cell cycle.

2.4. Summary Findings on Cumulative Effects of
Mixed-A geot Exposures

In both residentiai and occupational settings, hu-
man populations are rarely exposed 1o a singie agent.
but to various concentrations of mixtures. Based on
the present review of studies on combined effects of
ionizing radiation and chemicals, there is insufficient
evidence lo conclude which type of interaction is
more likely to occur. However, there is an indica-
tion of potential interactions (especially the syner-
gism observed in several human and animal studies.
as well as supporting in vitro studies), which war-
rants further studies in this arena. In addition. the
absence of relevant human and animal data makes
it difficult to construct 3 two-agent dose-response
function that can be used to develop risk models
for combined exposures to ionizing radiation and
chemicals
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Ideally. it is desirable to classify certain groups of
chemicals as having the potential of synergistic re-
sponse when combined with ionizing radiation. and
others as having the potential of antagonistic re-
sponse when combined with ionizing radiation. The
data currently available in the literature, however, do
not provide the opportunity to reanalyze the data
from those past studies. As a result, it is almost Impos-
sible at this point to conclude that synergism is more
likely to occur for certain groups of chemicals and an-
tagonism for others. This reveals the problems caused
by the absence of a systematic evaluation framework
for the combined effects of toxic agents from differ-
ent agent classes. Without an appropriate evaluation
framework, one cannot pose questions about how
combined exposures interact, or to organize and de-
sign studies to answer these questions. Moreover,
based on the studies carried out in workers exposed
to low levels of mixed-agent exposures. it is observed
that both exposure measurements and the health ef-
fects quantified by various dose-response assump-
tions are important factors if one wants to identify or
quantify the potential interactions in either an epide-
miological or toxicological study, the standard ap-
proach for assessing human health risk. Such infor-
mation will provide a foundation for evaluating the
conflicting and negative epidemiological evidence re-
viewed in the above.

The cytogenetic studies reviewed above did pro-
vide evidence of potential interaction in the induc-
uon of chromosomal damage from combined expo-
sures to ionizing radiation and specific genotoxic
chemicals. For cases where biomarkers of response
are defensible predictors of cancer risk, it may be
piausible using intermediate biomarkers such as CAs
to characterize the dose-response relationships of
combined exposures to ionizing radiation and certain
genotoxic chemicals. Nevertheless, it should be noted
that the interpretation and comparison of CA studies
are sometimes difficult. This difficuity comes about in
large part because the experimental protocols differ
with regard to treatment procedures, exposure time
frame, cell stage at the moment of or shortly after ex-
posure, and experimental systems used, that is, hu-
man or animal populations, in vivo or in vitro systems,
and so forth. Once this difficulty can be overcome, it
would be of great interest to use CAs or other poten-
tial surrogate markers as a more reliable explanatory
variable to explore the dose-response relationship
‘v auxed-agent exposures. Markers such as CAs
have a lower threshold and provide an outcome mea-
core much sooner after exposure than a disease out-
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come such as cancer. If biomarkers such as CAs do
indeed correlate with later cancer incidence then
their use should significantly improve the resolution
of the dose-response relationship.

3. CURRENT AND PROPOSED APPROACHES
FOR RISK ASSESSMENTS OF
MULTIPLE-AGENT EXPOSURES

The risk assessment paradigm set by the NRC in
1983 and updated in 1994 has been widelv used
in the process of health risk assessment. The NRC
paradigm. however, is directed primarily at single-
agent exposures. In the past decade, there has been
considerable effort made to develop and refine meth-
ods for risk assessment of chemica! mixtures. In
contrast, there has been almost no focus on develop-
ment of risk assessment methods for the cumulative
effects from exposures to two or more dissimilar agents,
such as ionizing radiation in combination with chem-
icals. Nevertheless, the current risk assessment ap-
proaches for multiple-agent exposure (such as those
for chemical mixtures) may provide some common
ground from which to develop an appropriate frame-
work for evaluating the health risks from aggregate
exposures to ionizing radiation and chemicals. To
evaluate the extent to which the current practicss in
the risk assessment community are adéquate to in-
corporate the scientific understanding of the health
risks associated with mixed-agent exposures, pre-
sented below is a review of the approaches for regu-
lating mixture exposures as well as the risk assess-
ment methods used for muitiple-agen: exposures.

3.1. Cwrrent Approaches for Regulating Fxposure
to Mixtures

In regulating workers’ exposures to mixtures,
the approach used by the American Conference of
Governmental Industrial Hygienists (ACGIH) is to
consider the combined effects when two or more haz-
ardous agents acting upon the same organ systern are
present.™ When the components in a mixture have
similar toxicological effects, the threshold limit value
(TLV) of the mixtures

LR & R
TLV, T TLV, TLV,

should not exceed unity, where C indicates the ob-
served atmospheric concentration (iime weighting
not specified at this point) and TLV, the correspand-
ing threshold limit. When the main effects of the dif-
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ferent hazardous agents are not additive but are inde-
pendent. as when purely local effects on different
organs of the body are produced by the various com-
ponents of the mixture, then the TLV is exceeded
only when one member of the series itself has a value
exceecing unity, for example,

C, C

Tiv, zl or TLv.z 1.

The German Commission for the Investigation
of Heaith Hazards of Chemical Compounds in the
Work Area (MAK Commission) recently defined the
application of MAK values (maximum concentration
at the workplace) to mixtures of substances i its List
of MAK and BAT Values™ MAK values for mix-
tures are only established after specific toxicological
evaluation of the mixtures of concern. In practice,
there are a few cases in which a common MAK value
for the sum of all components was provided, such as
for mixtures of isomers or mixtures of related com-
pounds, in which the components of the mixture
show comparable toxicological effects. For mixtures
containing components with genotoxic and carcino-
genic potential, the MAK Commission considered it
inappropriate to establish a safe threshoid: this ap-
proach is still under discussion. Currently, carcino-
genic mixtures are categorized according to either the
classification of the carcinogens included in the
mixture or the carcinogenicity of the mixture. For
components with the same target organ and mode
of action or with interfering metabolism. synergis-
tic effects must be expected and the respective ex-
posure limits must be lowered.™ Nevertheless. if
there is evidence that the components act indepen-
dently, the exposure limits of the individual com-
pounds are not modified.

3.2. The U.S. EPA Risk Assessment Guidance for
Chemical Mixtures

In 1986, the U.S EPA issued risk assessment guide-
lines for chemical mixtures" The main objective of
these guidelines was to develop a general approach for
evaluating data on the chronic and subchronic effects
of chemical mixtures. The framework developed by
the US. EPA described three approaches that can be
used to conduct a quantitative risk assessment for the
poiential health effects associated with exposure to
vhiemical mixtures. Which of these approaches ap-
plies depends on the availability of data on the mixture
anc on the components in the mixture, that is: (1) data
vaiabie on the actual mixture of concern, (2) data
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available on similar mixtures, and (3} data avatlable
only on mixture components.'”

For these situations the U.S. EPA provides guid-
ance as follows. When data are available on the
heaith impacts of the mixture of concern or simuiar
mixtures. these data should be used in formulating
the risk models. When data are not available on the
actual mixture or similar mixture of concern. data
from risk assessments of individual components are
then used to estimate the risk of the mixture of con-
cern by applying a dose additivity model for svstemic
toxicants and a response additivity model for carcin-
ogens. if no interactions occur.’" The dose additivity
model assumes that the components in the mixture
have the same mode of action and elicit the same
health effects Currently, the two most accepted dose
additivity approaches are the hazard index {HI) ap-
proach and the toxicity equivalency factor (TEF) ap-
proach. The response additivity model is primarity
used in cancer risk assessment of chemical mixtures; it
is assumed that the components in the mixture act in-
dependently on the same target site but by different
mechanisms of action, thus the toxicological responses
to each component in the mixture are summed.">

In recent years, a major advance in chemical
mixture risk assessment was the newly developed in-
teraction-based method outlined by Mumtaz and
Durkin." This method uses binary interaction data
to modify the dose-additive hazard index as follows:

HiI, = Hl,p, x UF"%% (1)

where /1, is the interactive HI based on the approach
developed by Mumtaz and Durkin " Hi,,, is the
noninteractive HI based on dose addition; UF, is
the uncertainty factor for interactions, and WOE I8
the scaled binary weight-of-evidence score. This new
procedure reflects the strength and consistency of the
evidence provided by available interaction studies as
well as the amounts of each component it the mix-
ture. The weaknesses in this new approach include
(1) little guidance is provided on selecting the uncer-
tainty factor for interaction, (2) the procedures for
determining the binary weight-of-evidence score are
fairly complex, (3) the magnitude of the interaction is
not included. (4) no systematic procedure is given to de-
termine the relative weights applied to various catego-
ries of information, and (5) the interaction information
. T . WO,
1s only presented by the multiplicative factor UF, .
which is applied to the entire additive HI (HI,on).

A new US EPA guidance document. Guidance
for Conducting Health Risk Assessment of Chemical
Mixtures“ as a supplement to the original Guidelines
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of 1986," is currently under external scientific peer
review. This new guidance provides more specific de-
tails on the nature of the desired information and the
procedures for data analyses. It also reflects recent
scientific advances in the area of chemical mixture
risk assessment, including methods for using whole-
mixture data on a toxicologically similar mixture,
methods for incorporating information on toxicologi-
cal interactions intc an Hl—modified from the original
method developed by Mumtaz and Durkin ®" proce-
dures for including carcinogen interactions in mixture
nisk characterization. and generalized procedures for
mixtures involving classes of similar chemicals.

The dose additivity and response additivity as-
sumptions widely used in chemical mixture risk assess-
ment may result in substantial errors in risk charac-
terization if synergistic or antagonistic interactions
occur. For example. when the interactions depend on
the dosing sequence, the results by using the dose ad-
ditivity approach will be the same for any dosing reg-
iment (concurrent, sequential, sequential with delay,
etc.) but the response could vary significantly among
the dose regiments. Although the U.S. EPA'" dis-
cussed several mathematical models and the mea-
surement of combined action in general, no guid-
ance was provided in their risk assessment guidelines
for chemical mixtures on how to assess the poten-
tial synergism of multiple-agent exposures. Pre-
sumably the dose additivity approaches used for
chemical mixtures may not work for the combined
exposure to ionizing radiation and chemicals since
these two agents simply do not have similar mech-
anisms of action.

3.3. Methods Considered by the NRC and Others

3.3.1. NRC Model Proposed to Estimate the Risks
of a Mixture of Carcinogens

In 1988, the NRC Committee on Methods for
the 'n Vivo Testing of Complex Mixtures"® developed
a generalized additive model to estimate the risks of a
mixture of carcinogens regardless of the model used to
obtain the risk estimates for the individual compo-
nents in the mixture. To date, this generalized model
has only been calibrated by Reif® who applied this
approach te examine the individual and combined ef-
fects of tobacco smoking and uranium exposure. The
modet was proven satisfactory in predicting the risk of
‘ung cancer in individuals exposed to both cigarette
sinnke and uranium. However, more data sets are still
<<l so that the model can be adequately validated
"+ lore s widespread applicability can be evaluated.

35

3.3.2. NRC Model for Assessing the Risk from
Exposure 1o a Mixture of Compounds Acting
Independenily on the Target Sites

According to the NRC’s Science and Judgement
in Risk Assessment!™ the risk from exposure to a
mixture of compounds that act independentily on the
target sites can be estimated as follows:

p=1-I1Tla-p) 2)

ey

In this expression P is the probability of any
toxic effect associated with a set of multiple-agent ex-
posures, and P, is the probability of toxic endpoint ;
for agent i This equation states that the combined
probability of any effect is equal to 1 minus the prob-
ability of not experiencing any effect among a number
of agents, which basically follows the statistical law of
independent events More specifically, when a low-dose,
nonthreshold model is assumed for each independent
event probability, P,, Equation (2) becomes

(=l i

" . \
P=1- exp(—Z unDuJ, 3)

where D, refers to the effective dose rate and q, (the
linear coefficient in dose) is the parameter character-
izing the potency of compound / for inducing toxic
endpoint /. For very small values of P (< < 1) rele-
vant to environmental regulatory concern. P can be
approximated by

P= Z 2 q:D,. (4)

The key limitation of this model is that, because

it is based on the assumption that all agents act inde-

pendently, it is of little value in exploring anything

other than additive impacts Thus, it cannot be used to
explore potential interactions.

3.3.3. BEIR VI Lung Cancer Risk Model for Radon
Exposure and Smoking Status

The generalized additive model developed by the
NRCin 1988" as well as the lung cancer risk mode| re-
cently developed by the NRC BEIR VI Committee®"
are the only ones that have been applied to deal with
aggregale exposures 10 two dissimilar agents Cur-
rently, no standard methods are yet in place in regula-
tory agencies to incorporate mixed-agent interactions,
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and no biologically based mathematical models have
been developed that could serve as a default method.

In most of the studies that explore the combined
effects of radon exposure and cigarette smoking, the
exposures from smoking are not assessed quantita-
tively. Hence. even though the NRC BEIR VI Com-
mittee formally addressed smoking siatus in the com-
mittee’s fung cancer risk model™" the committee
found the data on smoking still too sparse to develop
an explicit mathematical model for estimating the
comtined effects of smoking and radon exposure.
Thus. instead of using a quantitative measure of
cigarette smoking, semiquantitative measures (e.g.
“never-smokers." “ever-smokers™) were used 1o as-
sess smoking status and the contribution of smoking
Status to relative risk. In spite of the models in BEIR
VI1.*" which use quantitative measures for one agent,
no single mathematical expression has yet provided
an accurate and unified representation of mixed-
agent risk estimates.

3.3.4. Risk Assessmenr Methods Considered
by Others

Chen. Gaylor, and Kodell™ proposed a formal
statistical method for estimating the combined risk of
multiple-agent exposure based on single-agent experi-
ments. Although this method can be used to estimate
the risks for more than one agent. it is based on the
assumption that the overall risk for mixtures is addi-
tive. In the past few years, efforts have also been
made to develop mechanistic modelis of carcinogenic
and noncarcinogenic processes to be applied in chem-
ical mixture risk assessment. Kodell, Krewski. and
Zielinski® have reported that the two-stage clonal
expansion model of carcinogenesis can be applied to
mixtures of compounds that may affect the same or dif-
ferent stages of the carcinogenic process. Cohen and
Ellwein®" have also developed a mechanistic mode! in
a form that can be applied to the mixtures of chemical
carcinogens. These mechanistic models may be able
to handle chemicals and ionizing radiation. but this
issue has not yet been addressed in the risk assess-
ment community.

4. DISCUSSIONS AND RECOMMENDATIONS
ONTHE RESEARCH NEEDS FOR
ASSESSING THE HEALTH RISKS OF
MIXED-AGENT EXPOSURES

The goal of this article is to review and evaluate
the current understanding of the health risks arising

Chen and McKone

from combined exposures to fonizing radiation and
chemicals (especially chemical carcinogens) [n this
section. a summary of key findings and recommenda-
tions that dertve from this effort is provided.

4.1. Are Synergisms More Likety to Occur for Mixed
Exposures to lonizing Radiation and Chemicals®

Even though there is insufficient evidence 1o con-
clude which type of interaction is more fikely to occur
for the combined effects of ionizing radiation and chem-
icals. the current literature review indicates there are
potential nonadditive interactions being observed. in
particular. synergistic effects. This warrants further
study. The literature review also revealed that very
few studies have been conducted in a systematic man-
ner to evaluate the cumulative health impacts of
mixed-agent exposures. This makes it difficult to
Judge whether there is truly no interaction or rather
that somehow the interaction is masked by the scale
of observation or by inappropriate dose-response as-
sumptions. We believe that an evaluation framework
that makes possible consideration of such potential in-
teractions would provide an incentive for more study.

4.2. The Limited Power of Epidemiological Studies
May Be Inadequate to Uacoverthe Potential
Synergisms That Would be Important from a
Policy Perspective
To evaluate the health impact of mixed-agent ex-

posures. the imporiant questions to ask are whether
and how these combined exposures interact. If they
do interact it must be determined whether they act
additively, synergistically, or antagonistically on the
disease outcome in human popuiations. To answer
these questions requires scientific studies that can
measure these potential interactions. It is important
to recognize that without the explicit use of modsls
the problem is simply intractable. There are far too
many pairs of compounds (much less triplets. etc.) to
g0 about this empirically. Some potentiaily generaliz-
able principles must be put forward. tested. and ac-
cepted/rejected, and models are a usefui starting
point for this process.

Based on what is known of past and present lev-
els of mixed radiation/chemical exposures in human
populations, it appears to be difficult to obtain from
cancer incidence data statistically robust measures of
interactions in populations exposed to low levels of ion-
izing radiation and chemicals. Under the theory of
generalized inear modeling, one commoniy sees that
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Fig. 3. An example for the design of epidemiological visibility as-
sessment: muxed exposures to ionizing radiation and benzene.

the interaction is “epidemiologically visibie” (see glos-
sary in the Appendix) when the coefficients of expo-
sure products are significantly different from zero.
This means that the interaction can be observed
through an epidemiological investigation only when
the statistical variation in the heaith effects is at the
same scale as the variation in the combined logarithms
of exposure measures. When there are mixed expo-
sures to ionizing radiation and chemicals that have
the same disease endpoint—such as ionizing radia-
tion and benzene both having levkemia as a disease
endpoint—it would be of great interest to determine
the characteristics of the dose-response relationships
that would make the interaction epidemiologically
visible (see Fig. 3 as an example). Such information
will be useful to establish the dose-response functions
for mixed-agent exposures and can also provide a foun-
dation for evaluating the conflicting and negative ep-
idemiological evidence such as the studies reviewed
in Section 2.

43. Carefully Designed Studies of CAs May Have
the Potential to Revesal the Synergisms Caused
by Mixed Exposure to Genetoxic Agents

The value of CAs as a biomarker of intermediate
health outcomes has been confirmed by a large num-
ber of biological monitoring studies that have been
carried out in populations exposed to genotoxic
agents.'® CA frequency in peripherai blood lympho-
Cytes is a sensitive cytogenetic assay for detecting
both exposure and risk from mutagens and carcino-
gens;'™ it has also been used for dose assessment in
radiation exposures®-* and in occupational expo-
sures to several chemicals™ However, as described
. 5.ldon 2.1, the combined cytogenetic effects of ra-
diztion and chemicals have not yet been studied in a

37

systematic way to elucidate the nature of biological
interactions associated with these two agents.

The proposed guidelines for carcinogen risk as-
sessment™ have noted that the precursor effect as-
sessment may provide insight for the likely shape of
the dose-response curve for tumor incidence below
the range of tumor observation. Recent analvses by
Mendelsohn'™’ suggested that CA is a potential risk
marker for radiation-induced leukemia. It is found
that the dose-response curve of CA frequency in atomic
bomb survivors overlies the dose-response curve of
the radiation-induced leukemia data, indicating a
strong association between CA frequencies and leu-
kemia risks. Sorsa, Wilbourn. and Vainio'" also sug-
gest that structural CAs in vivo have advantages over
other cytogenetic endpoints in predicting potential
human cancer nsk. The preliminary results of two on-
going cohort studies have recently revealed the exis-
tence of an association between cancer risks and the
CA frequency in lymphocytes."!"'” Since ionizing ra-
diation and many genotoxic chemical carcinogens
have chromosomal damages as intermediate health
outcomes and also have cancer as a disease end-
point, it is of interest to evaluate to what extent
nontumor markers like CAs can provide information
about the dose-response relationships of mixed-
agent exposures.

: :
4.4. Need of Standardized Procedures
for Characterizing the Risks

of Mixed- Agent Exposures

An important issue that has not been expiored i
the environmental health science community for sto-
chastic endpoints (i.e., cancer and heritable genetic
effects) is whether it is possibie to define a tissue-
specific measure of dose response with equivalent
units for chemical and radioactive agents. Thus, there
is an important research need to develop methods for
synthesizing scientific information on the damage re-
sulting from aggregate exposures to ionizing radia-
tion and chemicals. Controlled studies carried out in
experimental systems on cumulative effects of radia-
tion and chemicals wil! be useful for dose-response
assessment to develop models predicting either health
outcomes or early health effects. In particular, such
studies should be designed to support the develop-
ment of a two-agent dose-response surface model.
This requires systematic experiments to investigate
the underlying dose-response relationship of ioniz-
ing radiation in varicus combinations with chemicals.
Another important need is for experimental systems
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to facilitate exploration of the extent to which con-
current exposure or the timing of sequential expo-
sures makes a difference in any expected interaction
effects. Several past studies. as summarized in Section
2 (see 2.1 and 2.2 for examples), have revealed the
posstbility that exposure timing could play a role in
the induction of the disease endpoints.

4.5. Proper Characterization of the Uncertainties
in Extrapolation from Experimental Data
to Human Risks

For dose-response assessment. the problem of
relating the levels of dose applied in vitro to human
expesure is one of the major blocks to incorporating
experimental data into a nisk assessment framework.
that is. how do we convert the dosing into a useful
metric for comparison? We could not identify stan-
dard methods for converting in vitro data to in vivo
doses. To fill this gap, there is a need for work on
physiologically based pharmacokinetic (PB-PK)
modeling. It should give some idea of how to convert
the dose levels used in a tissue culture experiment
back to a plausible human exposure. Moreover. as
the interaction effects may result from events taking
place at the site of toxic action or during the pro-
cesses of absorption, distribution, metabolism. excre-
tion. or repair, the application of PB-PK modeling
becomes an important tool for evaluating the weight
of evidence for interactions. Some initial efforts in
PB-PK modeling have been made for simple and
complex chemical mixtures.’®

4.6. Need of Risk Assessment Guidance That Is
More Explicit in Addressing the Combined
Effects of Mixed-Agent Exposures

Better understanding of the combined effects of
lcw-level exposures to multiple agents is an impor-
tant challenge for occupational and environmental
heaith scientists in this century. To date there has been
little scientific assessment of exposures that overlap
in time. Very little has been done with agents from
different agent classes. Essentiaily no risk assessment
guidance has been provided for two agents with dif-
ferent meck.anisms of action (e.g.. energy deposition
on DNA from ionizing radiation versus DNA inter-
actions with chemicals) but similar biological effects
.C4s, mutarions, and cancer). In particular, little guid-
=i1ce has been provided on how to assess the potential
for interaction (especially for synergism) among
*7»n.agenis. Moreover, in situations where there are

Chen and McKone

aggregale exposures to agents managed through dif-
ferent agencies and regulatory guidelines, even the
additive model is rarely applied. An evaluation frame-
work is needed to define studies that can measure po-
tential interactions and provide the opportunity to
characterize the health risks associated with aggre-
gate exposures to ionizing radiation and chemicals.

For combined exposure to two or more carcino-
gens. it shouid be noted that the U.S. EPA has not ad-
dressed any aspect of the mixture issue in the 1986
Guidelines for Carcinogen Risk Assessmenr™ and its
proposed revision.** The 1996 Food Quality Protec-
tion Act (FQPA )™ requires the U.S. EPA to consider
the cumulative effects of pesticide residues and other
substances that have a common mechanism of action
in setting aliowable levels of pesticides on a food
crop. The risk assessment approaches for mixed pes-
ticide residue exposures, however, are still under de-
velopment. Recently, the newly published guidelines
for ecological tisk assessment™ and neurotoxicity
nisk assessment''™” both address the mixture issue in
general terms but not for human receptors.

4.7. Need of Case Studies on the Health Effects
of Mixed-A gent Exposures

To caiTy out a mixed-agent risk assessment. it is
necessary not only to collect detailed aggregate expo-
sure data on both ionizing radiation and chemicals, but
also to develop methods for synthesizing the informa-
tion on the health impacts resulting from mixed-agent
exposures. We believe that case studies addressing
these issues will provide the opportunity to examine
how the findings of synergism would impact 2 risk-
based framework for protecting humans from mixed-
agent exposures. These case studies could also be
used to identify information gaps and future research
needs. It is believed this work will also lead to impor-
tant evaluations and recommendations for current
occupational and environmental exposure standards.

APPENDIX: GLOSSARY OF TERMS
Terms used in this article are defined as fol'ows

Additive effecis: When the effects of the combined
action are equal to the sum of the effects cf the
tWo or more agents acting alone, the resulting
situation is called “additive effects.”e

Agent classes: Refers to three classes of apents-~phys-
ical agents, chemical agents, and biological agents.

Aggregate exposures: For the agents of concern. this
refers to the exposures that are combined among
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the agents over time, and over different €xpo-
sure routes and pathways.

Antagonism: When the combined action results in an
effect that is less than expected from the sum of
the effects of the two or more agents acting alone,
the situation is termed “antagonism.”

Cumulative health risks: Refers to the total health
risks posed by aggregale exposures to the
agent(s) of concern over time, and over different
exposure routes and pathways.

Epidemiological visibility: When the response {rate,
incidence, risk. or probability) of effects from
the exposure of concern is significantly different
from the response of effects without the expo-
sure of concern, and when such difference can be
observed through an epidemiological investiga-
tion, then the response of effects from the expo-
sure of concern is defined as “epidemiologically
visible.” Under the theory of generalized linear
modeling, one commonly sees that the interac-
tion is epidemiologically visible when the coeffi-
cients of exposure products are significantly dif-
ferent from zero, which means that interaction is
statistically present on the scale used in the
model and can be observed through an epidemi-
ological investigation.

Mixed-agent exposures: An eguivalent term for ex-
posures to two or more dissimilar agents, which
is distinct from exposures to mixtures of com-
pounds in the same agent class such as chemical
mixtures.

Multipiicative/addirive risk models: Multiplicative
relative risk models are based on an assumption
that the relative risk resulting from the exposure
to two risk factors is the product of the relative
risks from the two factors taken separately,
which can be given by RR{(z, z,) = R(z,) X
Ry(z.}, where R\(z,) = RR(z,, 0) and Ryz,) =
RR(0, z,) are relative risk functions for each
agent separately. An additive relative risk model is
similarly described by RR(z,,2,) — 1 = [R{z) -
1] + [Ry(z,) — 1]. At a specified z = (z,, 2,), rela-
tive risk models can be classified as supermuiti-
plicative, multiplicative, or submultiplicative ac-
cording to whether RR(z) exceeds, equals, or is
less than R(z,) X Ry(z,). Similarly, the relative
nsk may be superadditive, additive, or subaddi-
tive according to whether RR(z) exceeds, equals,
erislessthan 1 + [Ri(z)) ~ 1) + [Ry(z) — 1].

Svnergisrn Synergism occurs when the effect of two
Or more agents acting together exceeds the sum

ttheir effects when acting alone. In the epide-
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miological context, where the effects are usually
measured as disease risks, synergism (or positive
interaction) is observed when the risk attribut-
able to the combined exposure exceeds the sum
of the risks attributable to each exposure sepa-
rately." Blot and Day argue that syiiergism could
also be viewed as “a particular type of interac-
tion—an interaction based on a nuli model in
which excess relative risks are additive” {p. 99)."
Similar to that suggested by Blot and Day. Roth-
man. Greenland, and Walker"™" argue that. in
the public health context, synergy and antagonism
should ordinarily be interpreted as departures
from additivity of incidence rate differences. while
in the context of individual decision making. syn-
ergism should ordinarily be interpreted as a de-
parture from additivity of risk differences.
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Abstract

While there is a long tradition in industrial hygiene practice of characterizing worker
exposures by direct measurements in the workplace, there is the potential for improved
exposure assessments by incorporating qualitative aspects of the structure of the work.
This need is particularly acute in situations where exposure is to multiple agents within a
workday because of the added cost and complexity of collecting sufficient 8-hour TWA i
measurements to adequately characterize exposure variability. We have attacked this
issue by constructing a computer-based exposure simulator which produces multivanate
8-hour TWA estimates for homogeneous exposure groups based on the task structure of
the work, the specification of airborme chemicals to which the groups are exposed, task-
based exposure distributions, task time estimates, arld assuptions regarding the correlation
and autocorrelation structure of short-term exposures. The correlation structure of the
short-term estimates is required in order to capture the character of exposures arising
from the use of products comprised of more than one chemical or from the sequential use
of several chemicals in a task. This correlation structure, the need to simulate the
autocorrelation of short-term exposures, and the log-nermal character of workplace
exposure distributions pose challenges in the generation of multivariate time seﬁes:with
the desired properties. An approximate solution is presented and its properties
demonstrated. An application of the simulator to the characterization of solvent

exposures in raft manufacturing is presented in a companion paper.



Introduction

There is a long tradition in industrial hygiene practice of characterizing worker exposures
by direct measurements in the workplace. Whether these measurements were made using
fixed position samplers or personal samplers, measurement has been preferred in the
occupational setting to a model-based approaches wh_cre the spatial and temporal
emission characteristics of the source and subsequent air mixing patterns are used to
characterize exposures. While model-based approaches are common in community air
pollution studies and occasionally in indoor air or workplace studies (Nicas, 1996), the
preference for the measurement-based approach in industrial hygiene has led in recent
years to a statistical perspective on workplace exposure assessment. Often the focus has
often been on the probability of compliance with standards (Selvin et al., 1987; Lyles and
Kupper, 1996; Tomero-Velez, et al., 1997) or with understanding the sources of
variability in the measured data (Kromhout et al., 1993; Symanski and Rappaport, 1594).
However, because industrial hygienists tend to have considerable information on the
nature and activity of workers and the materials they are working with, it is attracti\;e to
integrate this information with measurement data into €Xposure assessments in some
structured way. This suggests a modeling approach that is a hybrid between the
statistical models ahd models based on physical and chemical principles typical of

engineering analyses.

There has been some effort to impose a priori structure on workplace exposure data,
largely from the perspective of minimizing resources devoted to making the
measurements. The exposure zoning concept of Corn and Esman (1979) was based on
the premise that professional judgment could identify groups of workers who were
similarly exposed, thereby assuming away the need to characterize differences in
exposure between them and reducing the measurement burden. This homogeneous
exposure group (HEG) assumption has been shown not to be a common property of
measured data sets (Kromhout et al, 1993) which has led some to prefer more elaborate

stztistical models (Rappaport et al. 1995). Nevertheless, the HEG the notion persists and



we shall adopt it below, albeit as an initial step on the road to a more realistic construct.
However, the fundamental notion of Corn and Esman, that a measurement strategy can be
informed by qualitative data about the nature and structure of work, is patently sensible.

Our attempt here is to include such qualitative data in an explicit way.

As will be seen, a fundamental complication of our approach to the problem arises
because of our interest in simultaneous exposures to multiple airbome chemicals.
Initially we attempted to extend the statistical approach to exposure characterization to
the case where multiple agents are involved. We found that the increase in
dimensionality, coupled with the nature and very limited extent of field data, tends to
preciude all but exploratory analyses of these data. Hence, there was considerable
motivation for us to consider using more of the data available to the hygienist than is
commonly done when approaching the problem from a strictly statistical perspective.
Moreover, with increasing interest in multiple exposures, we decided to attack the more

complicated multivariate problem from the outset.

Because the most common index of the risk of exposure is based on eight-hour T\&;A
concentrations, we chose to address the specific problem of forecasting the distribution of
the eight-hour TWA values based on the task structure of the work, task-specific
chemical usage, and estimates of short-term exposure distributions. To integrate the
various elements which determine the eight-hour TWA distributions, we chose to
implement our approach through an exposure simulation program. The simulator is task-
based as outlined by Nicas and Spear (1993). In essence, a workday is comprised of a
specific number of tasks, each of which occupies a given fraction of the workday and, in
each of which, a particular set of chemicals are used. In our current version of the
simulator the basic exposure descriptor is the distribution of 15-minute TWA values, so

tasks are comnprised of specified numbers of 15-minute segments in a workday.

The principal complexity introduced into the simulator by designing it to accommodate
multiple chemical agents is the possibility of a correlation structure in the shoit-term

exposures. This might be due to what we term product-based exposures. That is, it is

add



commeon that particular products, for example positive photo-resists in semi-conductor
chip fabrication, are comprised of several chemicals. Hence, exposure to one implies a
simultaneous exposure to the others (Hines et al -+ 1995). Alternatively, the task may
involve several chemicals used simultaneously or sequentially within the [5-minute
period which may also resuit in correlated exposures. Hence, to accommodate these
possibilities, the simulator has been designed with a capability of simulating correlated

exposures.

In simulation exercises of the sort we will describe in detail below, it is important to be
clear from the beginning that the input data is subject to various forms of uncertainty.
For some elements the uncertainty is modest, and for others, considerable. Hence the
output of the simulations must be interpreted as simply the integrated result of the best
input information we have at the time of the analysis. Whatever the specific use of the
simulator, we regard it as a tool for exploring preliminary and approximate information

rather than an adjunct to the analysis of comprehensive data sets.
Structure of the Simulator, Inputs and Outputs

In addition to acknowledging the task-based structure of work and the possibility of
correlation between short term exposures, the simulator is also structured to reflect the

following properties of workplace exposures:

* Short-term exposures are generally assumed to be log-normally distributed
(Esmen and Hammad, 1977; Kumagai and Matsunaga, 1994, 199523 and b;
Kumagaj et al. 1997;)

® Short-term exposures occurring sequentially are autocorrelated (Francis et al..
1989; Kumagai et al. 1993)

» Exposures are classified as near or far-field depending on the position of the

worker with relation to the source.

———



Hence, the input data to the simulator are of two sorts, those descriptors relating to the
task structure of the workday and chemical usage by task, and those parameters
describing the short-term exposure distributions as well as their correlation and
autocorrelation. The issue of autocorrelation arises from the fact that the underlying
nature of exposure data is most naturally described as time series data (S pear, et al.,

1986) where airborne concentrations, for example, cannot change instantaneously.
Hence, concentrations close together in time are more highly correlated than those distant
in ime. There is also the suggestion in some community air pollution studies that the
autocorrelation structure of exposures may be an independent risk factor relating to health

outcomes (Pope and Dockery, 1992).
Specifically, the input variables to the simulator are:

* the number of tasks in the workday and the time spent at each;

o the chemicals used in each task which generate airborne exposures and a
specification of their correlation structure, if any;

¢ an estmate of the mean and variance of each 15-minute TWA coucentraTtion
of each chemical used, by task, together with an estimate of an autocorrelation
parameter. It is assumed that the autocorrelation function is approximately an
exponentially decaying function of the interval between 15-minute segments
of the time series.

» for correlated agents, an estimate of the correlation matrix which describes the
correlation of each pair of chemicals in the product in each 15-minute period.

» the ratio of far to near field exposures. It is assumed that this is a general
characteristic of the workspace and constant for all components of the

exposure in a given task.

Given the foregoing input information, the simulator generates an eight-hour TWA value

for each individual in the workgroup and for each chemical used in the workplace:

v <l
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where C, is the 15-minute TWA concentration of a single chemical in the i-th task, ny, is
the number of 15-minute periods during which the i-th task is conducted over the day,
and k is the total number of tasks. The simulator generates random samples of the C,
with the statistical properties outlined above and repeatedly calculates values of the
vector of eight-hour concentrations Cg The dimension of this vector equals the total
number of chemical agents used in all tasks. These values provide the basis for the
calculation of whatever statistical characteristics of the multivariate distribution of eight-

hour TWA values are of interest.

As presently configured, the simulator does not distinguish between individuals in a
workgroup. Hence, for a given task structure, task times, chemical inventory, and short-
term exposure distributions, the distribution of Cg is for a homogeneous exposure group.
Equivalently, the distribution is that for a single worker over different workdays,

assuming no correlation between one workday's exposure and the next. -

The complexity of the simulator arises from the generation of the 15-minute values C,
First, consider the issue of autocorrelation. If the workday is structured so that the all n,,
15-minute periods during which a particular task is conducted are continuous in time,
then the C; values should be generated with the appropriate autocorrelation structure,
Alternatively, if the task is conducted during periods interspersed throughout the day,
then it is more appropriate to set the autocorrelation to zero thereby defining the
interspersed exposures in this task to be independent. The second complex issue in
generating the C; relates to the possibility of correlated exposures. If, for example, a task
involves the use of a product which generates airbomne exposures with more than one
cherm'cal component, then we assume that the C; for each component of the mixture are
not independent, but correlated. We now turn to the issue of generating log-normally

sistributed numbers that will produce the desired exposure structure.

e



Random Number Generation
Male (1982) showed how a log-normally distnibuted time series with a specified

autocorrelation function could be generated from a normally distributed random variable.

Male employed a first-order autoregressive process of the form:

X[ = O.X|.| + Z (2)

where cs,‘2 = 012/(1 - az). and the autocorrelation function can be shown to be p(k) = o
for k greater or equal to zero. If a new variable is now defined, Y, = exp(X,), then the
mean and variance of X are related to the mean and variance of Y by:

Mozl -0,72  and o =ln(l +0, ) ) (3)
y y /My

Similarly, the relation between the autocorrelation functions is given by:

L

2

o’
In(l+ p,(k);-;)
p (k)= — (4)
In{l+ —;)

y
The derivation of equaﬁons 3 and 4 is given in the Appendix.

Since, the process described by equation 2 has an autocorrelation function given by py(k)
= o , and this function adequately describes what we know of that observed in
workplaces, we desire that p,(k) possesses similar characteristics. It can be shown

that Gyz/p.y2 depends only on GSD,. Clearly, for highly autocorrelated processes, eg.

p. =1, p, = p, regardless of the value of GSD,. If GSDy is small, say 1.25, it is also

the case that p, = p . If GSD, = 3.0 which is high for 15 minute distributions, then a p,



of 0.8 corresponds to a py of 0.7. But, a p; of -0.8 yields a py of -0.27 due to the
compression of the logarithmic transformation. Negative values of the autocorrelation
function arise from oscillatory processes which have not been reported in workplace air
monitoring applications. Hence, in most industrial hygiene applications we suggest that
the autocorrelation structure is adequately represented by the first order autoregressive
model of equation 2 with positive o Therefore. for our purposes, py is positive and

approximately equal to p, .

Since the log-normal parameters will generally be the input parameters, equations 3 and 4
yield the parameters of an x-variable which is the process generated by the simulator
according to equation 2 and then exponentiated to yield the time series of 15-minute
TWA values of the air concentrations. For each chemical agent without short-term
correlation, the simulator uses the foregoing approach, treating each chemical exposure
within a task independently. However, if the exposures are assumed to be correlated, a

multivariate approach is required.

Extending the general approach of Male to the multivariate case, we use a multivariate

normal process of the form:

Xi+i- Hx = P(xk‘”’x) + Quk (5)

where uy is a vector of independent N(0,1) variables, P a square matrix of dimension n x
n, and Q an n X r rectangular matrix where 1 € r € n(Takahashi, et al., 1970) . The
eigenvalues of P must lie within the unit circle in order for the process to be stationary.
Hence, the x, are normally distributed, random variables with mean vector Hx whose

covariance matrix is determined by multiplying equation 2 by its transpose to yield:
X =PXPT + QUQT - (6)

where X = E(xx, ') and PT is the transpose of P. The multivariate equivalent of the

autocovariance function is given by I' = E(X.mX, ) = P™X.



As in the univanate case, we generate a normall y distributed time series, x, which, when
exponentiated, results in a log-normal series, y, with the desired properties. Since the
input data refer to the log-normal variables, it is necessary to calculate the normal
parameters needed to specify P and Q. The transformation equations given in equation 3
aliows the calculation of the means and variances, and needed in equations 5 to 6, which

will result in normally distributed time series x, that will yield the desired series, y,.

Given the normal parameters, the next step 1s te specify P and Q to produce exposure
series consistent with our design specifications. The specified input parameters define
the correlation matrix X and the mean values of each of the chemicals. However, the
multivariate situation is somewhat more complicated with respect to the autocorrelation
structure. As noted above, we regard an exponentially decaying function of the general
form p(k) = o* with 0<S @ <1 as an adequate description for our purposes since we may
certainly expect the autocorrelation function to be exponentially bounded as long as a
reasonably well-functioning general ventilation system is in use. Hence, we wish to,
impose a similar condition on the product-based exposures which requires that the )
diagonal elements of the matrix I = E(thxk'r) = P™X are approximately equal to p,™
uniess there is a reason to believe that some components of the mixture will disappear or
persist in air at a significantly different rate than others. To achieve this we impose the
additional condition on the P matrix that diag(PX) = diag(RX) where R is a diagonal
matrix with diagonal elements equal to p, which can all be equal or differ by compound.
As we shall show, this condition seems to produce the desired time series remarkably

well.

Linplicit in equation 5 is a cross correlation structure between the elements of Xy In
different 15-minute time intervals. For example, to what degree does the current
concentration of chemical 1 correlate with the concentration of chemical 2 forty-five
ranutes from now? (Again using a community air pollution example, the moming
concentration of hydrocarbons in Los Angeles air is strongly cross correlated with the

c20n€ concentration in the afternoon.) The matrix X describes the degree of that

10



correlation within any 15 minute interval, but P™X , for m > 0, defines these correlations
between intervals. However, the study of this cross-correlation structure has not, as far as
we know, been the subject of study in the industrial hygiene literature. Hence we chose
not to impose any cross-correlation conditions beyond the specification of the covariance
matrix, X. However, the fact that the eigenvalues of P lie within the unit circle insures
that the elements of P™X approach zero as m gets large which is consistent with physical
expectations. For example, it is highly unlikely that 15-minute exposures to chemical |

at 8:00AM will have any correlation with exposures to chemical 2 at 4:30 PM.

The specification of P and Q begins, then, with the need to meet the conditions imposed
by equations 6 and the diagonal condition that diag(PX) = diag(RX) . In addition, there
are a set of inequality constraints that must be satisfied in order that P be a stable matnix.
For any given P and Q this can be checked in various ways (Takahashi, et al., 1970) .

Because X is symmetric, equation 6 generates n(n + 1)/2 equations and the diagonal
condition an additional n equations. P contains n’ elements and Q m elements. Even for
r =1 there are more unknowns than equations, so there is no unique solution. Hence, there
are many values of the elements of P and Q which will satisfy our conditions. Since the
equations are nonlinear, we chose Broyden's variant of the Newton-Raphson method
(Press et al., 1992) to find a solution which minimizes a sum of squares criterion
function. A solution is deemed acceptable when the criterion function is tess than 10°,
The values of P and Q thus determined are then inserted in equation 3, the time series x
generated, and each x-value exponentiated to yield the y-values, the 15-minute TWA'’s

for the product-based agents.
Testing the Multivariate Random Number Generator

The first test of the product-based exposure simulator assumed a product of three

chemical components and used the following input data:

11
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466 913 4I8.
X =913 231. 877.

418 877 5460
= (7.1 211 999) (7)
diag(R) = (0.65 0.65 0.65)

The values of the cross-correlations implicit in X are 0.90 between chemical | and 2, and

0.80 between | and 3, and between 2 and 3.

A set of random initial guesses for the values of P and QQ were selected from within the
range (-1, 1) to start the iteration process. In some cases, these initial values led to local
minima and the routine could not converge to an acceptable solution. In these cases a
new random starting point was chosen and the process restarted. One thousand different
but acceptable realizations of the time series described by the above parameters were

generated. Each was of length 500.

Figure 1 shows a time plot from a typical realization of the three series in which the
cross-correlation structure is apparent, for example, the large simultaneous peak just prior
to day 400. Figure 2 shows a histogram of the values of yi, without regard to their
sequence in time, which displays their log-normal character. Table 1 shows the
characteristics of the 1000 replications. Clearly, the mean values of each of the input
parameters estimated from the 1000 observations is quite close to the design value given
in equations (7) above. The variability about the mean is most easily seen from the
coefficient of variation, expressed at the bottom of the table in percent which shows that

only the variance of the three times series shows considerable variation from run to run as

is comrnonly the case.

To verify our qualitative conclusions about the relation of the autocorrelation of the x-

series and it relation to that of the y-series, as well as to verify the effect of the condition

12




that diag(PX) = diag(RX), we conducted a second set of numerical experiments with the
same W, as above but with the other parameters as given in Table 2. The GSDs include
the variances of the y-series used above, but the other values were used to assess the
effect of varying the ratio of cs'yz/;,x,,2 on the autocorrelation of the y-variables as

described in equation 4. Recall that GSD, = exp{In( I + o,/ H))"

For each set of GSDy, values 400 sets of time serjes were generated each with different
solutions for P and Q. Each series was 200 time steps in length (200 15-minute
intervals). Figure 3 shows the mean value of the first | values of the autocorrelation
function for each GSD,. As can be confirmed by checking values of the corresponding x-
series autocorrelation, values, px(k) = ak, the effect of the variation of the GSD, on the
mean autocorrelation function of the y-series is very modest. Recall that the x-series
values are equal to the diagonal elements of the matrix R which are the inputs to the
simulation. Figure 4 shows the corresponding effect on the standard deviation of values
of the autocorrelation function as the GSD, varies. Here we do see a general tendency
for more varialbility in the autocorrelation function as the GSDy increases. Although the
variability in the autocorrelation funciion begins to decrease at fairly low values of time
lag, k, it does not decrease nearly as fast as the mean values in Figure 3 which impties

that the relative variability increases with the time lag.

Constructing the Exposure Series Over the Workday

Recall that the eight-hour work day is comprised of h tasks each of which is carried out -
over ny fifteen-minute periods. Hence the final step in the construction of the daily
€xposure series is to assemble the appropriate number of pieces of each of the h separate

time series together to comprise as many days of exposure as required.

All of the foregoing pertains to near field exposures experienced by workers in the
conduct of the specific tasks. However, it is clearly possible, and often the case, that one
worker can be exposed, generally at lower concentrations, to the chemicals being used by

a second worker. In the present version of the simulator this was handled simply by

13
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worker can be exposed, generally at lower concentrations, to the chemicals being used .
a second worker. In the present version of the simulator this was handled simply by
assuming a single ratio of near- to far-field exposures for ali tasks and applying this ratio
to the mean exposure for all chemicals in all other tasks except that in which a worker is
currently engaged during each 15-minute period. This assumes that all tasks are always
being carried out simultanecusly which may not be the case. Recalling that this version
of the simulator pertains only to homogeneously exposed group, this is but one of several
issues that can be addressed in the future as the general issue of between worker

variability is incorporated.
Discussion

While the general concept of using a simulation approach to the integration of qualitative
and quantitative data on workplace exposures is straightforward and appealing, in the
case of multiple chemicals there are complexities, largely due to the correlation structure
that we postulate for short-term chemical exposures. Our attemnpt to extend the general
approach of Male to the muitivariate case seems to have been successful, at least given
the paucity of field information on the auto- and cross-correlation structure of workplace

exposures.

While the random number generation procedure meets our design requirements on the

average, it is possible that there are individual realizations that are far from the average.

- It is possible to impose on the simulator further conditions to select a subset of

realizations that more closely meet special criteria. For example, if it is important to
constrain one of the variances more closely to the design value, a variance estimate can
be calculated for each realization and those rejected that depart too far from the design

value.

In Part II of this series, we will apply the simulator to a particular exposure assessment
task in order to explore the strengths and weaknesses of the present version and to

identify issues to be addressed in an improved version.

14
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Appendix . Statistical Derivations for the Parametric Relationships between

Normal and Lognormal Time Series

Theorem 1.

If x 15 a normal distribution with mean g and standard deviation o, then

1
[P
e

E{e")=e

where ¢ is a constant.

Let y=exp(x). Therefore, y is a lognormal distribution with mean y' and standard
deviation ¢’. The mean and variance of y can be expressed by x as the following:

p'=E(y)= E(e*) = " G))

E(y2)=ezﬁl+lza—z— =62H4‘20: (2)

o’ =Var(y) = El(y - E(y))*1= E(y*) - E(y)*

= (er.Hza': ) _ (e2p¢o'2 ) = (e‘z;na’ ) A (eaz - l) (3)

From Equations (1) and (3), we can obtain:

2

) ,uzln(p')—-% | | @)

2
o’ =In(l+%,?) 5)

Theorem 2.

If x, and x, are bivariate normal distribution with means, g, and y,, standard
deviations, 0, and @,, and correlation p. That is,

X N x, )0, p0,0,
*2 x: J| pO,0,,0,"
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According to the properties of conditional distribution, then

g
(x, 1x,) ~ Ny, +pg_l('tz —Hy) o'|z '(l_pz))-
2
Therefore,

E(e"**)=E(e")-E, (" Ix,)

) I
4y +p-(;'-th '1‘2)"‘3'012'“"32 )

=FE(e" e : )
u.-p-(:—’)nz%ﬂ.’-“-p’) “*M%)Hz
=(e : )-E(e )
2
y,-p-(:—')-yp%-a,"u-p’) (s o4k py o149 Sy
=(e ! )-(e ! o )

1
.u1+uz+5-<ol’+01’+2 P9\T3)

The correlation between the exp(x,) and exp(x,) is:

E(e®"™)-E(e™) - E(e™)
E@e™) . Ee™)):

corr(e”, e )y=p’=

) V.1 2
M+ pp+{0) +01)
2 ) . (ePU';Uz — I)

@)Y (e — e -
e ’ -

et ophed ot

From Equanon_-_:' '(5); R
ed;z _1 0';2 .
e
ed; ._1 o.;z
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PRELIMINARY RESULTS

R e

* Literature review and framework development

* Examination on the feasibility of urinary tritium
as exposure marker

Data source: levels of occupational exposure in the National Tritium
Labeling Facility (NTLF) at LBNL and in other nearby buildings.

* Multivariate regression analysis:

— Stack T emission is a strong predictor to estimate the
urinary T levels measured in workers at NTLF

—Up to 80% of the total variance can be explained by the
best-fit model

— Other predictive variables: windspeed and wind direction
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—_PRELIMINARY RESULTS (cont)

* Review and selection of field site

— Savannah River Site (SRS)
In-Tank Precipitation Facility (ITP)
Defense Waste Processing Facility (DWPF)

— Epidemiological findings
Excess leukemia risk
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Table 1. Evaluation of Dispersion of Three Time Series Based on

1000 Samples
Time Series #1 | Time Series #2 | Time Series #3
Mean
Mean 7.121 21.076 99.839
Variance 45.895 230.066 | 5421.309
Autocorrelation 0.646 0.647 0.646
*Cross-correlation 0.882 0.830 0.789
Standard Deviation
Mean 0.378 0.719 3.938
Variance 11.909 38.426 1010.694
Autocorrelation 0.033 0.027 0.028
Cross-correlation 0.022 0.018 0.021
CV(%)
Mean 5.3 34 39
Variance 259 16.7 18.6
Autocorrelation 5.1 4.2 4.3
Cross-correlation 2.5 2.2 2.7

The values shown in columns #1, 2 and 3 are the cross-correlations between time
series #1 and 2, time series #1 and 3, and time series #2 and 3.

Table 2. Designed Parameters for Evaluating Influence of Variance on
Autocorrelation Coefficients

Time Series #1 Time Series #2 Time Series #3
. Mean 7.13 21.10 - 99.93
Variance GSD =2.24 GSD =191 GSD=194
1.50 1.50 1.50
1.25 1.25 1.25
1.10 1.10 1.10
Autocorrelation 0.80 0.60 0.40
Cross-correlation 1.00,0.80,0.70
0.80,1.00,0.60
0.70,0.60,1.00
17
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Risk Assessment for Mixed Exposures

* Develop and critically evaluate the risk assessment framework
* ldentify information gaps and the future research needs

Developing a Tiered Approach for
Mixed Radiation/Benzene Exposure

* Source/receptor relationships
* Receptor/dose estimates

* Markers of exposure/dose

* Markers of early health effects



ABSTRACT FOR THE PRESENTATION DELIVERED AT THE 1998
AMERICAN INDUSTRIAL HYGIENE CONFERENCE & EXPOSITION
(1998 AIHCE)

ATLANTA, GEORGIA; MAY 1998

BIOLOGICAL MONITORING TO ASSESS THE HEALTH RISKS FOR WORKERS
EXPOSED TO MIXTURES OF PHYSICAL AND CHEMICAL AGENTS

T.E. McKone, W.G. Chen, R.C. Spear :
School of Public Health, University of California at Berkeley
140 Warren Hall

Division of Environmental Health Sciences

School of Public Health

University of California

Berkeley, CA 94720-7360

Limited scientific data is available on the combined effects of toxic agents that have
either similar or different mechanisms of action. The goal of this study is to use
biological monitoring to construct and critically evaluate a framework for assessing risks
anising from exposure to physical and chemical agents in various combinations. We
consider two agents widely used at U.S. Department of Energy (DOE) facilities, tritium--
a source of ionizing radiation, and benzene--chemically toxic and a known human
carcinogen. Both ionizing radiation and benzene appear to have similar manifestations of
genetic damage within living cells. A 1976 J apanese study indicated that the combined
cytogenetic effect of benzene with radiation in cultured human lymphocytes could be
synergistic, but folow-up studies are lacking. We present here early results of a pilot
study in which we apply the steps of the standard risk assessment paradigm to mixed
physical/chemical agent exposures and use markers of exposure and dose at each step.
This study provides the opportunity to examine how the findings of synergism in the
Japanese study, if correct, would impact a risk-based framework for protecting workers
from rixed agent exposures in the workplace. Specifically we examine the feasibility of
using tritium levels and benzene metabolites in urine as markers of occupational
exposures at DOE facilities. At one DOE facility multiple regression analysis was used
to evaluate the correlation between urinary tritium levels of workers in varjous buildings
and tritium release rate, wind speed, wind direction, precipitation and other parameters.
Among parameters considered, correlation was strongest between urine levels and three-
week average of the tritium source strength prior to the sampling date. We also report
here on the process used to select and assess a DOE site with combined radiation and
denzene exposures in the occupational environment.



Therefore,

LTS (€ -1 (% -/t

o-IG.Z
ln(!+p'-d', -g%)
= -Lll 2 (8)
GIGZ

The relationship in Equation (8) is not only valid for the correlation between two
variables of a bivariate distribution, but also for the autocorrelation of a time series. For a
stationary time series, the mean and variance do not change over time. That is,
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ABSTRACT

In Part [ of this series the structure and mathematical details of an exposure simulator were
presented for the study of multiple exposures to airborne chemicals in the occupational
environment. Here, the simulator is applied to estimating the 8-hour TWA exposures to four
solvents used in the manufacture of inflatable rafts. A preliminary study was conducted of a
small manufacturing facility with the object of characterizing the tasks involving solvent
exposures and collecting short-term exposures measures associated with each of these tasks.
These data were used to estimate the various inputs required by the simulator. Where the field
data were inadequate to estimate input parameters, information from the literature was used.
The simulator was then used to estimate the 8-hour exposure distributions of three fictitious
groups of workers who were postulated to work in an enlarged plant. The specific question
related to the number of shift-long samples needed to adequately characterize the multivariate
exposure of the three homogeneously exposed groups in the new plant. Cluster analysis was -
used to analyze the simulated 8-hour exposures. With the variability in exposure inherent in the
tasks conducted by the three groups, it was found that six days of exposure data per worker was
sufficient to associate each worker with the correct work group with low misclassification error.
While this first exercise of the exposure simulator showed it to be a useful means of integrating
qualitative and quantitative types of exposure-related data, including within-group exposure

differences is a high priority for future improvements.



INTRODUCTION

In Part [ of this series the structure and mathematical details of an exposure simulator were
presented for the study of multiple exposures to airborne chemicals in the occupational
environment (Wu et al, 2000). In brief, the simulator is based on short-term exposure
distributions associated with the various tasks comprising a day-long job and it includes the
ability to impose a correlation structure on exposures to multiple agents. Short-term exposures
are assumed to be lognormally distributed and autocorrelated when they occur sequentially.
There is also a provision to include both near and far-field exposures based on assumptions
concerning the position of the worker with relation to the source. Thus, the essential inputs to
the simulation include the mean and variance of the task-based short-term exposure
distributions, their autocorrelation and cross-correlation, the ratio of far to near field exposure,
as well as descriptors of the nature of the work including the numbers of tasks in the workday,

the time spent at each , and the agents used in each task.

The distribution of shift-long time-weighted average (TWA) exposures for a group of
workers is the output of the simulation because it is these values which are constrained by PELs
or other occupational health standards for chronic or delayed toxic agents. In addition, it is the
8-hour TWA value wﬁjch 1s often used for epidemiological classification of exposure groups
when such data are available. In this paper we report the application of the simulator to
exposure classification in the context of solvent exposures in a plant manufacturing inflatable
rafts. The various input data for the simulator are based on a preliminary survey of an actual
rafting plant supplemented by data from the literature where necessary. We then postulate 2
fictitious exposure scenario based on the premise of expanded production and focus on three
task-defined groups of workers. The question relates to a future study of chronic solvent
exposure in which we postulate a need to estimate group differences in 8-hour TWA exposures.
Spectfically, we ask how many days would one need to coliect 8-hour measurements from
workers in the new facility to reliably determine the differences in their exposures from a

Zsitivariate perspective. Clearly, we assume that the task-based exposures in the new facility



will be similar to those in the existing plant, although we will assume the work is structured

somewhat differently.

PRELIMINARY SURVEY OF THE RAFTING PLANT

The plant surveyed is that of an inflatable raft manufacturer with five employees who produce
one to three boats per day. This output varies greatly by month and season however, the time of
the survey was during the peak season, so shifts generally last 12 hrs/day for 6 days/wk. This
company occupies a large open area on the ground floor of a large warehouse building.
Hundred Ib. rolls of nylon-rubber material are stored inside of the building along with
containers of adhesives, lacquer, and pigments. There is a computer controlled cutting table
and assembly tables placed in a circle in the center of the building. The general ventilation inlet
is located on the second floor. The building is leaky and ambient wind velocity and direction
can greatly affect indoor air flow patterns. A galvanized steel enclosed spray booth equipped
with a cross-draft local exhaust ventilation system is located to one side of the main work area.
Inside, it has a sprinkler system, negative air filters in the door inlet, and paint arresters at the
exhaust cutlet and plenum where fan is located. The fan, runs at 10,000 cubic feet per minute

and the negative pressure system is monitored via an external manometer.

Materials are cut out on an automatic cutting table. A rolling cutter equipped with a guard plate
rotates around the table. Cut piccés are prepared by manually rolling adhesive made of liquid
neoprene and toluene onto the edges of céch cut sheet and around holes cut for inserting valves.
Workers manually glue one panel of neoprene material onto another until the ¢ntire raft hull is
assembled. These assembled raft pieces are left to air dry overnight. Two workers coat with
methyl ethy! ketone adhesive an approximately 55 fi2 area of inflated floor in woven nylon
fabric material made with poly vinyl chloride. They adhere the floor onto a layer of neoprene
material that is glued onto the raft hull. Later, workers inflate the assembled raft hulls and
attach D-rings, handles, and a rubber bumper strip around the outside perimeter of the raft. The
inflated raft hull and center pieces are sprayed with urethane mixed with a pigment the spray

-.~w1. [he negative pressure system remains on to dry the coated raft. Cured rafts are carried
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out of the booth and placed on the floor in a scparate area. Two logos are silk screened onto the
raft. Finished rafts are carried to the building storage area and packed for shipping. Rafts
weigh approximately 120 Ib. fully assembled. Waste products include neoprene scrap, dried
urethane coating (2 gal/day) and cured rubber, all disposed of in dumpsters. Liquid plastic and

paint over spray is filtered and exhausted through the roof of the warehouse building.

The initial survey of the plant was conducted over a period of 5 days and included the
identification of tasks described above and the chemical exposures associated with each. For
purposes of the subsequent simulation the workers were classified into three groups which were
cleaning, gluing and assembling. Some chemicals were used in all tasks and some were unique
to particular tasks. For example, the gluing task involves the use of urethane adhesive and
toluene; the cleaning task is done with toluene; the assemnbling task involves the \usc of toluene
and glue. Exposures to four main agents, methyl ethyl ketone (MEK), toluene, hexane and
ethyl acetate, occurs in these tasks. Because the work environment was in a single closed
space, it is possible for workers in different work areas to receive far-field exposures to all the
agents. Both near- and far-field exposures were considered important for assessing the

workers’ total exposures.

Forty-five personal measurements and twelve area measurements to these four agents were
measured during the field investigation. The area measurements were used in the estimation of
far-field exposures and were collected at a distance 15 feet from workers at the same time the
personal samples were being collected. All measurements were short-term (15 minutes)
samples collected on charcoal tubes using personal pumps operating at 1 lpm. Chemical
analysis was conducted by a commercial laboratory using NIOSH methods. The mean 2nd
variance of these measurements were calculated for each agent in each work task. The results
are given in Table 1 and show marked differences in the exposure distribution between tasks.
Generally, these differences corresponded with what would be expected from the different

amounts and frequencies of agents used in the tasks.



Table 2 presents the data relating to the near- versus far-field exposure ratios. Substantial
differences exist in these ratios for agents in different work groups. There is tendency for high
exposure ratios to occur when the near-field exposures are low. This observation illustrates that
the personal samples reflect the sum of near- and far- field exposures. As a consequence, the
MEK and hexane exposure ratios observed in the assembly work group and the ethyl acetate
exposure ratio of the cleaning work group were regarded as reasonable estimates of the near/far
exposure ratios when actual near field exposures were significant. In general, we assumed that

exposures below 5 ppm were far-field.

Table 3 shows the agent-specific correlation data for each task in which there were sufficient
values for all four solvents above detection limits. Task F involved near-field exposure only to
toluene, so no correlations were estimated. Insufficient data were available to estimate the
correlation matrix for task A and the estimate shown in the table were separately derived as
noted below. Tasks C and E, cleaning and hull assembly, suggest particularly strong correlation

structures.

THE EXPOSURE SCENARIO

As noted above, the fictitious scenario we explored was based on the premise that the plant is to
expand and that the same tasks will be involved in the new setting, but will be carried out by
three work groups comprised of about 10 workers each. When the new plant begins operation,
a study is to be initiated of their solvent exposure with a the objective of determining possible
health effects. The immediate question is to design a study to determine the differences in their
exposure which will in turn determine if this new plant promises to be a good study site. Recall
thai the current version of the simulator addresses only homogeneously exposed groups, so each
of these three work groups is so defined. We simulate the situation in which an 8-hour time-
weighted average (TWA) measurement is taken for each worker on each day of data collection
and analyzed for all four chemical agents. We ask how many days of data collection will be
necessary to allow a clear separation of the exposures into the three groups. If the group

exposure data is statistically separable and with little misclassification, we assume that



whatever exposure estimates one wishes to calculate from the data will give a good picture of
the group-based differences. We used cluster analysis as a means of separating the groups, but

alternative statistical approaches are possibie.

Clearly, a simulator is not necessary to estimate the expected values of the near-field eight-hour
TWA exposures since these values are directly calculable from the task means and the task
times. Hence, even in the fictitious example we are more interested in capturing the variability
inherent in the exposures with the objective of setting data collection requirements that will, in
the future field study, produce reliable estimates of the actual mean values of the near-field and
the far-field exposures. Looking toward the future, however, approximating the mean
exposures will not be as easily done when task times are allowed to vary and the homogeneous

exposure structure is replaced with a more realistic construct.

METHODS

Parameterizing the Simulator

Figure 1 shows the structure of the simulator and indicates the required input data. As noted
above, we are dealing with 3 work groups who each carry out three separate tasks involving
exposure to four agents in at least one of the tasks. The number of hours per day devoted to
each task is very loosely based on the survey data and set to 2 hours per day for tasks B, C, E, F,
H, and L, and 4 hours per day for tasks A, D, and G.

The mean and variance of the personal exposures for each ag'cnt in each task, Table 4, are
based on the measured values listed in Table 1 with the solely far-field exposures removed.
The other diffcrcﬁccs between Tables 1 and 4 are adjustments to the variances Eiuc to the need
ior a positive definite covariance matrix in order for the estimation procedure for the P and Q
matrices of the random exposure generator to converge. That such adjustments are needed is
not surprising due to the small sample sizes on which these estimates are based, but future

effort is required to develop a means of carrying out such adjustments in a standard way.

The input cross-correlation between the agents in a task, Table 5, was based on the observed

Z.os3-correlation data shown in Table 3. However, in task A some exposures were below
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detection limits making it impossible to directly calculate the cross-correlation matrix. Hence,
all exposures occurring in the cleaning work group were pooled to approximate the task A
correlation estimnates. As noted above, the task F near-field exposure was assumed to be to a
single agent. Regarding the far-field exposures, we postulated that, in the new facility, the
general ventilation would be improved. Therefore, in the simulation, a fixed far/near-field

exposure ratio, 0.1, was used for all tasks.

Becauée the measured short-term exposures were not sequential in time, it is not possible to
estimate from the survey data the autocorrelation of the workers’ exposures. We assumed the
autocorrelation of the workers’ short-term exposures was similar to that observed by Kumagai
and Matsunaga (1993, 1994, 1995a and 1995b) in their exposure studies of organic solvent
exposures. They found autocorrelation coefficients for 7.5, 15, 30 and 60-minute TWA
exposure series to be 0.42, 0.32, 0.20 and 0.01, respectively. Moreover, they determined that
autocorrelation decreased as averaging time increased in a manner well fitted by an exponential
function as assumed in the structure of the simulator. In addition, in the examination of inter-
relationship between short-term (7.5-minute) TWA exposures to two organic solvents, the
correlation coefficients between these two exposure concentrations showed high (0.71 ~ 0.98),
medium (0.59) and low (-0.32 ~ 0.27) values corresponding to the chemicals mixed in a fixed
ratio, in various ratios and used in a separate process, respectively (Kumagai and Matsunaga,
1995b). Based on these results, we assumed the autocorrelation of the workers’ short-term
exposures in the simulation to be 0.30 for all tasks, Utifizing all of the foregoing input data

resulted in the > and @ matrices shown in Table 6 which were then used to iteratively generate

exposure values.

The Simulation Experiment

As noted above, the question to be addressed concerned estimating the number of days of 8-
hour TWA measurements necessary to determine a clear and unambiguous multivariate
description of the differential exposure of the groups. The similarity metric chosen for the

cluster analysis used for this purpose was Euclidean distance and the clustering algorithm used



was complete-linkage (Ref). The members of the groubs formed from the cluster analysis were
then compared with their actual assignments. Thus, the misclassification rate of the exposure-
based clustering for a particular tree structure was determined. A single simulation run was
conducted which generated 8-hour TWA exposures for all thirty workers to the four agents for
each of 30 workdays. In all cases, the simulated daily exposures were kept in the onginal

format without standardization for the cluster analyses.
RESULTS

To illustrate the clustering concept, consider an impractical design in which we collect an 8-
hour TWA measurement on each worker for each of 30 days and average each worker’s daily
values. Clearly, this should give a very good estimate of the long-term mean exposures
sustained by each of the groups in a stationary environment. Figure 2 is an example of the tree
structure determined from the simulated 30-day mean values. In this figure, the numbers shown
at the base of the tree indicates the identification number of each of the 30 workers. The
numbers, 1 to 10, 11 to 20 and 21 to 30, belong to the cleaning, gluing and assembly work
groups, respectively. Ideally, the workers of each work group should form a cluster without

musclassification and, in this extreme case, they do.

On the other end of the spectrum, consider the same procedure, but based on a single day’s
exposure data for each worker. Figure 3 shows such a case. Cutting the tree at a distance of
about 175 produces three groups, but one of them only has 3 members and another 20 members.
To determine the misclassification rate, let us cut the tree at the level where the three largest
ciusters have a minimum number of misclassifications. That is, we count as misclassifications
all members of a cluster who are not part of the majority as well as all members of the smaller
clusters. In Figure 3, a cut at a distance of 100 produces five clusters and 9 misclassifications
as opposed to the 11 obtained with the cut at 175. Nine is the minimum number of
misclassifications for this tree. Applying this procedure to each of the 30 daily TWA exposures

produced no perfect classifications and a worst case of 10 misclassifications. The median



number misclassified was 6. Even if one considered less than or equal to 4 workers

musclassified to be acceptable, there is only a 25% chance of obtaining such a resulit,

Since a single day’s exposure cannot provide an acceptable exposure classification for the work
groups in this case, how many days should be measured and averaged to determine an
acceptable classification? To answer this question we chose to estimate the probability of a
perfect classification. To accomplish this, a random sample of 200 sets of two-day means was
generated and the number of perfect classifications determined. This process was repeated to
generate three-, four-,..., and ten-day mean exposures. Thus, 9 sets of different day-mean

exposures were calculated.

Cluster analysis was applied to each day-mean exposure set. Three clusters were produced
from each tree structure. Because perfect exposure grouping was desired, the tree cutting
scheme in this evaluation differed from that used in the single-day analysis. The tree cutting
scheme was forced to produce three clusters from each tree structure, but the level of Euclidean
distance used to cut each tree structure into three exposure clusters was not a fixed value. Table
7 presents the misclassification rate of these 9 sets of day-mean exposure. As expected, the
perfect classification rate increases as the number of averaging days increases. Two-day mean
exposures result in abbut 20% perfect classification, five-day mean exposures provides about an
80% chance of perfect classification, and eight-day mean exposures almost completely recover

the true groupings.

DISCUSSION

As we have pointed out elsewhere, differences in exposure in the multivariate case take on a
new meaning in that it is necessary to consider both differences in intensity of exposure and in
its composition (Wu et al., 1999). In the foregoing example, we determined the number of 8-
hcur measurements necessary to separate statistically the exposures of the three
Lhawmogeneously exposed groups , but the toxicological implications of these differences is

wother matter entirely. The difficulty can be seen by inspecting the complex patterns of the




30- day average exposures of the three groups as shown in Table 8. While there is a developing
literature on the assessment of health risks from mixed chemical exposures (2 or 3 refs}, the
issue is far from resolved. Even from the more limited perspective of exposure assessment, the
sensible definition of a group is murky when the variation in exposure within a group is
introduced. However, it seems likely that the unjvariate ideas relating to within-group and

between group-variance will carry over to the multivariate case.

While we acknowledge that our first application of the simulator is principally suggestive of
interesting future applications, we feel that there is considerable potenual in utilizing the task-
based structure of the simulation for better understanding of the sensitivity of the 8-hour
exposures to the various task-related variables. OSHA took such an approach in the 1993
interim final lead standard where they adjoined a PBPK model to task-based cxp;osurc estimates
to determine the sensitivity of blood lead to variations in the exposure pattern (ref). We can
foresee the use of the simulator in this context in which the effects of both task-based controls

and administrative controls on shift-long exposures can be estimated.

Finally, we see the next stage of development of the simulator as being the introduction of
within work group variability in exposure. The work of adding between-worker variance into
the simulator is not conceptually difficult. There are at least two different elements of this
variability that come immediately to mind, variations in task-time assignments and/or
variability in the short-term exposure distributions. Since the vanability in the short-term
distributions is not likely to be informed by preliminary data of the sort obtained in the rafting
survey given the need for multiple samples per person, it may be that there will always be a
greater degree of uncertainty in this element of the process. In any case, the sirﬁu]am’on 1dea
does appear to offer a means of integrating qualitative and quantitative data relating to

workplace exposure in an explicit and useful way.
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Table |. Field Data: Means and Variances of 15-minute Exposures by Task

MEK Toluene Hexane Ethyl Acetate

mean variance | mean variance | mean variance | mean variance

(epm) | (ppmY | (ppm) | (pm) | (ppm) | opmY) | (ppm) | (ppm})
Cleaning |
Task A. Mixing paint 11.2 11.5 56.3 2880. 9.7 177. 47.2 375.
Task B. Spraying paint 7.9 46.4 91.7 3829, 12.8 73. 24.1 264,
Task C. Cleaning 2.2 11.2 132.9 13369. 2.0 3.66 12.9 133,
Gluing
Task D. Applying neoprene 4.1 i4.5 229. 3854, 78.7 2442, 2.1 1.47
adhesive
Task E. Hull assembly 1.9 3.3 147. 4177. 204 147, 1.5 0.35
Task F. Glue cleanup 0.3 3.1 20.6 0.85 3.6 0.08 0.38 0.07
Assembly
Task G. Applying PVC adhesive 215. 21555. 86.2 2458. 28.1 1368. 3.2 4.5
Task H. Floor assembly 110. 14285. 111.2 3135. 29.2 908. 33 4.0
Task 1. Floor installation 34.5 2292, 211.7 10608. 334 43.1 3.1 0.3
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Table 2. Field Data: Near- and Far-field Exposures

Agents Work Groups

Gluing { Cleaning | Assembling
MEK
Near-field mean 29 7.0 121.
gxposure {ppm)
Far-field mean I.3 3.1 220
exposure (ppm)
Ratio 0.44 0.4 0.2
Toluene
Near-field mean 176. 96.5 123.
exposure (ppm)
Far-field mean 87.5 593 34.4
exposure (ppm)
Ratio 0.5 0.6 0.3
Hexane
Near-field mean 48.3 9.3 29.7
exposure (ppm)‘
Far-field mean 17.1 7.7 5.6
exposure (ppm)
Ratio 0.4 0.8 0.2
Ethyl Acetate
Near-field mean 1.7 25.2- 33
exposure (ppm)
Far-field mean 1.0 5.7 1.2
exposure (ppm)
Ratio 0.6 0.2 0.4
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Table 3. Field Data: Exposure Correlation Matrices by Task

Task A MEK Toluene Hexane | Ethyl Acetate
MEK 1.00 0.17 0.54 0.77

Toluene - 1.00 0.36 0.04

Hexane - - .00 0.26

Ethyl Acetate | - - - 1.00

Task B MEK Toluene Hexane Ethyl Acetate
MEK 1.00 0.38 0.38 0.67

Toluene - 1.00 0.88 0.09

Hexane - - 1.00 -0.21

Ethyl Acetate | - - - i.00

Task C MEK Toluene Hexane Ethyl Acetate
MEK 1.00 0.88 0.92 0.99

Toluene - 1.00 0.62 0.81

Hexane - - 1.00 0.96

Ethyl Acetate | - - - 1.00

Task D MEK Toluene Hexane Ethyl Acetate
MEK 1.00 0.49 0.74 0.97

Toluene - 1.00 0.35 0.64

Hexane - - 1.00 0.62

Ethyl Acetate | - - - 1.00

Task E MEK Toluene Hexane Ethyl Acetate
MEK 1.00 0.82 0.83 0.62

Toluene - 1.00 0.97 0.82

Hexane - - - 1.00 0.90

Ethyl Acetate | - - - 1.00

Task F MEK Toluene Hexane Ethy! Acetate
MEK - - - -
Toluene - - - -

Hexane - - - -

Ethyl Acetate | - - - -

Task G MEK Toluene Hexane Ethyl Acetate
MEK 1.00 0.67 -0.66 0.90
Toluene - 1.00 0.11 0.70

Hexane - - 1.00 -0.53

Ethyl Acetate | - - - 1.00

Task H l MEK [ Toluene IHexane ] Ethyl Acetate

16




MEK 1.00 -0.30 -0.37 0.16
Toluene - 1.00 0.71 0.33
Hexane - - 1.00 0.46
Ethyl Acetate | - - - 1.00
Task | MEK | Toluene Hexane Ethyl Acetate
MEK 1.00 -0.80 -0.67 -0.48
Toluene - 1.00 0.98 091
Hexane - - 1.00 097
Ethyl Acetate | - - - 1.00
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Table 4. Input Means and Variances for Simulation

MEK Toluene Hexane Ethyl Acetate
Mean Variance | Mean Variance | Mean Vanance | Mean Variance
tppm) | (ppm®) | (ppm) | (ppm® | (ppm) | (ppm?) | (ppm) | (ppm?)
Cleaning
Task A 11.2 356. 56.3 2880. 9.7 178, 472 4063
(3.19) (2.24) (2.804) (2.77
Task B 7.9 6. 91.7 6172 14.0 328 24, 1275.
(21N (2.10) (2.86) (2.94)
Task C - - 133. 13370. A . 2.9 133.
(2.12) (2.15)
Gluing
Task D - - 2290 | 74447 78.7 6847. |-
{2.56) (2.37)
Task E - . 147.6 | 28665. 204 846, .
(2.50) {2.87)
Task F - - 20.7 628. . - R .
(2.59)
Assembly
Task G 215.2 165311. 86.18 13544, 28.1 1368. . -
(3.43) (.77 (2.73)
Task H 110.0 | 14286, 111.16 | 10163, 292 908. - .
(2.42) (2.17) (2.34)
Task [ 34.5 2292, 211.67 | 70171. 334 3082. . -
(2.82) (2.64) (3.16)

*  Geometric standard deviation (GSD).
** The cells without values are the mean exposures less than 5 ppm. Itis assurned that
the solvents are not used in these tasks.
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Table 5. Cross-correlation Matrices for Rafting Simulation

Work Task A MEK Toluene Hexane Eihyl Acetate
MEK .00 0.17 0.54 0.77
Toluene - 1.0O 0.36 0.04
Hexane - - 1.00 0.26
Ethyl Acetate - - - 1.00
Work Task B MEK Toluene Hexane Ethyl Acetate
MEK 1.00 0.45 0.30 0.55
Toluene - 1.00 0.80 0.05
Hexane - - 1.00 -0.15
Ethyl Acetate - - - 1.00
Work Task C MEK Toluene Hexane Ethyl Acetate
MEK - - - -
Toluene - 1.00 - Q.81
Hexane - - - -
Ethy] Acetate - - - 1.00
Work Task D MEK Toluene Hexane Ethyl Acetate
MEK - - - -
Toluene - 1.00 Q.35 -
Hexane - - 1.00 -
Ethyl Acetate - - - -
Work Task E MEK Toluene Hexane Ethyi Acetate
MEK - - - -
Toluene - 1.00 0.97 -
Hexane - - 1.00 -
Ethyl Acetate - - - -
Work Task F MEK Toluene Hexane Ethyl Acetate
MEK - - - -
Toluene - - - .
Hexane - - - -
Ethyl Acetate - - - -
Work Task G MEK Toluene Hexane Ethyl Acetate
MEK 1.00 0.50 -0.2] -
Toluene - 1.00 Q.11 -
Hexane - - 1.00 -
Ethyl Acetate - - - -
Work Task H MEK Toluene Hexane Ethyl Acetate
MEK 1.00 -0.30 -0.37 -
 Toluene : 1.00 0.71 -
| Hexane - - 1.00 -
Ethyi Acetate - - - -
Work Task I MEK Toluene Hexane Ethyl Acetate
MEK 1.00 -0.30 -0.30 -
Toluene - 1.00 0.95 -
Hexane - - 1.00 -

Ethy! Acelale -

B R T - T A
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Table 6. P and  Matrices Used in Simulation

P matrix (Q matrix
Task A, 0.360254 | - . 0.288178 | - 0.104382 | . ] 0 666469
0.285504 0.112260 0.420946 G 548181
Mixing Paint 0525343 | 0.185193 | - - 0.288206 | (1192917 | - -
0.009551 0033343 0.320399 0.166926
0.767851 0.295291 - 0.13134] - - - G.438873
0319385 0.137886 | 0.244350 ( 0.051613
- - . 0.602975 - 0.347532 - 0.602975
0.049361 0239829 | 0.323278 0.476172 (0.395463
Task B, 0.542656 | 0.606%62 | - - 0.244562 | - 0472562 | -
0.224260 | 0.394037 0219136 0.027099
Spraying Paint 0.230832 | 0.554062 | - - - 0.344117 | 0.553638 | -
0.247752 0.244711 0.123815 0.132789
- 0.361317 0.099034 - - 0.287053 0622613 -
Q.111095 0.330426 | 0.445543 0.154978
1015184 | 0.784779 - - 0.808263 - 0.293576 | 0.082687
0691342 | 0273168 0.182065
Task C 0.325838 | 0.042969 0.525689 | 0.460942
Cleaning - (.394506 0.703728 | 0.114476
0.034400
Task D 0.211216 | 0.462512 - 0.148303
0.769341
Applying - 0.528138 - R
Neoprenc 0.293769 0.438020 | 0.617735
Adhesive
Task E 0.777858 | - . 0.303874
0.336920 0.782050
Hull Assembiy 0.634015 | - - 0.494802
0113100 0.807116
Task F NA NA
Glue Cleanup
Task G 0.272422 | 0.335888 | - 0.146256 | - :
0.051031 - 0.987385 1 0.354223
Applying PYC | 0.399874 | - 0.647787 0487123 | - -
0.007974 0.374241 | 0.620999
Adhesive 0399929 | - 0.787587 0.366551 | 0.787800 | -
0.433680 0.251554 e
TaskH' 0.300120 [ 0.790247 | - 0.163120 | 0.562567 | 0.404871
0.645701
Floor Assembly - 0.149623 { 0.071950 0471899 | - -
0.263387 0.458242 | 0184306
0.153576 | - 0.714272 0.297666 | - -
0.304983 0.391680 | 0.589929
Task I 0.310762 | 2.057736 | - - - 0612316
1.876311 0.340461 | 0.272826
Floor Installation 0.088084 | - 1.806607 0.501225 | 0.182450 | -
1.652749 0.509687
0.068833 | 0.128900 | 0.315524 0.728796 | 0.034255 | -
0.570356
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Table 7. Perfect Classification Rate of Different Day-Mean Exposures

# of Day 2 3 4 5 6 7 8 9 10
No. of Samples 200 200 200 200 200 200 200 200 200
No. of Samples 43 108 137 165 182 183 192 197 197
Perfectly
Classified
Perfect 022 |054 |069 |08 [091 092 |09 |09 1099
Classification

{ Rate

Table 8. 30-Day Group Mean Exposure

MEK Toluene Hexane Ethyl Acetate
Cleaning 8.27 83.3 9.29 31.7
Gluing 20.8 158 43.9 3.66
Assembly 143. 124. 29.9 4.45
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Figure 1. Structure of the computer simulator for occupational multiple exposures
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Evaluating the Attributes of Incomplete Data on Workers’ Exposures to
Benzene: A CART Analysis

W.G. Chen, S.K. Hammond, T.E. McKone

In the U.S. Department of Energy (DOE) production facilities and several National
Laboratories, radioactive and toxic chemicals are used or managed in many activities.
Exposures to benzene and ionizing radiation have each been associated with increased
risk of cancer in human population. How combined exposures to these two agents
impact the cancer risk has not been characterized or quantified. We selected the
Savannah River Site (SRS) to carry out a case study on mixed-agent exposures since
at least two SRS facilities have been identified to have workers exposed to ionizing
radiation in combination with benzene. Because the radiation dose database is not
electronically or otherwise linked with any other database, such as medical or
industrial hygiene data, the first stage of this work involves retrieving the benzene
exposure data available at SRS in order to identify the workers we are interested in.
The purpose of this paper is to demonstrate the use of classification and regression
tree (CART) analysis to evaluate the sparse information available from the SRS about
benzene exposures that were characteristic of the experience of exposed workers on
site. 526 personal exposure samples collected from 1991 to 1998 were retrieved from
SRS industrial hygiene database along with the relevant job information such as job
titles, work locations, personal protection equipment used, control applied, etc.
Additional job description and time activity pattern information was obtained from
supplementary questionnaire surveys filled out by the SRS industrial hygienists. A
CART analysis was applied to the combined information to determine what kind of
Job characteristics resulted in higher levels of benzene exposures. The results indicate
that job title is the most important determining factor for higher benzene exposures.
We also developed preliminary exposure distribution for each node in the tree
diagram by using the regression tree analysis. Our results illustrate the unique benefit
of CART analysis in maximizing the use of sparse data available on site.
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Simulation of Occupational Mixture Exposure to Multiple Airborne Agents
Jyun-De Wu and Robert C. Spear

Center for Occupational and Environmental Health
School of Public Health
University of California
Berkeley, CA 94720

Abstract

Several investigators have recently explored the factors contributing to the variability of
workplace exposures to single airborne agents from day-to-day and between individuals in
a work group. When attempting to extend this exploration to exposures where multiple
agents are involved, the increase in dimensionality, coupled with the nature and extend of
field data, tends to preclude all but exploratory analyses of the sources of vanability in
exposure.  Attacking this problem from a different direction, we have constructed an
exposure simulator which is based on short-term exposure distributions associated with
the various tasks that comprise a day-long job. The inputs to the simulation include the
number of chemicals associated with each task, the means and variances of their short-
term exposure distributions, task duration as a proportion of the workday, the
autocorrelation structure of the short-term exposures, the cross-correlation of exposures
within a task, and a rough index of the near- and far-field exposures associated with each
task in the workplace. The output of the simulator is the time-weighted average (TWA)
exposure for the complete set of chemicals over extended periods, typically an eight-hour
workday. For example, the distributions of eight-hour exposures can be estimated for a
single worker or for groups engaged in the same tasks. The simulator thereby allows the
evaluation of the sensitivity of the integrated exposures to changes in any of the input
parameters as well as explorations of the performance of various multivariate statistical
techniques that might be used in the classification of exposures based on limited field data.

For correspondence to: Jyun-De Wu, 140 Warren Hall, School of Public Health,
University of California, Berkeley, CA 94720. TEL: (510)231-9596. E-Mail:
JIDWU@RFS63 BERKELEY EDU.

* We would like to present it in platform sessions.
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ABSTRACT FOR THE PRESENTATION DELIVERED AT
THE 1997 ANNUAL MEETING OF THE SOCIETY FOR RISK ANALYSIS {SRA)
WASHINGTON, D.C.; DECEMBER 1997

RISKS FOR WORKERS EXPOSED TO MIXED PHYSICAL AND CHEMICAL
AGENTS: BENZENE AND RADIATION CASE STUDY. W.G. Chen, T.E. McKone,
R.C. Spear; School of Public Health, 140 Warren Hall, #7360, University of California,
Berkeley, CA 94720-7360,

Very little scientific data is currently available on the combined action of toxic agents
that have either similar or different mechanisms of action. We consider here two agents
widely used at U.S. Department of Energy (DOE) facilities, tritium-—a source of ionizing
radiation, and benzene—a chemically toxic agent and known human carcinogen. As
human carcinogens, both lonizing radiation and benzene appear to have similar
manifestations of genetic damage within living cells. Although numerous risk
assessments have been conducted to estimate the risks associated with radiation and
benzene, separately; no quantitative approach has yet been developed to assess the
risks of occupational exposure to these agents in combination. Two decades a 20, a
Japanese study indicated that the combined cytogenetic effect of benzene with radiation
in cultured human leukocytes could be synergistic. However, there have been very few
studies revisiting this issue. For occupational risks arising from mixed agent exposures
at DOE facilities we are exploring the extent to which multiple-agent (i.e.
physical/chemical) exposures can be linked to both common health endpoints and
common markers of likely health outcomes. We present here a case study in which we
will follow and analyze for benzene exposure in combination with radiation exposure
the framework for estimating the risks associated with health impacts due to multiple-
agent exposures. In this analysis, we follow the steps of a typical risk assessment, but
using markers of exposure and dose at each step. This case study provides the
Opportunity to examine how the findings of Synergism in the Japanese study, if correct,
would impact a risk-based framework for protecting workers from mixed agent
exposures in the working environment.

At



RISKS FOR WORKERS EXPOSED TO MIXED
PHYSICAL AND CHEMICAL AGENTS:
BENZENE AND RADIATION CASE STUDY

W.G. Chen, T.E. McKone, R.C. Spear

Division of Environmental Health Sciences
School of Public Heaith
University of California at Berkeley
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MOTIVATION

A e kil

Why mixtures?
Humans are frequently exposed to multiple agents
either simultaneously or in sequence

What’s lacking?

e combined effects of multiple agents
e workplace standards for mixtures
* integrating mixed exposures over:
multiple agents
exposure routes
time-exposure patterns
agents having the same target tissue
agents having additive or synergistic impacts



GOALS

Objective

To construct and critically evaluate a framework for
assessing risks arising from exposure to physical and
chemical agents in various combinations

Principal Focus

The risks arising from mixed occupational exposures
at U.S. DOE facilities



BACKGROUND

P T _W

* Risk assessment paradigm: NAS/NRC (1983; 1994)

* U.S. EPA (1986)
Guidelines for risk assessment of chemical mixtures

* Dose additivity approaches for systemic toxicants
Response additivity approaches for carcinogens

* Risk of a mixture of =
compounds that act |
independently on target P=1- ﬁ' ﬁ' (1-P..)
sites (NRC, 1994) i=1j=1 Y




C T ER LA A S N R S
.

__BIOLOGICAL BASIS

* Epidemiological Evidence:
‘human experience with mixed-agent exposures

* Evidence from Cytogenetic Studies:
chromosome aberrations resulting from the
combined effects of radiation and chemicals



PRELIMINARY RESULTS

R R T
.

* Literature review and framework development

* Examination on the feasibility of urinary tritium
as exposure marker

Data source: levels of occupational exposure in the National Tritium
Labeling Facility (NTLF) at LBNL and in other nearby buildings.

* Multivariate regression analysis:

— Stack T emission is a strong predictor to estimate the
urinary T levels measured in workers at NTLF

—Up to 80% of the total variance can be explained by the
best-fit model

— Other predictive variables: windspeed and wind direction
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PRELIMINARY RESULTS (cont.

* Review and selection of field site

— Savannah River Site (SRS)
In-Tank Precipitation Facility (ITP)
Defense Waste Processing Facility (DWPF)

— Epidemiological findings
Excess leukemia risk
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INTRODUCTION

* Overview
* Background
* Biological basis

APPROACH

* Benzene and radiation case study
* Risk assessment framework

PRELIMINARY RESULTS

* Literature review and framework development

* Examination on the feasibility of urinary tritium as
exposure marker

* Review and selection of field site

SUMMARY/DISCUSSION



—SUMMARY/DISCUSSION

Risk Assessment for Mixed Exposures

* Develop and critically evaluate the risk assessment framework
* Identify information gaps and the future research needs

Developing a Tiered Approach for
Mixed Radiation/Benzene Exposure

* Source/receptor relationships
* Receptor/dose estimates

* Markers of exposure/dose

* Markers of early health effects



ABSTRACT FOR THE PRESENTATION DELIVERED AT THE 1998
AMERICAN INDUSTRIAL HYGIENE CONFERENCE & EXPOSITION
(1998 AIHCE)

ATLANTA, GEORGIA; MAY 1998

BIOLOGICAL MONITORING TO ASSESS THE HEALTH RISKS FOR WORKERS
EXPOSED TO MIXTURES OF PHYSICAL AND CHEMICAL AGENTS

T.E. McKone, W.G. Chen, R.C. Spear :
Schoo! of Public Health, University of California at Berkeley
140 Warren Hall

Division of Environmental Health Sciences

School of Public Health

University of California

Berkeley, CA 94720-7360

Limited scientific data is available on the combined effects of toxic agents that have
either similar or different mechanisms of action. The goal of this study is to use
biological monitoring to construct and critically evaluate a framework for assessing risks
ansing from exposure to physical and chemical agents in various combinations. We
consider two agents widely used at U S. Department of Energy (DOE) facilities, tritium--
a source of ionizing radiation, and benzene--chemically toxic and a known human
carcinogen. Both ionizing radiation and benzene appear to have similar manifestations of
genetic damage within living cells. A 1976 Japanese study indicated that the combined
cytogenetic effect of benzene with radiation in cultured human lymphocytes could be
synergistic, but follow-up studies are lacking. We present here early results of a pilot
study in which we apply the steps of the standard risk assessment paradigm to mixed
physical/chemical agent exposures and use markers of exposure and dose at each step.
This study provides the Opportunity to examine how the findings of synergism in the
Japanese study, if correct, would impact a risk-based framework for protecting workers
from mixed agent exposures in the workplace. Specifically we examine the feasibility of
using tritium levels and benzene metabolites in urine as markers of occupational
exposures at DOE facilities. At one DOE facility multiple regression analysis was used
to evaluate the correlation between urinary tritium levels of workers in various buildings
and tritium release rate, wind speed, wind direction, precipitation and other pararneters.
Among parameters considered, correlation was strongest between urine levels and three-
week average of the tritium source strength prior to the sampling date. We also report
here on the process used to select and assess a DOE site with combined radiation and
benzene exposures in the occupational environment.



Biological Monitoring to Assess the
Health Risks for Workers Exposed to
Mixtures of Physical and Chemical Agents

W.G. Chen, T.E. McKone, R.C. Spear

Division of Environmental Healith Sciences
School of Public Health
University of California at Berkeley
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MOTIVATION

TR N

Why Mixtures? '

Humans are frequently exposed to multiple agents
either simultaneously or in sequence

What’s Lacking?

e combined effects of multiple agents
» workplace standards for mixtures
e integrating mixed exposures over:
multiple agents
exposure routes
time-exposure patterns

agents having the same target tissue
agents having additive or synergistic impacts



BACKGROUND

* NAS/NRC (1983; 1994)
Risk assessment paradigm

* U.S. EPA (1986)
Guidelines for risk assessment of chemical mixtures

* Absence of Guidelines for Mixed Agents



GOALS

Objective

Using biological monitoring to construct and critically
evaluate a risk assessment framework for mixed
exposures to physical and chemical agents

Principal Focus

The risks arising from mixed occupational exposures
at the U.S. DOE facilities



BIOLOGICAL BASIS

Epidemiological Evidence:
Human Experience with Mixed A gents

* Chemotherapy in combination with radiotherapy
Increased risk of a secondary acute leukemia

* Tobacco smoke
— Uranium miners — Atomic bomb survivors

* Workers occupationally exposed to radiation in
combination with chemicals



____BIOLOGICAL BASIS (cont.)

%

Evidence from Cytogenetic Studies:
Chromosome Aberrations

Patients treated with radiation in combination
with chemotherapy

Experiments using human cell culture

* Radiation and aIkAyIating agents
* Radiation and benzene (Morimoto, 1976)



w

BIOLOGICAL BASIS (cont)

The Morimoto Study

* Combined cytogenetic effect of benzene with radiation:
synergistic in dicentrics and rings
additive for other types of aberrations

* Benzene at higher concentrations may inhibit repair of
radiation-induced chromosome breaks

* Phenol could significantly inhibit rejoining of radiation-
induced chromosome breaks at very low concentrations



INTRODUCTION

* Motivation/Goal
* Background
* Biological Basis

APPROACH

PRELIMINARY RESULTS
SUMMARY/DISCUSSION



APPROACH

* Case Study: Benzene and Radiation (Tritium)

* Selecting a Mixed-Exposure Population

* Using Biolo

gical Monitoring to Construct and
Evaluate th

e Risk Assessment Framework



Field Site

v

3 Exposure Scenarios

v

Air Sampling

v

LocateaDOE | ________ Workplace

Standard

Personal Exposure Sampling

activity data: time/task
background exposures

Exposure Assessment

source/receptor relationship
multiple-agent exposure simulation
markers of exposure

PBPK
Modeling

v

Dose

Estimates

Early Effects:

™\

)

low-dose

extrapolation

in vivo/
— in vitro

extrapolation

Dose-Response
Relationship

Morimoto study
New data

Proposed framework for assessing risks arising from
occupational exposure to benzene in combination with radiation




INTRODUCTION

* Motivation/Goal
* Background
* Biological Basis

APPROACH

* Benzene and Radiation Case Study
* Risk Assessment Framework

PRELIMINARY RESULTS
SUMMARY/DISCUSSION



PRELIMINARY RESULTS

* Literature Review and Framework Development

* Examination on the Feasibility of Urinary Tritium
as Exposure Marker

* Review and Selection of Field Site

* Chromosome Aberrations as Risk Marker



PRELIMINARY RESULTS (cont.)

* Examination on the Feasibilit

y of Urinary Tritium
as Exposure Marker

Data source: levels of Occupational exposure at the NTLF-LBNL
and other nearby buildings

* Multivariate regression analysis:

—~Strongest correlation between urinary T levels and three-week
average of the T emission prior to the urine sampling date

—Up to 80% of the total varian

Ce can be explained by the
best-fit model

~Other predictive variables: windspeed and wind direction
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PRELIMINARY RESULTS (cont.)

* Review and Selection of Field Site

— Savannah River Site (SRS)
In-Tank Precipitation Facility (ITP)
Defense Waste Processing Facility (DWPF)

— Epidemiological Findings
Excess leukemia risk
(Cragle et al., 1988 & 1995)
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PRELIMINARY RESULTS (cont.)

* Chromosome Aberrations as Risk Marker

— Radiation-induced chromosome aberration
vs. leukemia data (Mendelsohn 1995)

— CA is predictive of future cancer risk
(Hagmar et al. 1994; Bonassi et al. 1995)

— Preliminary Analysis
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Radiation-induced leukemia
Hiroshima study: stable chromsome aberrations

ol S Nagasaki study: stable chromosome aberrations

Relative risk
»
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1 10 100

Normalized exposure ratio (normalized to occupational standard)

The relationship between relative risks and nermalized exposure ratios
for radiation-induced chromosome aberration and leukemia data (data
source: Mendelsohn, 1995)
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O Occupational exposures to benzene .
Occupational exposures to radiation |

Relative risk*
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Normalized exposure ratio (normalized to occupational standard)**

The cytogenetic effects caused by occupational exposures to benzene and ionizing radiation.
(* Relative risks are estimated as the ratio of chromosome aberration frequency in exposed to
control. **The x axis is the normalized exposure ratio which is normalized to the current
occupational standard for each agent, 20 mSv for ionizing radiation and 1 ppm for ber.zer; -



INTRODUCTION

* Motivation/Goal
* Background
* Biological Basis

APPROACH

* Benzene and Radiation Case Study
* Risk Assessment Framework

PRELIMINARY RESULTS

* Literature Review and Framework Development
* Urinary Tritium as Exposure Marker

* Review and Selection of Field Site

* Chromosome Aberrations as Risk Marker

SUMMARY/DISCUSSION



SUMMARY/DISCUSSION

Risk Assessment for Mixed Exposures

* Develop and critically evaluate the risk assessment framework
* Identify information gaps and the future research needs

Developing a Tiered Approach for
Mixed Radiation/Benzene Exposure

* Source/receptor relationships
* Receptor/dose estimates

* Markers of exposure/dose

* Markers of early health effects



Occupational exposures to benzene

Radiation worker studies

Leukemia relative risk

Hiroshima chromosome aberration relative risk )
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The cytogenetic effects caused by occupational exposures to benzene and
radiation. (The x axis is the normalized exposure ratio which is normalizeg
to the current occupational standard for each agent, 20mSv for ionized
radiation and 0.1ppm for benzene.)
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(1) Abstract

Data relevant to Occupational exposures comes in many forms ranging from chemicaj inventories to
measured exposures over various periods or tasks. We have been investigating the use of computer simulation
fechniques as a means of integrating these diverse data. A first generation simulator, developed previously, was
used in these studies. In general, the simulator output is in the form of exposure distributions for various
workers or work groups.

In this paper. we demonstrate the use of the exposure simulator to a hypothetical screen-printing

tkplace, where chemical usage, tasks and worker information, and environmental factors are éathered from
real screen-printing studios. Based on the collected information, we utilize mathematical models to obtain
inputs for this simulator. Data sets are generated to simulate workers’ exposures under different work

(2) Introduction

(Column 1)
Froblem of Traditional IH Workplace Exposure Assessment Methods:

w Hhgn Coo (Sampling, Laboratory Analysis or Direct-reading Instrument), especially for multiple-agent
“Xposures

-~ w workplaces where real problem exist.



** Sample Representative (insufficient sample size, non-random sampling)
The difference between the sampies and the actual exposure distribution is not usually considered in the
traditional methods.
or
“* High proportions of measurement values under the limit of detection.

(Column 2)

Goal of Conducting This Study:

<+ Applying mathematical mode) and computer simulation as a tool to obtain workers’ exposure information.
+ Exploring a method to obtain preliminary workplace exposure information to overcome the disadvantages

of the traditional methods of workplace €Xxposure assessment. A good method will have the following
advantages:

» Quick-and-clean operation

» Low cost

# Could be used to for exposure assessment for multiple agents.

» Instead of a snapshot measurement for one worker in the workplace, “exposure distributions™ and
overall exposure patterns for workers in different Job tasks could be obtained.

** Exploring other potential functions and uses of this approach.

(Column 3)
"he “Simulator”
The Simulator was developed by Jyun-De Wu (Doctoral dissertation, 1997).

“ Original purpose of developing this program was to generate data sets to simulate multiple exposure (or
mixtures) in occupational settings that can be used for multivariate €Xposure assessments (e.g cluster
analysis).

** One important feature of the simulator is its ability to integrate different kinds of exposure data and work
information (quantitative and qualitative) to generate data sets reflecting the important characteristics of real
workplace exposures.

** Due to the mixture characteristics, and the time and spatial variabulity of multiple chemical agenits,
multivariate statistical methods were built into the simulator to characterize the exposure distributions.

However, one should keep in mind that the computer simulation does not replace the traditional field
measurement data. It just integrates different types of information to estimate possible ranges of exposure that
might be expected and the explore how these exposure depend on job structures, environmental factors, and
chemtcal uses, etc.

{Cohmmn <)
Tweration of the Simulator
The Simulator is written in C4++ language. Chemical usage, job/task distribution, exposure vanabihty, and
~-uonilieNial factors are collected in the input files (work information and exposure parameters) for the
Cpeiailon or simulation.



** Inputs to the Simulator
# *Means and vanances of shon-term (15-minute) exposure distribution.
# Autocorrelation
# Cross-correlation
» Far-field / near-field exposure ratio
» Task-time proportion

* In the simulation, all short-term exposure distributions are assumed to be lognormal. Mean and
vanances of near-field short-term exposures are the principal inputs for the simulator. These values

the field.

“ The output of the simulator is 8-hour time-weighted average (TWA) exposure of all workers in the
workplace

(Add Fig 2-1 to show how simulator works)

(Column %)
Estimation of Near-field Shot-term Exposure

Two-Box Model
<+ Near-field vs Far-field

% Diagram:
Mass balance equations:

# Near-field: VN+dCn(1)=G (1) » dt +B+Ce(edt -BeCn(n)edt
# Farfield: VerdCr()=B+Cndt - (Q+B) »Crr)edr

Where:  G(t): generation rate function of the chemical agent (mg/min)
B: interzonal airflow rate (m3/min) between near-field and far-field
Q: ventilation rate (mjlmin) of the room (near-fieid + far-field)

<» TWA concentration:

Cit, —1, =r—17-jC(r)-dt
2 iy

%+ Assuming equilibrium (steady state) concentrations for both near-field and far-field are both reached
instantaneously, short-term exposure concentrations can be obtained with the following equations (Nicas,
1996); '

» Cnss=G/B+G/Q * to be used as input short-term exposure mean (E(x))

I'stimate the Variance of exposure intensity

-+ s assurned that all short-term exposure distributions are lognormal. With the lognormal property of

¢ #posure distribution, and with assigned GSD from literature, variances can be calculated with the following
2guat.ons:



(3)

» GM(x) =E(x)/exp(0.5 x (In GSD(x))")
» Var(x) = (GM(X)*) x {exp(iInGSD(X))*} x {exp(InGSD(X))” - 1}

Where E(x) is the short-term exposure mean obtained from previous caiculation.
GSD(x) is the geometric standard deviation, which is assigned to the exposure environment
Var(x) is the variance of the short-term exposure

Study Design and Method

(Column 1)

Study Design

% Originally we intended 1o collect real field measurements (both short-term 15-min and 8-hour TWA) and
validate the computer simulation program. However, due to difficulty of getting accesses to workplaces
where probably significant exposures exist, and due to pilot samples collected were either well below
exposure limits or under limits of detection, we decided to change the approach to obtain exposure
information.

We selected traditional Screen-printing industry as an example for the application of our simulation.
Because:

»
>

»

Large amount of solvents is used in screen-printing, and some of them are very toxic.

In these workplaces, chemical usage and exposure are usually less well-controlled, and fewer protective
devices are used.

Art-related workers are less informed of and less sensitive to health-related issues, and sometimes are
more inclined to use their original work practices, which may lead to higher exposures to some agents.

{Column 2)

Construction of Hypothetical Workplace

% Under the worst-case scenario and based on the information collected from the field, we hypothetically
constructed a workplace with the feature of a typical printing workplace, where most of the tasks are
assumned continuously performed 8 hours a day, and 40 hours a week.

(Diagram Fig. 4-1 Printing Studio Layout)

Fig4-1 Layout of the Hypothetical Workplace
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Table 4-1. Proportion of Task Time Performing in Each Task

“+ Work < Worker » Work Time Proportions for
Each Task
Group (
< 1 1,2 * 50% Task #1, 50% Task #2
< 2 3,4 < 100% Task #3
“ 3 “ 5,6 * 50% Task #4, 50% Task #S
L 4 | “* 7.8 “ 100% Task #6

% Based on the chemical usage information collected in the real pnnting studios. target chemicals selected in
our hypothetical workplace are: mineral spint, methylene chloride, ang ethyl acetate.

Table 4-7. Exposure Limits of the Target Chemicals in the Hypothetical Workplace

Agent  Exposure Limit Mineral Spirit | Methylene Chloride Ethyl Acetate |

OSHA PEL 2900 90 1440

NIOSH REL 350 LFC (Ca)® 1440

ACGIH TLV 550 180 (A3)™ 1440 (A4)”
Note:

I. Unit: mg/m?’

2. NIOSH listed Methylene Chloride as potential occupational carcinogen. Occupational
exposure is recommended to be limited to Lowest Feasible Concentrations (LFC ).

3. ACGH categorized Methylene Chloride as A3 - Animal Carcinogen, and Ethy! Acetate as

A4 — Not Classifiable as a Human Carcinogen.



{(4) Result

Tolumn )
cxamples of Simulation
*+ 30-day Stmulations were run for 27 scenarios for the hypothetical workplace. Each scenario is
characterized by a near-field radius (r = 1, 1.5 or 2 m). workplace airspeed (v =0.1, 0.3, and 0.6 m/s). and
exposure variability (GSD = 1.5, 2.5, and 3.5). The following are resuits of example simulations:

*» Exposure scenario:
» Exposure variability: GSD = 3.5

Mineral Spirits

Radius of near-field: | meter

Wind speed 0.lm/s 03m/s 06m/s
E[C) (mg/m’) 820 260 130
Var [ C ] 360 170 60
Pr{C>PEL} 0% 0% 0%
PriC>REL) 98% 28% 0%
Radius of near-field: 1.5 meter
Wind speed 01lm/s 03m/s 06m/s
E[C] {mg/m’) 350 130 60
Var [ C) 170 60 20
Pr{C>PEL] 0% 0% 0%
Pr[C>REL] 37% 0% 0%
Radius of near-fietd: 2 meter

‘nd speed O.1lm/s 03m/s 06m/s

.C] (mg/m’) 220 70 34
Var [ C ] 120 30 15
Pr{C>PEL} 0% 0% 0%
Pr{C>REL] 15% 0% 0%

Methylene Chlonde

Radius of near-field: | meter

wind speed 01m/s 03m/s 0.6m/s
E(C] (mgm) 410 130 70
Var [ C) 180 60 30
Pr(C>PEL} 100% 82% 17%
Pr{C>REL] - - -
Radius of near-field: | meter
wind speed 0.1m/s 03m/s 06m/s
EIC]  (mgm) 200 55 35
Var [ C) 100 25 20
Pr{C>PEL ] 95% 7% 3%
Pr[C>REL] ; . -
Radius of near-field: | meter
wind speed 01m/s 03m/s 06m/s
ETC (mgm 120 35 20
var | C) 50 15 15
O PEL 65% 2% 2%

Ve E[C]: i Var[C] represent mean and variances of 30-day simulated 8-hour TWA
PriC>FEL/REL] are the probability of the concentrations exceeding the PEL/REL in any one-day result



(Column 2)

Conclusion on Workers’ Exposure in Hypothetical Workplace

% If the workplaces is with relatively high air speed, or the radius of near-field is larger or equal to 1.5 meter
(workers have higher mobility), airbome exposures to all agents will generally be below the current PELs.

** Near-field exposure to methylene chloride should be the major concern for the workers in this workplace.

** The mineral spirit exposure of workers in cleaning areas should be reduced.

(Column 3)

Discussion on Simulated Results

 Exposure data of all workers of each group to each agents are generated. These results provide information
of exposure distributions for each scenario, and a relative exposure relationship with a workpiace.

* Theoretically, if all short-term exposure information are given, all 8-hour mean exposures and variances can
be calculated by:

1
Eleg, 1= ZWhXUmn

h=|

2 a, -1
Var(C,.,, 1= YW x T8 (12 25 () 7%
n, n, o
* However. doing the calculation for each worker to construct daily exposure distributions for each of the

agents is rather complicated and often not feasible. The simulator provides a way to generate data sets
including all these information. The data generated for the hypothetical workplace are close to the results
calcuiated from the above two equations, which means the simulation is a useful tool for obtaining
estimations of means, variances, and distributions of occupational exposures.

%+ In the output of the simulator, log-normality in the distributions of each agent in all simulation results are
observed. Larger dispersion of the distributions for larger short-term GSD are also observed, as expected.

Fig 4-3.2 Dispersion ol the Exposure Data {Methylene Chiaride)
{Simutation for r=tm_ v=0.1 m/s. and GSD=3.5}
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(Column 4)
Limitation and Problem Using the Simulator
% Between-worker vanability in the exposure distribution is not incorporated.

..

* All parameters assigned to the simulation are fixed.

>
L) .0

Input parameter settings for workers who have no near-field exposure.
<+ Statistical issues related to built-in program

** A need for a more user-friendly computer mterface.

(5) Conclusion

{Column )

The approach developed in this study depicts a different way to obtain exposure information without making
real measurement. If the program is modified and to be further validated, this approach could be a usefui and
potentially powerful tool for workplace preliminary exposure assessment. Data sets can be generated to reflect
the properties and characteristics of exposure distributions for all workers in the workplaces. Instead of getting
information from a snapshot measurement. simulator provides an overal] exposure pattern from exposure
distributions. However, one should keep in mind that simulator is developed to integrate different types of
information to estimate possibie ranges of exposures to be expected. The simulations could also give tnaccurate
estimation if the input parameters are not accurately collected or assigned.

Column 2)
Potential Applications of Computer Simulations in Industrial Hygiene

+

* A guide to direct exposure surveys and exposure reduction in the field.

** A preliminary tool to collect workplace exposure information when only limited access and sources can be
obtained.

% A guide 1o decide where or how new control devices should be installed.

** A tool to predict workplace exposure before the workplaces are actually built.

{Column 3)
Futur: Work and Research Direction
* Validation of the functions of mathematical models and the simulator.

< Improving the estimation of the short-term exposure with mathematical models.
** Modify current study design and application to other industries.

** Modification for the simulator
# Providing a more user-friendly computer interface
» lmproving the function that data are generated from short-term exposure distributions, but not fixed
:1Cr1-term exposure mean values
Soulving the statistical issues inherent in current simulator programming
"eluding the ability to assign changeable exposure parameter in the simulations.
.. puislc automated short-term exposure calculations to obtain accurate exposure information when

b

5 Sold micasurements are available

LY

L%
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Optimized Portable Cordless Vacuum Method for Sampling Dry, Hard Surfaces for Dusts, S.Y.
Kim, S. Que Hee, and J.Froines, Appl. Occup. Environ. Hyg., 15:503-511.

Surface Sampling for a Pesticide in Dust and Smal] Spills of a Solid Dye, S. Que Hee, Y. Shen,
and J.C. Tso, Accepted, Appl. Occup. Environ, Hyg.

Effect of Dust on the Viability of Vibrio Fischeri in the Microtox Test, Submitted, Ecotox.
Environ. Safety.
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For the smooth surface, the firsg pass efficiency for the largest
Particles were 459, 4. 45% (CV = 100%), and 759, +20%

to 1,500 pg/em?,
Keywords Leag Surface Sampling, Dusy. Dust Organics, Dust

Me:als, Surface Soil

Interest in surface dust sampling hag been stimulated by re-
search in evaiuating merga1 (1-25) organic chemijca (26-39) organic
dust (biological) 40-52, and radioactive(®-35.53-56, eXposures,
bur especial]y tc childrcn.”'3-5“7‘9'20-33‘27’3‘-3‘-39-‘3“'9) Among
the mewly iead has been of Prime interes;. especially Jead
PRINT evpocime; g children */-3.5-7.9-20 2325, lead abatemen,

aps. T g Potential nonferroys foundry exposures
FRETS Fram gy On surfaceg, 4 Among the organics, ex-
- Surface Pesticide residues afier spraying js

well studied, 27-30.32.33.35. 3739, For the biological VECIors. styd-
1€5 on exposures 1o surface allergens2-49 . 4 microorga-
nisms40.41.50-52) currently popular. Some sudies On nonspe-
cific dusts have a5 appeared 5.57-61; mostly relanng o
sampling 5-57-38.61) o assessment (51839 e 6061, 4 the
hazardouys agents may be Tesuspended into the ajr by people,
vehicles, pers, cleaning, equipment, abatemen; activities, veny-
lation, and wing ro create inhalation threars (1.14.17.4)-5)

efficiency for foundry dusts op work surfaces was feported in
1984 10 vary berween 43 10 9¢ percen:. depending on pressure
e€xened, whether we; or dry (we: Wiping was more efficient),
and number of wipes (rwo Wipes were more efficient than one).

A cordless vacuym method was Teported by the presen; author
in 19856 for sampling bicavailabe contaminarted dust from, dry,
hard surfaces using personal sampling pumps commonly used
1n industria) hygiene for ajr sampling. In addition, hand-wiping

rate of 2.5 I/min Using a stainjess steel sampling probe for sev-
eral different surfaces 9 In contrast, for oge sampling pass. the
respective efficiencies were 21 percent to 59 percent (43 + 14,
CV=33% 5 12). The corresponding one-pass recovenies in
terms of mass recovered after five passes were 44 percent 1o 93
percent (74414, CV = 19%.n=12) A similar Tygon sampling
Probe at 2.0 L/min showeg™ & one-pass recovery berween 42
percent to 89 percen; (63 =1L.CV=179 pn= 7). The surface

prising abour 81-82 percent of the leaded fraction ang ./ dus
weight. The collection eificiency decreased above ghjs diameter:
the overa]] efficiercy for the whole dust was abour 62 percent,

this nop being Statistically different from the absolute efficiency
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“or the stainless steel sampler of 57 + 14 percent. Fora 20 L/min

.cuurn, the first pass recovery was 76+ 12 percent, CV = 6%,
a = Trelativeto the 63+ 11, CV = 17%.n = 7 for the 2 L/min
technique. not statistically different at p < 0.05 relative 10 im-
precision (F-test) or recovery (Srudenrs 1 test). Thus, surface vac-
bum techniques. although they were not very efficient, were at
least relatvely precise (<20% CV).

The sampling techniques with several different handwipes
vaned in efficiency and precision also.' Efficiencies for five
handwipings to recover 50 mg varied between 16 percent to 132
percent (79 + 35%. CV = 44% . n = 11}) for adults and chil-
dren. with the range for one wiping being from 1.3 1o 87 percent
{mean 4] = 26, CV = 61%, n = 11). The handwiping tech-
mique was not as precise as the surface vacuum techmique, but
was as efficient at p < 0.05. Hand nnsings also varied between
10 percent to 74 percent for five rinsings relative to 10 percent
1o 45 percent for one rinsing. A combination wipe/rinse method
gave an efficiency of about B4 percent. These results explained
why epidemiological studies up to that time did not show cor-
relanons berween hand lead and blood lead for imprecise, in-
efficient handwiping/handninsing techniques, but did between
surface dust lead and blood lead for precise but moderately in-
efficient vacuum techniques. The sensitivity and precision of
sampling and analytical techniques for lead were less important
for when lead dust or soil levels were high and a large sample
was taken for analysis {for example, > 100 mg), as for epidemi-

'~gical studies on populations living around lead smelters, /¥

smelter or brass foundry workers. or on children that ate pica.

-venif lead concentration was high, a low dust loading on hands
usually caused sensitivity and precision problems.

The Environmental Protection Agency (EPA) in 1986 pub-
lished a model that involved a reference child being exposed by
mouthing activity to average daily doses of dust of 530 mg of
average lead concentration (.3 mg/g within households, 40 mg
from street dust of average lead concentration 0.090 mg/g. and
10 mg of avzrage lead concentrauon 0.150 mg/g at schools. (6%

If the hand lead sampling technique was also imprecise and
dust loading on hands was low. statistical comparisons of ex-
posed and “unexposed” populations often led to statistically
nonsignificant results in studies before 1985.1% The availability
of the dust deposit for humnan exposure was also postulated as an
importan: variable,’™ surface carpet dust being more important
in exposing children than deep carpet dust, so that recovery of
all dust fromn carpets was not so imporant o ascerain average
lead exposure concenwation and for the available dust exposure
1o children. The method was potentially usable for other dusts
containing nonvolatile pollutants,

The method was the basis for ASTM Method PS 46-96 of
1996 designed for use in Jead abatement activities."® In a 1985
repar.® the estimated contribution of surface dust lead using
the P985 surface sampling technique® 1o In blood lead of 57

" \dien of age 18 months in the Cincinnau Prospective Lead
. ov sbuciural equations analysis had a regression weight
ahidl’ Lo swne contribution as hand lead. and with 3.33

times more contribution of surface dust lead t0 hand lead than
to blood lead The regression weights vaned with chiid age. a
surrogate for time of exposure and crawling.

The other studies that reported efficiencies of sampling sur-
face dusts were: 41 percent—48 percent for sampling bacteria
on human skin in 1990?, 84-90 percent for the herbicide
glyphosate on monkey skin in 199130, 5055 percent for wer
wipe sampling of surface dusts of 71 metals in 1992%'; 24 per-
cent for a wipe method on carpet. and > 100 percent on linoleum
and wood for lead dust in 19978/ 95 percent for a hugh vacuum
method for carpet and 54 perceni—61 percent for linoleum and
wood in 1997'¥"; and for the ASTM PS 46-96 method of un-
specified number of sampling passes, 31 percent for carpet and
4767 percem for linoleum and wood in 1997.0%

The collection efficiencies of the vacuum sampling technique
for dusts depend on several factors: particle size, dust loading,
surface rype, capiure velocities, and ergonomic characteristics of
the optimized sampling technique. The present study examines
these variables in more depth to increase the cumulative absoiute
efficiency of the cordless vacuum method for hard surfaces for
loose dusts.

MATERIALS AND METHODS

The protocols and apparatus of the ASTM method'® were
used as reference. This included calibration of air sampling
pumps, testing for leaks, and the sampling ternplates used. The
apparatus is the Tygon tube sampler variant®’ discussed above.
All glassware was cleaned and made metal-free by scrubbing
manually with brush and detergent, rinsing in distilled water,
soaking overnight in 10 percent (v/v) nitnic acid, rinsing copi-
ously with distilled water, drying in a dustless oven. and then
stoning in transparent plastc bags contained in drawers,

Selection and Preparation of Soil for Sample Collection

A large proportion of househoid dust is soil brought in on
shoes or feet or from windborne matenial.**:'> Therefore. dust
collection methods should be able to cope with soii particles that
are part of house dusts. In the workplace, deposited lead meta]
fume dust is often associated with sojl particles from coring
materials and sands, in additon to when soi] floors are present
in unpaved workshops. In the Los Angeles area, the semidesen
climatic conditions cause facile home infiltration of desert soils,
especially during when hot dusty desert winds blow from the
east, termed the “Santa Ana” condition. In areas with more rain,
as investigaled before by the present investigator in the Cincin-
nati area® and by the many other investigalors on the eas! coast
of the United States, the extensive long-distance wind wransport
of soil is negligible unless dust bowl conditions develop. An-
other major source of dust in urban Los Angeles homes is the
fallout from automobile exhaust and its multiple suspensions
and dispersions by trafhic, but a reference sample of thar dusi
was not available for this swady.

_— e———m— -



OPTIMIZED PORTABLE CORDLESS VACUUM DUST SAMPLING METHOD

A 1-kg sample of surface soil was laken from the U.S. desen
secuon of the UCLA Bouanical Gardens in a clean. wide-mouth
Pyrex jar equipped with a Teflon-lined screw cap. The soil was
collecied with a trowel from several inches below the surface
pebbles. The sample in the laboratory was broken up, and then
dried in a dustless oven a 130°C 1o constant weight in an acig-
clean pyrex tray. The dust was then sieved completely (min-
1sieve. Fisher Scientific, Tustin, CA} through a 710 umsieve (25
mesh), and then subsieved inio <63 um (230 mesh), 63-90 Lm
{230-170 mesh). 90-125 um (170-120mesh). and 125-180 U
(120-80 mesh). The parucle size <149 um (<100 mesh) sim-
ulates clean room dust. 6 Each sieved fraction was stored indi-
vidually in a closed, clean, wide-mouth bottle with a Teflon-lined
scTew cap.

Sampling Apparatuys

A 10-cm-square template was used to define the sampling area
(wipe sample test kit, SKC West, Fullerton, CA). A three-piece
polystyrene marched weight filier cassette with 0.8 @m 37-mm
diameter mixed cellulose ester filters (SKC West) was weighed
before and afier sampling. The sampling probe was of 5-cm-long
Tygon wbing with an inner diameter of 6.0 + 0.5 mm. One end of
the probe was cut at a 45 degree angle.*’ The other end was con-
nected to the sampling cassetie. The cassefle exit was connected
bvy6.35mmid. Tygon tubing to a portable battery-operated vac-
vurn pump (SKC Aircheck Sampler Mode] 224-PCXR4). Cal-
ibratton with a M-5 MiniBuck calibrator (Buck Scientific. Easi
Morwalk, CT) occurred with the sampling assembly in-lipe.

The inner surface margin of the sampling template was taped
~Oown with masking tape with about a tape margin of 1-2 mm
covening the inner surface 1o be sampled. Two types of sur.
faces were used, rough and smooth, both made of polyethylene
(dissecting board, Fisher Scientific). A hand-held inclinome-
ter {Lev-O-Gage, Edmund Scientific, Barrington, NJ) was uti-
lized 10 measure the angles of the probe at optimal sampling
cond:tions. A calibrated mode] 1440-4 mode) 5415 O hot-wire
anemometer (Kurz, Monterey, CA) measured face velocity. Sur-
face hardness was ascessed with a portable tensiometer (type D
Duromeier Model 307L. Davis Instruments, Baitimore, MD).

Method:

Each dust of different size and of known weight was poured
slowly through the appropriate sieve which was moved six inches
above and all over the template sampling surface. The pump
flow rate (4.0 + 0.2 L/min) was checked before and afier each
expenment. The pump was stabilized for five minuies before
calibrating and sampling.

The dust was collecied by slowly sliding the probe along the
inne: taped border of the template. and then in a concentric rect-
angular paitemn inwards to the center Every 30 seconds or about
“upiriintof asingle corplete sampling pass and at the end, the
probe was 1nvered and lapped to loosen any dust sucking 1o the
~ facilitate dust collection on the filter. The probe

[AFIECEIT
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was held in a manner 10 provide the most efficien: sampiing.
This included ulting, bending. and combinations. The index fin-
Ber placed on the probe was used 1o manipulate probe position.
direction. and downward pressure.

Five separate sampling passes were done for each experi-
ment. The total weight of the dust sampied cumulatively afier
each of one through five passes was measured by subtracting
the original weight of the cassette from the total weight The
sampling efficiency was then caiculated from the weight sam-
pied divided by that applied. The particle size ranges 63-90 um,
90--125 um, 125-180 #m, and mixed size dust (63-180 um of
equal proportion by weight of the three size fractions) were eval-
vated. Different dust weights were applied ranging from ~ 10 mg
to ~160 mg. Experiments were done 1n triplicate. The loading
capability of the filter 10 cause decrease in flow rate was also
determined. Probe weight changes were noted for each experi-
ment. as well as the weight of the probe-filter casserre assembly.

Optimal sampling angies of the probe indicated by the incli-
nometer were observed. Times for sampling, and the times to
achieve consistent results and constant CV were also determined.

The dependence of probe face velocity on area was assessed
by covering the open end of the probe with ransparent tape
to allow the area not biocked 1o be determined by outline onto
graph paper. A Supporung spatula ensured the tape did not bend
dunng the experiment.

Surface hardness measurements were done with the sampling
surfaces on a flat surface with measurements done ! cm away
from the template edge and at least 6 mm apan. At jeast five
measurements were done.

RESULTS

Cumulative Efficiency of Surface Sampling for Various
Soil Size Ranges and Syrface Type

The influence of particle size and type of surface on mean col-
lection efficiencies of applied weights of 125160 mg is given
in Table 1. At Jeast three sampling passes were required for a
sampling efficiency exceding 80 percent for both surfaces in-
dependent of particle size and surface type. The rough surface
promoted more efficient and precise sampling than the smooth
one for the first two sampling sweeps. The two smaller pari-
cle sizes were sampled more efficiently and precisely than the
larger size during the first rwo sweeps for both surfaces. How-
cver, both vanables did not affect sampling efficiencies after the
second sweep, where sampling was both accurate and precise.
The actual efficiency for sampling a 1:1:] mixrure of the three
size fractions for about the same surface loading and sampling
flow rate was not significantly different at p < 0.05 from the
overal| calculated average for five sampling passes,

The particles adsorbed by a new Tygon probe never exceeded
0.7 mg. This sets a conservative method collected mass detection
limit of about three mg using a /N Student 1 criterion of 4.6
a1 4 degrees of freedom (v) at p=001(258al v=x) and a
practical similar lower quantiaton imit of about |2 mg using



506 S Y KIMET AL

TABLE |
Sampling mean cumulative efficiency dependence on particle size range and surface for triplicate experiments using
applied soil masses and a flow rate of 4.0 L/min

Cumulative efficiency (SD) in % for sampling pass

Applied mass Diameter

Surface (SD) (mg) range (um) 1 2 3 4 5
Rough 151.1 (6.1} 63-90 B8.1(8 1) 91.9(48) 932(37) 93337 93.8(3.2)
144 (13) 90-125 B9.8 (8.7) 947(3.2) 962(21) 962021 96.4(i.8)
149 (17) 125-180 68 (35) B1(28) 89 (16) 947 (6.3) 954 (5.0)
Mean (5D [148.0(3.6) 63-180 82(12) 89.2(7.2) 928(36) 94.7 (15) 952 (1.3)
cv 24 14 51 39 1.6 1.4
123 (19) 631804 97.33(0.65)
(1:1:1)
Smooth 134 (13) 63- 90 75 (20) B24(8.7) 83.4(80) 842 (7.6) 84.7 (7.3
136.8 (9.8) 90-125 72 (22) 86.3(%.7) B873(9.3) 87.9(9.2) 884 (8.4)
1287 (7.3) 125-180 45 (45) 68(25) 858(94) B887(83) 90.6 (9.6)
Mean (SD) 133.2(4.]) 63-180* 64 (17} 789(9.6) 855(2.0) 869 (2.4) 87.9 (3.0
Ccv 3.1 27 12 23 2.8 34

SD, standard deviation; CV, coefficient of vanation.
AThe range.

TABLE It
Influence of rough surface loading for specific particle size ranges on the five-pass
sampling efficiency at 4.0 L/min flow rate

Parucie size range Loading Efficiency Mean SD Ccv
(um) (mg) (%) (%) (%) (%)
63-90 9.3 85.0
238 BE.B
271 87.4
146.6 6574
148.7 91.7
158.0 922
93-158 85-974 90.4 4.4 4.8
90-125 103 920
26.4 102.7
29.9 93.7
130 96.2
148.4 98.2
155.5 94.7
10.3-1555  92.0-102.7 56.3 38 4.0
125-180 10.3 94.0
223 64.5
276 814
136.2 897
1427 89.7
168.8 98.5
10.3-1688  89.7-98.5 93.0 34 37
Grand ranges 0.3-168.8 85-103 90.4-963 3444 3748
Overall grand means 932 44 4.7

S, standard deviation: CV. coefficien: of vanaton.
The overall mean. its standard deviation. and its CV are forn = 18,
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an equivalent $/N entenon of 10 at v = 00 as recomunended
by the U.S. Environmental Protection Agency (EPA). 63 prope
masses <0.1 mg were found in 27 out of 39 sampling runs when
the probe was presarurated with dust. The method detection jimur
1s then about 0.4 mg and the practical lower quantitation limit is
about 2 mg.

Influence of Surface Loading on Sampling Efiiciency
Table I shows the effects of surface loading and particle size
on the five-pass sampling efficiency at the same flow rate for
the rough surface. As expected from Table |, there is no depen-
dence on parucle size for the five-sweep techrique, the mean
efficiencies for each size fraction nor being statistically differ.
entatp < 0.05. In addition, there is no significant difference at
P = 0.05 either, for surface loading in the range 9.3-169 mg.
The overal] mean efficiency of 93.2 percent has an associated
range of 85-103 percent and a CV of 4.7 percent. The efficiency
near 10 mg loading (90.3 + 4.7} percent is stil) independent
of particle size investigated. Ip comparison, the sampling effi-
ciency above 100 mg loading independent of particie size was
(94.3+3.5) percent, not statistically different at p < 0.05.

Other Characterizations
Table [T gives the observed dara for sampling time, pump-
related vanabies (low rate and face velocity), probe an gle during
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sampling, and hardness charactenization of the two surfaces The
average time for sampling decreased from >60 s initially 10 48 ¢
after about 20 sampling tmials. The interrun CV also decreased
to 10 percent The decrease in pump flow rate from intual to
final calibration for each ser of five passes was not significantly
different at p < 0.05, even for high loadings.

The dependence of face velocity on open probe area shows
that the face velocity increases hnearly from 40 mm? 10 8 mm?
(Velocity = —7.06 area + 510 forr = —0.999 for velocity n
f/min units and area in mm?), but increases exponentially below
8 mm? due 1o turbulent flow Difficulties in measurement were
apparent below and at | mm? because of anemometer probe size
relative 1o size of the sampling aperture. The face velocity at
! mm? was 1083 fu/min (330 m/min). a high enough caprure ve-
locity to lift loose surface dust or soil particles. It is abour doubje
the velocity predicied from the hinear regression equation.

The angle at which the Probe had 10 be heid relative 1o the sur-
face to be sampled depended on particle diameter deposited. The
large particle size required angles of 30-35 degrees, with bend-
ing of the probe from its inclination to increase caprure velociry
inside the probe to remove any stuck particles. The smallest
particles needed sieeper angles (3045 degrees) for successful
sampling, resuiting in more probe tilting. The interrnediate par-
ticle size required both bending and tilting. Probe inversion with
tapping was also necessary from time to time 10 promote collec-
ton on the filter,

Variables (pass time, face velocity, flow rate stability. particle size dependence on probe angle for .

Variable Observations
Sampling time for one pass 47,52, 48, 46 s with mean + SD of 483+ 2.6
Face velocity at probe entrance Area (mm?) Face velocity (fvmin) (SD for p = 3)
35 262(10)
20 369(10)
15 405(10)
8 452(10)
4 571209
3 869(20)
1 1083(30)
Decrease in flow rate from Load sampled (mg)* Relative Row decreass (%)
beginning to end of sampling 10]1.2 -37
129.1 ~0.67
138.3 -0.48
Probe angle and particle size Particle size range (um) Probe angle (degrees from honizontal)
63-90 3045
90-125 3540
125-180 30-35
Surface hardness Surface type Hardness (load pound)
Smooth 7.08(0.46)
Rough 6.6400.19)

The bracketed numbers are Standard deviations (SD)
A125-180 um diameter
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There was no staustical difference atp < 0.05 in surface hard-
ness for the two polyethylene surfaces.

DISCUSSION

Several modifications of the ASTM method! ¢’ based on the
cordless vacuum technique® resuited in enhanced reproducible
sampling efficiencies exceeding the NIOSH minimum of 75 per-
cent and imprecision less than 10 percent. and a greater under-
standing of the limitations of the method to sampie loose surface
dusts/soils at coverages between 0.1 mg/em” 10 1.5 mg/cm?.

The method innovations Included: tapping and inversion of
the probe. taping the inner margin of the sampling template.
saturation of the inner surface of the probe, sampling from the
inner walls of the template 1o the center, increasing the flow rate
to about 4.0 L/min, and weighing the entire sampling train,

Vigorous tapping of the probe in the inverted position at the
halfway mark of each sampling pass helped to give efficiencies
above 90 percent for rough surfaces and above 80 percent for
smooth surfaces, and also allowed more dus; 10 be collected
on the filier for later analytical chemical analysis. Probe local
bending increased the local capture velocity inside the probe 10
assist tranisfer to the filter, and 1o loosen wall material. Tilting
varied the face velocity at the sampling surface. The method
Is ineffective without movement on very smooth surfaces. This
“ccounts for why rough surfaces are sampled more efficiently
thar smooth, flat surfaces. Rough surfaces allow makeup air 10

nove surface particles whereas probe movement is necessary
.or very smooth surfaces.

Anocther modification was taping the inside edge of the tem-
Plate 10 the surface with no more than 1-2 mm of sampling sur-
face margin covered with tape. A 2-mm margin produces 4 per-
cent error. and a 1-mm margin causes 2 percent error. Taping
minimized sample loss from soil/dust being pushed underneath
the tempiate inner =dge. and prevented movement of the template
during sampling to ensure the sampled area remained constant
and did not change inadvertently. A sampling motion inwards
was inherently better than one from the center 1o the edge.

Prelimanary presaturaticn of the probe 1o constant weight by
surface sampling of particles assured higher sampling efficien-
cies at low coverages below 10 mg 10 a practical lower limii of
about 2 mg. In its field use for areas of low dust coverage yield-
ing <10 mg of total collected dust, it is therefore recommended
1c presaturate the probe in the general area to be sampled using
a sensitive portable electronic or mechanical balance to indicate
probe presaturation and to provide the initial probe presampling
weight. The alternative is to sample multiple 100 cm? areas un-
tl sufficient dust/soil is collected to make the mass held by the
probe tc be small (<10%) relative to the total mass collected
In the cassefte and maximizing that collected on the filter for
Sulsegueat snalysis. Thus, the whole sampling train (probe plus
nexd. 1o be weighed rather than Just the filter because
values at low collection masses are affected. whereas

-acenranon collected on the filter is not, if this
- e the Jeast quantifiable Hmir.

Cruni2
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The technique must alsc be “in the fingers” and in the wnw
as shown by an acceptable CV in performance-based jev. with
known amounts of applied dusts and Sous 10 faboraiun pra
lice runs, before field samplhing can be done An inju) un-
tramned operator required about 20 cassetzes with 4 hiepan
technique/cassetie 10 lower the inierrun (V' 10 below 10 pey
cent. and 10 optirnize sampling times.

The increased flow rate allowed higher caprure veicine. 1.
be generated on the surface. resulting aiso 1n higher colle e
efficiencies for the key size fraction. The effects of panicie <z -
surface coverage, operator training. low rate. and OperuLar o+
nique become jess important if three tc five SWEeps ure e
formed rather than Just one or two. Natural dusts wil have &
spectrum of dust sizes. The sampling of mixtres of Familie
sizes appears as efficient or more $0. than predicted by the -
fraction studies of Tables 1 and I1.

From previous work,**’ the technique at 2 L/min is inefficren
atremoval of all dust from deep pile carpet. greasy surfaces. and
for the larger panticie sizes > 177 #m of loose dust on smoath sur-
faces. However, the most powerful vacuum cleaners and sham.-
pocing do not remove al] the dust from plush carpets.'** * ung
even exhaustive scrubbing is often necessary [0 remove greas,
deposits. Deep carpet dust is unavatlable for exposure unjess
dispersed into the air by some agency, for exampie. carper shauk-
ing. frequent walking, or chiidren playing boisteroushy on the
carpet. Dust on the surface of greasy deposits 1s alsc not readily
bioavailable. It is also expecied that a technique that ermplovs 2
16 L/min sampler as utilized for the Baltimore repair and mun-
tenance study''21%23 shouid be more efficient at sampling larger
particles than one that utilizes 2 10 4 L/min. though tius depend.
on the acrodynamics at the sampled surface and exactiy how the
technique is put into practice. Such details are hardh ever pro-
vided in published papers. thus making comparisons difficuly

The cordless vacuum sampling technique’™ was onginaliy
developed to gauge the availability of surface duss 16 the hund
of children relative 10 their hand-1o0-mouth or 1oy-to-mouth be-
havior. The reasoning was as follows: chiidren at play are ofien
on all fours on a surface. whether hard or otherwise. The dust
(mostly <149 um®® on the surface. comprising about 76
of the surface dust™) js partially retained on the hand The
highest hand dust retention occurred's for deposited loose dus
sizes 149-246 um with about fourfold Jower adhersnce for a4
149 pum and 246-392 um dusts, and 1.6 umes lower adherence
forthe <44 um fraction. The efficiency was independen: of par-
ticle size below 180 um. which comprised about 81 percent of
the weight of reference house dust and about 82 percen: of the
lead. This fraction included the meost available. hand-rezuned
fraction of dust.*®’

The modified technique should be more efficient for larger
parucle sizes also, but these are a minor fraction of house dus:
and of complex retention characteristics.'* The increzse 1n fiow
rate 1o 4 L/min and the other modificanon~ have resulted 1n 4
modified technique that is more efficient ithe as erage eMmciency
for the size fraction 63 Mmo10 177 um wis ineressad from
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70+ 13% 10 93.2 + 4.4%). The modifications still retain the
cordless pump advantage. but take advaniage of technologica)
advantages not available when the technique was first developed
in the early 1980s. How the more efficient technique will relate
to blood lead remains 1o be testeq.

The apparent inconsistencies’'?’ of the 1985 method”™’ may
be related 1o availabiliry of the dust being sampled rather than 1o-
tal dust, to defective or different companison statisucal designs,
1o the number of dust samples taken (for example. 36/house
for 205 children in reference 12). inadequaie or NONCOMPpara-
bie training in use of sampling techniques (al) traiming must
be performance-based. in our opinion. as emphasized above),
and to the wide vanabilities of field dust coverage, xenobiotic
concenuration, and particle sizes. as also demonstrated by use
of lognommal staustics in reference 12 to describe surface sam-
pling parameters so thar a random number selection design for
side-by-side sampling area and method may not be adequate.
This last factor is best controlled In laboratory studies. Never-
theless. the data on laboratory recovery of applied leaded dusi on
linoleum and wood surfaces for the 16 L/min versus the 2 L/min
methods in reference 19 show no staustical differences in the
means at p < 0.05 with significam differences, as expected, for
carpet. These results were the same as for the studies with the
20 L/min and 2.0 L/min samplers reported in reference § using
applied weights of dusis and soils. In field stdies. the only way
to account for side-by-side surface deposit variability and sur-
face vanation is what was done in reference 5. that is, resample
the same surface already sampled by the rival technique. This
was not done in reference 12 or 19,

Another problem for study-to-study comparisons involving
blood lead and environmenta) parameters is that many studies
involve low blood leads (as for reference 12 children where only
$ix of 3% had blocd leads >20 ug/dL with a population mean
of 7.7 2 5.1 ug/dL) and so make interpretation of any correla-
tions difficult relative 10 others (as for the Cincinnatj Prospective
Lead Study®57 where at least 27 children in 1985 had blood
leads >20 ug/dl with ap arithmetic mean of 20 + 10 pg/dl
betwesn 15-24 months of age for n=57 for children having
blood lead >20 wg/dL at leas: once} or when bilood leads are
close to background blood Jeads.

Blood lead values from different age groups often may be
compared, and it is known tha! the contributions of surface and
hand iead vary with house acuvity of the child. With regard
to the latter, the steep increase in blood ead for the Cincin-
nati Prospective Lead Swudy children occurred between 4 015
months of age. followed by a gradual decrease.”’ The regres-
sion weight contributions to in blood lead for surface dust lead
stayed fairly constant (0.16-0.23) between 1210 21 months. and
those for hand lead (0.09 10 0] 6) between months 910 18. How-
ever. onls hand lead at month 18 was a significant contributor
A p = Ou inreference 12, ail the correlations of blood Jead

» emvironmantal sampling altematives appear based on the

- vizr of children between 12-30 months of age.
ar weer=pine orocedore that will miss some age-related corre-
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lations. Also, it should be kept in mind that correlations do not
necessanly signify cause and effect.

An activity analysis often shows that a child usually mouths
only sefected panis of the hand or oy. Thus, not all the dust
that is on the hand wil] frequently be actually bioaccessible {in-
gested) to be bioavailable (absorbed) It i exceedingly dif-
ficult 1o simulate the bioavailability of pollutants cotngested
with the dust. Sampling methods thar remove all dust from a
surface’® 7131819 proyide maximum answers of pollution po-
tential and allow the best chance to detect xenobiotic concen-
trations. but correlations with blood lead may be misleading
because the available dust fraction adheres 10 the hand. and
then only pan of the adhered dust may be ingested. A surface
sampling technique that mimics the charactenstics of the avajl-
able dust. the hand retention charactenistics of the dust. and the
favored hand mouthing area of the child is clearly sulj desir-
abie, just as air particulare samplers that mimic inhalability or
respirability of particulates are advantageous '™’ Most of the
exisung altemative sampling techniques tncluding the present
modified technique strive for efficiency rather than 1o mimuc the
exposure situation of the child simply because adequare analyt-
ical sensitivity is stli a major problem. though this 1s now less
of a factor with the advent of inductively coupled plasma/mass
spectrometry which, however, is expensive.

The application of the present technique to sample surface
dusts and soils containing metals, nonvolatije orgamcs like many
pesticides. organic (biological) dusts. and radicactive compounds
reviewed in the introductior: is obvigus.

CONCLUSIONS

The cordless vacuum method for samphng surface dusts on
hard surfaces has been optunized rejative to sampling efficiency,
number of sampling passes. manipulation of the sampling probe,
flow rate, and surface loaaing. The technique utilizes pumps that
are currently used for air sampling for particulates and for some
gases and vapors by industrial and environmental nygienists, At
least 20 cassettes with five sampling passes per cassette in the
laboratory are necessary to provide acceptable speeq, precision.
and accuracy for training purposes before field samplirg will be
adequate.
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ABSTRACT
The aim was to determine whether a published sampling technique for loose soil on hard surfaces

achieved acceptable efficiency at surface dust/soil coverages of 10-20 mg/100 cm’. The sampler

was a cordless personal sampling pump gperated at 4.0 L/min connected to a cassette containing

a filter, the cassette being also connected to a Tygon sampling probe that was moved manually
on the surface to be sampled, Rhodamine 6G dye dust was evaluated at 10 mg/100 cm?

coverage at flow rates of 1.0-4.0 L/min. Two NIST standard reference materials (SRMs) were
used for pesticide experiments: SRM 2711 Montana Soil, and SRM 1649a Urban Dust. The
efficiencies for these SRMs were determined uncoated, and coated with 1300 ug chlorpyrifos/g
as a Lorsban 4E emulsifiable concentrate formulation. The 3-pass technique sampled both the
pesticide-coated and uncoated dust and soil at >79% efficiency and at better than 16%1, coefficient
of variation (CV) above 15 mg collected mass. Sampling at 20 mg/100 cm? coverage Jowered
the CV to £7.1%. The dye was sampled with similar efficiency 21.5 L/min, but the CV for the 3
pass technique was <10 % at 1.5-2.0 L/min, and <-20%_a: 1.5-4.0 L/min. The efficiency for g 5-
pass technique for the dye exceeded 90% at > 1.5 L/min with CVs <10% at 1.5, 2.0,2.5,and 3.5
L/min. The weight change of the sampling probe and the cassette must be measured for accurate
determination of low surface coverages rather than just the we; ght change of the filter alone. The
method allows use of personal sampling equipment for asrosols to measure low coverages of
loose dust, soil, and chemical solids on hard surfaces.

Keywords: pesticide; surface coverage; chlorpyrifos; spill; dust; scil



Introduction

Most pure low-volatile pesticides are solid at 25 °C and 760 mm Hg (1). Such pesticides
include the major chemical classes of organophosphates, organocarbamates, organochior-
ines, and ir;orgam’cs (1). Since application by using the pure solid pesticide is hazardous,
difficult, and uneconomic, commetcial pesticides are most often applied over large areas

. s aerosol sprays using water carrier at the appropriate dilution. The pesticide
formulation therefore often has a surfactant to promote pesticide water solubility and a |
petroleum fraction to modulate droplet size and surface coverage (1). Such pesticide
formulations are called emulsifiable concentrates. The formulation components without
the pesticide are the “inert components”. Thus_3 field and workplace application of z
pesticide usually involves a complex mixture of chemicals besides the pesticide active
ingredient. After field application in such diverse areas as farms, silos, orchards, parks,
gardens, restaurants, golf courses, washrooms, retail stores, and offices, the volatile water
carrier evaporates to leave an oily surface film which in soils and in dusty workplaces
adsorbs to the outside of dust or soil particles. These particles can then be resuspended by
wind, air blasts, and turbulent eddies from moving vekhicles, pets, and people to cause

exposure by inhalation, oral absorption, and skin exposure.

Many studies have monitored soil pesticide residues (2-12). The half lives of low-volatile

pesticides are often short in the ambient soil environment because of bicdegradation



(especially in moist nutrient-rich soils), photodegradation by sunlight, hydrolysis, and
water leaching. Conditions on dry, hard surfaces out of sunlight are much more
conducive to adsorbed species on dusts being persistent. Most research on such

situations has focussed on measuring risk to children via pesticides in room dust (5,8,12-

27) rather than to adults, but some worker studies have been done (29-32),

One of the authors in 1985 developed a general method to sample dust available to
children (33), focusing on lead in dust in a particle size range characteristic of clean room
dust (<149 um). The method consisted of repetitive sampling of a surface area (defined
within a template) by a portable cordless pump connected to a cassette with a 0.8 pm
mixed cellulose ester filter, and with a 5-cm Tygon or stainless steel sampling appendage
operated at 2.5 L/min. The method eventually became ASTM Method PS 46-96 (34).
The objective was not to measure total dust on the surface, but rather the dust that was
available to children. To assess potential dust resuspendability iy air, the total amount of
dust in defined particle size ranges must be known. This aim was accomplished for loose
soil by using a higher flow rate of 4.0 L/min, obtaining a bette: understanding of the
srgonomics of the sampling process, while still retaining the cordless advantage (35).
Soil particle sizes of 63-180 pm were sampled with efficiencies between 83-85%
(coefficient of variation CV=11%). The technique p::rformcd better for a rough surface

than a smooth one of the same surface material for the first two passes, but the type of
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surface made no statistical difference at p <0.05 by the end of the third pass. The method
was validated over the soil coverage range 100-1,500 pg/cm? or 10-150 mg/100 cm?
using a 100-cm? template. The sampling of polydisperse surface soil particles was more
efficient than expected from the efficiencies for monodisperse particles (35).

The new technique has not been demonstrated to apply for all chemical species of
interest, nor for dust, or for small spills of solid chemicals. The present work
demonstrates how the new technique performed for a model pesticide adsorbed on soil

and dust, and for small spills of 2 model dye.

Methods -
Rationale for the Selected Pesticide. The erganic pesticide that has been detected i
dusts inside homes in 25% of the situations sampled is the chiorinated organophosphate
chlorpyrifos (Dursban; Lorsban) (22). The maxxmum literature levels are: a
concentration of 1,300 pg/g in soil or dust (22); a surface dust/soil coverage of 6.4 ug/m?
(5); and a surface deposition pad coverage of 990 ng/m? (26). Chiorpyrifos has been used
for structural, crack, crevice, and outdoor turf and perimeter treatments for the control of
pests in the urban environment (26). The compound has been the focus of attempts to

assess if wipe sampling can provide estimates of skin exposures (36-38). Chlorpyrifos is

0.0-diethyl-3,5,6-trichloro-2-pyridy} phosphorothioate, and was first patented in 1966 by



the Dow Chemical Company (39). Its melting point is 43 °C, and at 25 °C it has a vapor
pressure of 2.5 mPa and a water solubility o2 mg/L (40). It is relatively persistent in
soils with a ty s of 60 to 120 days (40). The 1999 air threshold limit value (TLV) is 0.2
mg/m’, with a “skin” potation (41). The pure chemical is not genotoxic, teratogenic, or
mutagenic unlike some of its formulations and technical grades, which may contain the
more genotoxic sulfotepp and trichloropyridinol impurities. On June 8 2000, EPA

banned uses in areas where children could be exposed.

Use of a liquid formulation in spraying rather than a pure solid pesticide is expected to
cause a difference in sampling parameters due to greater stickiness and tackiness of the
contaminated soil and dust relative to without pesticide formulation. The part of the;
formulation that persists after volatilization of the water carrier and the lower boiling
fraction of the formulation is the pesticide plus the surfactant in a thin film of the high
boiling compounds of the petroleum fraction. The sampling situation which would cause
the lowest sampling efficiency would be just after spraying since the dust would be damp.
However, most people do not come willingly into freshly sprayed rooms or fields because

of odors and wet surfaces, and are generally not exposed to this situation.

Thus the practical situation that would be the worst sampling situation relative to

exposure is after a reentry interval, when a site is reoccupied the next moming after
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overnight spraying operations (as is common for restaurants), or when odors cease. This
situation was simulated by loading the dust or soil at the highest surface coverage and/or
concentration observed so far in field studies, that is, MMM

. 2 corresponds to 990 ug/g assuming 10 mg is sampled from
&&’. Thus, the concentration maximum of 1300 H@/g is the worst case scenario that
might influence practical sampling after reentry. This loading concentration was
therefore selected for investigation with a Lorsban 4E formulation containing 40.7%

(w/w) active ingredient (38), as obtained from Dow Elanco.

Thus 10 g samples of each soil and dust were coatad uniformly by first solubilizing 32
mg of the formujation in 20 mL of acetonitrile, adding the solution to the soil or dust in a
round-bottom flask with a ground glass joint, and then evaporating the solvent by rotary
evaporation. The solid residue was held in a vacuum desiccator until constant weight (2-
3 days). Gas chromatography/mass spectromcﬁ’y (GC/MS) of the Lorsban 4E formulation

was done for quality control purposes using conditions published elsewhere (38).

Rationale for Solid Pure Chemical to be Used. Many dry solid chemicals are often
spilled in small amounts, for example, drugs in pharmacies; chemicals in laboratories:

waste materials by technicans; powders by workers; and food ingredients in the home.

The solid organic chemical chosen was to be as nontoxic as possibje for health and safety
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asons. Thus pesticides, drugs, and imitant chemicals were not considered. Rhodamine
6G or Basic red 1 dye (99 %w/w) was chosen since it is often used in tunable dye lasers,
for example for laser eye and other surgery (42, 43), for fluorescent labeling purposes in
biochemistry (44), as a fluorescent tracer in environmental studies (45), and has also been-
used to dye silk, cotton, wool, leather, plastic, paper, and bast fiber (45). This xanthene
dye, 2-(6-ethy1amino)-3—(cthylimino)-2,7-dimcthyl-3H-xanthcn-9-yl)benzoic acid ethy!
ester monohydrochloride, is moderately soluble in water, and has a low vapor pressure
since it is a salt. Even so it has measurabje volatilization at 200 °C (45). There are no
workplace guidelines. The chemical is in the EPA inventory under TSCA. There is no
evidence that it is carcinogenic in two-year studies in mice of cither gender, but there is
some equivocal evidence in rats of either gender relative to site specific tumor induction

in the adrenal gland medulla (pheochromocytomas) at the highest dose of 250 ppm in the

diet (45). The chemical tends to cling to surfaces since it is slightly deliquescent, and it is

Rationale for Dusts and Soils Selected. The previous optimization study (35) utilized
fractions of sieved local soil for method development purposes. Transfer of technology is
best done with standard reference materials (SRMs), for exarmnple from the National

Institute for Standards and Technology NIST(46).
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NIST SRM 2711 is Montana II till soil of particle size <74 um of about 1.5-2.2% water
and about 2 % carbon content with 24 elements defined (47). SRM 16492 is an Urban
Dust atmospheric particulate of particle size <I25 um. The volume distribution has an
arithmetic mean particle diameter in um of 34.6+0.4, and the median is 24 um. It has
Wwater content of 1.23+0.07%, and a carbon content of 16£5%. It is certified at the ng'g
level for 22 polyaromatic hydrocarbons (PAHS), 35 polychiorinated biphenyl (PCB)
congeners, and 8 chlorinated pesticides. Reference vajues for another 22 PAHSs, another
chilorinated pesticide, 32 inorganic constituents, total organic carbon, and carbon

composition are also provided (48).

These SRMs were sieved to check particle sizes (Labline Instruments Minisieves, Catalog

No. 4610), and also resieved after coating with the chlorpyrifos formulation since particle

agglomeration was expected.

Sampling Vethod. The components of the surface sampling apparatus were: a portable,
cordless pump of 4.0 L/min flow rate (SKC Airchek Model 224) connected by 6.4 mm ID
Tygon tubing to 2 37-mm polystyrene sampling cassette with a mixed cellulose ester
filter of 0.80 um pore size or a Teflon filter of 5.0 m pore size. The entrance port of the
cassette had a sampling probe of Tygon tubing of 6.4 mm LD, x 5.0 cm length with the

sampling end cut at a 45 ° angle (35). A10cmx 10 cm sampling template (SKC West,
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Fullerton CA) was taped with masking tape to the sampling surface at the inner margin of
the template. The sample was applied over the surface by pouring it through a sieve of
size 180 um that was moved slowly about 3 cm above the template surface. Although the
100-cm? smooth surface was not covered uniformly, the applied mass was accurately )

known and was varied between 10 mg to 20 mg. A smooth surface used previously (35)

was utilized as it produced the lowest dust recoveries (35).

The sampling technique involved up to 5 passes over the sampling area proceeding from
the template inner margin into the center as described elsewhere (35). The sampling
probe was tilted as appropriate, with regular inversion accompanied by finger tapping to
ensure no blockages and facilitate dust collection on the fiiter. Weights were determined
on a four-decimal place balance by subtracting. casscttc/sampliﬁg probe weight before
sampling from that after sampling, as well as weighing each component part of the

sampling train before and after sampling. All experiments were done at least in triplicate.

Results

Chlorpyrifos

The results for the surface sampling of coated and uncoated SRM 2711 and SRM 1649a

at 4.0 L/min for up to three sampling passes are provided in Table 1.
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The uncoated SRM 2711 soil at 10.5 mg/100 cm? coverage was sampled at better than 90
% efficiency and CV 5.3% by even one sampling pass. The coated soil showed collection
efficiencies for 3 sampling passes of >80 % at > 1§ mg/100 cm? for coated soil, whereas
10 mg/ IOQ cm’ uncoated soil and 20 mg/100 cm? of coated soi] were sampled at >90 %
efficiency. At 9.9 mg/100 cm? coated soil, the 3-pass efficiency was 59% with CV 27%,
being inefficient and imprecise. The proportion of coated soil in the sampling probe and
in the cassette was about 1:1 at about 10 mg/100 cm’ . The cassette always contained

>50% beyond 15 mg/100 cm? for the coated soil.

The sampling efficiencies of the 3-pass technique for 20 mg/100 cm? and 1§ mg/100 cm’
SRM 1649a dust were not statistically different from each other at p <0.05 within ;hc
coated and uncoated classifications. Both classifications also had CVs <11% at these
coverages. Howc\-fer, the coated dust was sampled significantly more efficiently than
uncoated dust at p <0.05 at all coverages, though sampling efficiencies still exceeded
70% at all coverages whether the dust was coated or not. Coating the dust improved
recoveries at lower coverages, the reverse of the findings for soil. The uncoated particles
passed completely through a 230 mesh sieve (<62 um). Only 95% of the coatad particles
came through the 230 mesh sieve, but all passed through-a 170 mesh sieve (<84 um).
Thus the small increase in particle size caused by coating may help increase sampling

efficiency, a phenomenon also observed for sampling sieved local soil (35).
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Dust and soil, coated or uncoated, were sampled by the 3-pass technique with an
efficiency above 79% at 15 mg/100 cm? or above with CV <16%. Thus 1§ mg/100 cm?
coverage rather than 10 mgﬂ 00 cm? is nearer the least quantifiable limit (CV of 10.6%,

preferred inaccuracy of +10%, and minimum inaccuracy of +25% according to NIOSH

(51)) for these coated and uncoated dusts and soils.

Sampling of Rhodamine 6G

Since this system was so different relative to coated and uncoated dusts and soils, a

complete flow rate dependence study was performed at 10 mg/100 cm? (Table 2).

Evaluation of different flow rates using 5-sampling passes over a surface coverage i)f 10
mg/cm?® showed that flow rates » 1.5 L/min were necessary for sampling efficiencies of
>90%. The corresﬁonding efficiencies for three sampling passes were not statistically
significant from those for five passes at p <0.05. For flow rates <2 L/min, all the
collected sample resided in the sampling probe. Even at 4.0 L/min flow rate, a substantial

proportion (about 20%) of the sampled mass did not reach the filter cassette.

Residual color showed that a small amount of sample (generally <1%) still remained on
the surface. This residue could be removed by wet swabs (water solvent) using at least

*hree fresh swabs per single sampling pass for a total of 3 sampling passes. The dye on
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each swab was desorbed by ultrasonication in 1 mL of water. Absorbances were read at
528 nm in a 1-cm Suprasil cuvet. The linear range was 1.0-10 ug dye/mL. The measured

molar absorptivity was 82,727+200 M"' cm”' (literature, >81,400 M"' cm"! (49)).

Discussion

There are no previous reports on sampling efficiencies for spilled Rhodamine 6G dye, or
for pesticide-containing dusts on hard surfaces, for the cordless vacuum technique. The
results for the dye in Table 2 showed that the whole cassette and sampling probe rather
than just the material on the filter had to be weighed before and after sampling at 10
mg/100 cm? coverage to determine the surface. coverage accurately. Thus while the mass
collected on the filter could be analyzed to determine analyte concentration in the .
dusvdirt, the surface coverage could not be assessed accurately from weights collected on
the filter or casscttc; even when the proportion collected there increased with increasing
flow rate. The use of filter mass changes alone leads to a bias towards low coverages.
The slight deliquescence of Rhodamine 6G s probably responsible for the greater
imprecision observed for the 5-pass sampling technique versus the 3-pass technique, and

observed for high flow relative to the lower flow rates for 1.54.0 L/'min.

All uncoated and coated particles used in the present study had sizes well below the 180

A upper diameter limit of the optimized method validated with local soil (35). In the
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latter study, the mass of soil retained in an unsaturated probe was consistently about .7
mg. This implied that 12 mg or more should be collected to define the method’s least
quantifiable limit. The present data are in good agreement. Use of a presaturated probe
lowers this limit, but then cross contamination may occur. We recommend that a wide )
enough defined area be sampled to ensure masses » 15 mg are collected with this
technique to have a representative filter mass for analysis-and to provide accurate data at
low surface coverages. Use of a cordless baJax;ce is indicatedin.th.:_ﬁ:ldmm;. In

addition, if analyte specific concentrations are also desired, a mixed cellulose ester filter

is recommended for collection of inorganics and metal compounds since these filters

fﬂﬂmﬂls_mms_agd_dmgmgm_ﬁm and a Teflon filter should be used for organics_since

Lewis et al (52) showed that the pesticides bendiocarb, carbaryl, chiordane, chlorpyrifos,
DDT, diazinon, dichlorves, heptachlor, methyoxychlor, permethrin, o-phenyiphenol, and
propoxur as well as 10 PAHs were enriched in the fraction <106 um relative to the 106-
2000 pm fraction of carpet dust. About 60% of the carpet dust mass was of size <150
Hm. Since carpet dust is a major reservoir of house dust on hard surfaces, the focus on

particle sizes <180 um is also justified in the present study.

The prior methods that have been utilized for hard surfaces to sample dust and soils
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containing pesticides have been of much greater flow rate or vacuum such as a vacuum
cleaner (8, 19, 22, 25). These methods depend on a source of electrical power. The major
aim is to clean the surface at high dust surface .covcrages. Such cleaners are difficult to
use in low Coverage situations since there is much solid holdup in the nonbag sampling
path of vacuum cleaners, and a large proportion of sampled surface solids may not be
collected in the collection bag for weighing. Clearly more work is required to define the
low loading collection efficiency cutoffs for vacuum cleaners on hard and carpeted
surfaces. The HVS-3 vacuum system used in many recent studies for carpet and floor
dust loadings (8,22,25) has been evaluated in the ASTM D5483-93 method for carpet

(50). The sampling efficiency on hard floors for low dust coverages is unknown. Another

Lype of noncordless vacuum cleaner to sample inorganic dusts in carpets that emplovs 2
nozzle with teeth has also been reported (53-55). '

The present cordless technique does not require a local source of power, though

requirements include effective chargers, battery packs, an accurate mass balance, pre- and
post-sampling pump calibration, and a performance-based validation of the sampling
technique of any human gperator (35). Nevertheless, the present technique is more
flexible than techniques dependent on plug-in power sources, and can perform acceptably
in situations of low dust coverage, a situation where vacuum cleaners may not be suited

for dual use as cleaners and to measure low surface coverage. Low dust coverages can be
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measured by the present cordless vacuum technique because the area of exposure to dust
in the dust collection path is minimal. A stainless steel sample sampling probe as used
originally in 1985 (33) may further minimize sampling probe holdup at low dust coverage
but at more expense. In addition, the same pumps used to take personal aerosol samples )
can be used for surface dust monitoring: industial hygienists are already familiar with

pump use and calibration. The application of the optimized method for lead and other

inorganic chemical species relative to other methods is discussed elsewhere (35). Further

fies o i dence in | applicability would be helpful

Conclusions

Atleast |5 mg of sample must be collected with use of the appropriate filter (mixed

cellulose ester of pore size 0.8 pm for inorganics and a 5.0 um Teflon filter for organics)
Ly 3-5 i T ; | ; weighed and 1
components reweighed after sampling to obtain accurate low surface coverages of 10-20

mg/100 cm?. Use of a cordless field balance is recommended. S.uﬁm:m_mﬂm
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Table 1. Efficiency of Sampling Coated and Uncoated Montana Soil (SRM 271 1) and

Urban Dust (SRM 1649a) using Different Surface Loadings over the 100-cm? Smooth

Surface and a Three-Pass Sampling Technique at 4.0 L/min.

SRM  Coated Loading Cumulative Efficiency® for Pass
! 2 3
2711 . 10.5(0.6) 94(5.0)  92(11)  93(10)
+ 9.9(0.5) 59(16)
15.3(0.4) 83(9) 85(7)  80(13)
16.8(0.3) 821) 80(2)  79(4)
19.60(0.6) 91(5) 90(5)  90(5)
16492 . 10.2(0.6) 72(9) 23)  70(4)
15.3(1.0) 73(8) 76(5)  79(9)
20.5(1.1) 77(6) 786)  7%(5)
+ 10.2(1.1) 91(3) 92(2)  93(3)
15.00.5) 94(5) 97(4)  94(4)
21.4(0.3) 86(5) 86(5)  84(6)

Tre quantities in parentheses are standard deviations of triplicate measurements

', mg/100 cm?; ®, in percent
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Table 2. Dependence of Flow Rate and Number of Sampling Passes for 10 mg of

Rhodamine 6G Deposited on a Smooth 100 cm? Surface,

Flow Rate Cumulative Efficiency for Pass In-Probe
(L/mm) 1 2 3 4 5 (% Recovered)
1.0 581D 70(17)  70Q1)  69(25)  64(25) 102(3)
1.5 82(9)  92(9) 91(9). 96(13) 93(9) 106(3)
2.0 79(10) 948)  93(5)  98(15)  94(8) 98(4)
2.5 68(14) 78(8) 85(13) 86(12)  90(5) 80(5)
3.0 96(10) 117(18) 117(23) 112(28) 118227 60(7)
3.5 ' 96(20) 101(14) 102(11) 99%(6)  102(1) 32(10)
4.0 89(13) 100(10) 100(15) 98(20)  96(21) 20(5)

The quantities in parentheses are standard deviations of triplicate measurements
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ABSTRACT
The standard Microtox test involving the bioluminescent bacterium Vibrio fischeri is a much
used ecotoxicological bioassay whose EC,, values have been correlated to acute toxicity
parameters of vertebrates, to irritancy measures, and to Cytotoxicity indices. The aims were to
explore the dependence of light output on viable cell number, the effects of dust on the
bioluminescence and cell viability, how the viability of the cells is affected after spills, and how
spills can be sampled. The linear dynamic range of the light emitting bacterium was first defined
in terms of volume of reconstituted bacteria in growth media. The effects of dust were then
explored on this range by the method of standard additions of 5 mg, 10 mg, and 20 mg of
Standard Reference Material Urban Dust 1649a to simulate dust samples collected by a cordless
vacuum technique involving a filter cassette. The number of viable cells using the Total Microbe
Hunter kit based on a tetrazolium salt, and the effects of dust on the viability test were also
assessed. A spectrophotometric modification of the Total Microbe Hunter test using a
wavelength of 508 nm was developed that was as sensitive as the Microtox test, and was twice as
sensitive as the naked eye test for viability. A mass of 20 mg dust totally inhibited the Microtox
test ac did 5 mg the viability test. Mechanical shock involved with spilling and sampling
bacterial reagent on hard surfaces killed the luminescent bacteria and inhijbited luminescence.
The optimum filter cassette for Microtox rcagcn; collection was a 25-mm 1.00-um PTFE filter in

a 25-mm Delrin holder operated at 4.0 L/min, with a Tygon sampling probe.



INTRODUCTION
The Microtox test that uses the luminescent marine bacterium Vibrio fischeri (formerly
Photobacterium phosphoreum) is now regarded in Canada, France, Germany, Spain, Sweden,
and The Netherlands as a standard ecotoxicological bioassay that is also a reference alternative
test of acute toxicity, cytotoxicity, and irritation (Ronnpagel et al., 1995: Boyderal, 1997, _
Pardos er al., 1999; Tehounwou and Reed, 1999; Domart-Coulon er al., 2000). In the United
States, it is involved in American Society for Testing and Materials (ASTM) method D-5$660
(ASTM, 1996), and in the Standard Methods for the Examination of Water and Wastewater as
Part 8050 (Clesceri er al., 1998a). It is sensitive to heavy metals, organics, and their mixtures
(Kaiser and Devillers, 1994; Kong et al., 1995). The originai test is supplemented by chronic,
genotoxic, and acute solid-phase bioassays, using the same instrumentation (Azur Inc., 2000).
The major application of the Microtox test has been to aqueous media and to detect substances
that are suﬁicienﬂy water soluble or toxic to lower luminescence relative to an unexposed
positive control blank at a specific time, usually by defining the effective concentration that
c'ecreases light emission by S0%(EC,,). The bacterium is standardized by storing and
Tansporting it as a freeze-dried powder that is reconstituted into a saline growth medium at 15°C
at the time of the analysis. Our r;scarch group has published on the variables that affect the test
(Chou and Que Hee, 1992, 1993; Chen, 1995), and on some applications (Chou and Que Hee,
1992, 1993, 1994a,b; Chen, 1995; Que Hee, 1997). The present study explored the dependence
or light output on viable cell number, the effects of dust on the Microtox test and cell viability,
now the viability of the cells is affected after spills, and how spills can be sampled.
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MATERIALS AND METHODS
Reagents
The following were from Azur International, Carisbad, CA: Microtox bacterial rea-gent stored at
-20 °C, Microtox diluent, and Microtox reconstitution solution. Total Microbe Hunter to
measure bacteria viability contained <5% w/w 2,3,5-triphenyltetrazolium chioride in tryptic soy
broth (Crescent Chemical Company, Hauppauge, New York). Standard Reference Material
(SRM) 1649a for Urban Dust was from the National Institute for Standards and Technology,

Gaithersburg, MD. Phenol to assure Microtox data was from Fisher Scientific, Tustin, CA.

Apparatus

The Microtox Mode! 500 and data collection/data system was from Microbics, Carlsbad, CA
(Microbics Corp., 1992). A Hewlett-Packard 8451A diode array spectrophotometer (Palo Alto,
CA) and 1-cm Suprasil cells were used for ultraviolet/visible spectrophotometry for vmb!hty
measurements. A 10 cm x 10 cm plexiglas template (SKC Inc, Eighty Four, PA) defined the
sampling area for spilled materials. Sampling cassettes utilized were: three piece clear
polystyrene sampling cassette with preweighed 37-mm 0.80-urm mixed cellulose ester fiiter
(Omega Specialty Instrument Co, Chelmsford, MA); 25-mm 0.45-um Teflon membrane filter in
a polypropylene Swinnex-25 holder (Gelman Sciences from Fisher Scientific, .Tustin, CA); and
25-mm 1.00-pm PTFE filter in a 25-mm Delrin holder (Gelman Sciences from Fisher Scientific.
Tustin, CA). The sampling probe to the filter holder was a 3.5 cm long 0.60 cm inner diameter
(ID) tubing with the sampling end cut at a 45° angle with a scalpel. The cordless portable
sainpiing pump that provided the collection vacuum was an Airchek Model 224-PCXR4 from
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SKC Inc. Pump calibrations before and after each sampling were performed with a mini Buck

Model M-5 calibrator (A.P. Buck, Orlando, FL). An inclinometer (Edmund Scientific Co., Lev-

O-Gage) measured the angle to the sampling surface and the sampling probe.

A refrigerated water bath aljowed preequilibration of samples at 15°C. A calibrated 10-uL gas

chromatography syringe facilitated accurate dispensing of volumes between 0.1 to 10 uL.

Microtox Bioassay

The techniques for Microtox assays and quality control/ascurance with phenol are described
elsewhere (Chou and Que Hee, 1992, 1993). Instrument equilibration time was set at 30 min; the
equilibration time for reconstitution and diluent solutions was 5 min at 15 °C; and the
equilibration time for the reconstituted bacterial reagent was 15 min at 15°C. Additions were
always followed by mixing through filling and dispensing the solution with a pipettor. Light
levels viere read relative to the positive control biank at 0,5, 15, and 30 min after the target

solution was mixed with the diluted solution containing 10.0 pL reconstituted bacteria.

To assess the basic sensitivity of the procedure, reconstituted Microtox reagent was added in
triplicate from the original 1.0 mL reconstituted solution at 15°C in aliquots of 10, 7, 5, 3, 1, 0.7,
0.5,0.3, 0.1, and 0 pL with the Microtox diluent volume adjusted correspondingly so as to

maintain constant total volume as for the standard 10 uL method.

The same procedure in triplicate was repeated with 3-, 10-, and 20- mg of SRM 1649a mixed in
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with the lyophilized bacterial reagent for 30 sec by manual shaking before addition of | mL of

Microtox reconstitution solution, except that centrifugation at 3400 rpm (900g) for 2 min

occurred before the 15-min stabilization period before dispensing 10-uL aliquots for analysis.

Assessment of Viability of Vibrio Sfischeri

A 4-mL volume of reconstituted Microtox reagent (4 vials) was added to 4 mL of Microtox
diluent in the sampling cup of the Total Microbe Hunter, and then mixed with a {-mL pipettor by
filling and dispensing five times before stabilizing at 15 °C for 15 min. A Total Microbe Hunter
ampoule was then inserted into one of the slots in the bottom of the sampling cup, and the
ampoule allowed to fill by breaking the tip. The ampoule powder was mixed by hand rotation as
directed by the kit directions until all the powder dissolved. The solution was placed in an
incubator at 35.0£0.2 °C. The color was monitored every $ min and the time noted whcp an
orange color was evident, and then the ampoule removed. The number of cells was then read
from the Total Microbe Hunter plot of cell number versus time to change color. Similar
procedures were used for dilutions of 3x, 4x, 5x, 7.5x, and 10x the original cell number, all done
in triplicate. Ultraviolet/visible scanning from 190 to 820 nm of the final colored solution
relative to its original solution occurred in a I-cm Suprasi] cell. The maximum wavelengths were

identified with a view to enhance sensitivity relative to the naked eye.

To assess the influence of SRM Urban Dust on the viability test, 5, 10, and 20 mg of dust were
=valuated. The specific weight of dust was added to each of 3 vials containing the freeze-dried
paciania, mixed by manual shaking for 30 s, then 1.0 mL of reconsitution solution added to each,
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followed by mixing. The contents of these 3 vials were then added to 6.0 mL of diluent in the
sampling cup of the Total Microbe Hunter, and mixed again and allowed to stabilize at 15°C for
I5 min. The Total Microbe Hunter ampoule was then inserted, filled, its contents mixed, and
then incubated at 35°C as indicated above. Color changes were monitored every 5 min for 8
hours at the various dust masses and cell numbers examined above in triplicate. Absorbance.

measurements were also performed at maximum and other specific wavelengths.

Surface Sampling for Microtox Reagenr Spills
The sampling method was based on a previously published technique developed by one of the

present authors (Kim er al,, 2000), modified from an earlier one (Que Hee era/, 1985).

The technique consists of applying a known weight of a solid over a hard smooth surface defined
by a template 10 cm x 10 cm square, and then vacuuming up the particles using multiple
sampling passes. A portable cordless pump is connected to a filter sampling cassette by Tygon
tubing of 0.60 cm inner diameter (ID). The sampling cassette also has a Tygon tubing sampling
probe 3.5 cm long and 0.60 cm ID with the samplng end cut at an angle of 45°. The sampling
probe was held with the thumb and index finger at a 45° angle and a flow rate qf 4.0 L/min. The
difference of the mass of the probe and cassette ﬁer sampling relative to that before is the mass
collected, and is compared with the mass applied to define sampling efficiency per sampling pass
or over a number of sampling passes (Kim et af, 2000). One sample pass is from along the inner

edge of the template area to its center in patterns of squares of progressively decreasing area.



The weighed Microtox reagent bottle was opened, and the solid quickly poured onto the surface
of the template. The empty bottle was reweighed to define the mass applied by difference. The
particles were crushed quickly with the bottom of the Microtox reagent bottle. The solid was
dispersed physically with a spatula. The optimum geometry of the collection cassette was
evaluated from the following choices: a three piece clear polystyrene sampling cassette with
preweighed 37-mm 0.80-um mixed cellulose ester filter; 0.45-um Teflon membrane filter ina
polypropylene Swinnex-25 holder; and a 25-mm 1.00-um PTFE filter in a 25-mm Delrin hoidor.
After the final weighing, 1.0 mL of reconstitution solution was applied slowly along the inner
walls of the filter cassette, and the solution shaken for 15 s. The solution was then transferred
with a Pasteur pipet to a clean Microtox cuvet, and equilibrated for 15 min in the Model 500 at
15 °C before a 10.0-uL aliquot was taken for evaluation as described above. The contents of a

new Microtox reagent vial in 1.0 mL of reconstitution solution served as positive control.

RESULTS
Dependence of Light Inteﬁsioz in the Microtox Test on Inoculation Volume and Time
As expected, light intensity relative to positive control at zero time decreased with increasing
time after sample inoculation, and with decreasing inoculation volume at a specific time. For the
latrer, the inoculation volume linear dynamic range was 1-10 kL for 5, 15, and 30 min. The
slopes at 15 and 30 min were 72.7+1.9% and 51.506=0.071% of those at 5 min, the value for the
iatter being 6.97+0.14 light intensity units relative to positive control at zero time/uL inoculation
volume. The zero time value is 10 light intensity units/pL inoculation volume. The least
quartifiable limit (LQL) for <10% coefficient of variation (CV) was about 0.70 uL inoculation
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volume. The detection limit for signal/noise of 3.0 was <0.1 L. Thus reliable readings of

luminescence were possible for a cell number down to 0.10 that used for inoculation 1n the

standard assay, with a detection limit of about 0.0] that cell number.

Effect of Dust on Microtox Luminescence -
When the bacterial reagent was mortared and pestled in the absence of soil, no luminescence
was detected. Thus mortar and pestle could not be used to mix dust and bacteria. Therefore the
addition was done by adding the dust sample to the bacteria reagent, and manually shaking the
bacteria and dust within the bottle. No detectable luminescence was observed after adding 20 mg
dust, but light emission occurred after the 5-mg and 10-mg additions. Addition of mg dust
over the inoculation volume range 0.1-7.0 HL at 5, 15, and 30 min caused sensitivity to decrease
to 46%, 60%, and 80% of the corresponding values without dust, respectively. Similarly,
addition of 10 mg decreased the luminescence to 18%, 26%, and 36%, respectively. For both 5-
and 10 mg- additions there was no dependence on reading time, the respective arithmetic mean
slopes and standard deviations being 3.05+ 0.18 (CV=5.9%) and 1.293+ 0.023 (CV=] .8%) light
unuts/uL. inoculation volume, respectively. This behavior was also observed in the absence of
dust at low light intensities for inoculation volumes between 0.1 to0 0.5 uL, where CV values also
varied between 5.7 to 80%. However, both the § s_md 16 mg .dust additions produced
luminescence above the LQL of the no dust response curve. CV values for individual

inoculation volumes varied between 17 to 43%, supportive of a dust matrix effect.



Viability and the Microtox Test, and the Influence of Dust
The first task was to determine the ori ginal number of viable bacteria in the Microtox Reagent.
The Total Microbe Hunter color change chart data of log of colony forming units(cfu)/mL (y)

versus color change time (t) was:

logy =-0.5968 t+8.3417 r=0.9982 p <0.05 (hH

The times to change color for different dilutions of the Microtox reagent are provided in Table |
for the Total Microbe Hunter test. The CV for 2-fold dilution is too high (45%), with acceptable
precision (<10% CV) at greater dilutions up to 5-fold. Beyond 5-fold dilutions, the viability test
is too insensitive. The grand mean and standard deviation for the original cell number in the
Microtox Reagent was (3.68 +0.21) x 10* cfu, CV=5.6% (Table 1). Thus the Total Microbe

Hunter Test detected only between 0.74 x 10° to 3.68 x 10* cellsymL of Vibrio fischeri. |

Spectrophotometry showed that the Total Microbe Hunter blank had maxima at about 240 and
290 nm. After the color change, the maxima beyond 300 nm were 370 and 508 nm. Table 1
also presents the absorbance data at these absorption maxima and at 490 nm on the short
wavelength side of the long wavelength band. Only the 508 nm wavelength is suitable for
spectrophotometric assay for cell number since its absorbances decreased consistently with
increasing dilution. The spectrophotometric method is more sensitive and convenient than the
color change time method because absorbance values at 508 nm still changed at 7.5- and 10-fold
aaunen. Thus spectrophotometry at 508 nm is about double the sensitivity of the naked eye.
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For 5-mg dust additions of the 3-fold diluted Microtox Reagent, the dust precipitated after 30-

min incubation at 35 °C in the viability test. However, there was no color change even after §

hours of incubation. Thus dust is a negative interference in the Total Microbe Hunter test.

Sampling Microtox Reagent Spills -

The Microtox reagent consists of 4% (w/w) Vibrio Sfischeri, 3% sodium chloride, 92% skim milk
solids, and 1% water according to Azur Environmental (2000). When the reagent was we; ghed
directly on a balance, its weight continually increased, and the or{ ginal powder became sticky

and pebbly. The bacterial reagent was deliquescent.

The standard sampling technique for dry solids on ha.rd smooth surfaces (Kim ef a/, 2000) did
not work because the 3-mm inlet of the filter Cassette was blocked by a wet Microtox rcagent
pebble that caused uncontrolled variation in sampling flow rate. The cassette was also too large
to allow 1.0 mL of reconstitution solution to dissolve all the solid on the filter surface, but 2.0
mL did. The inlet diameter did not allow a pipet tip to be inserted to allow the usual mixing.
After 2 mL reconstitution solution was placed inside the cassette and then manual shaking,

Microtox analysis of a 20-uL aliquot led to no light emission.

Obstruction also occurred for the 4-mm inlet of the 0.45-um Teflon filter in its 25-mm filter

cassette. The injet diameter still did not allow the usual mixing. The cassette volume was too

small to contain 1.0 mL of reconstitution solution.
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A 1.0-pm 25-mm diameter Teflon filter in a 25-mm Delrin filter cassette of inlet ID 10 mm
successfully collected the pebbles, permitted mixing by the standard technique after adding | mL
of reconstitution solution, and allowed the taking of a 10-uL aliquot by the standard pipet for
inoculation. The measured sampling efficiency for the filter cassette on a mass basis was at least
81% at 4.0 L/min flow rate with the rest of the collected mass on the sampling probe walls. There
was a large imprecision in recovered mass for triplicates because of the deliquescent nature of the
Microtox reagent. On Microtox testing, the light intensity for each triplicate was below the LQL
of the positive control, but decreased with incubation time as a valid Microtox test should. In
addition, the CV for the light intensity at 5, 15, and 30 min varied between 0.67% t0 4.5%, also
acceptable behavior. Thus, sufficient bacteria were recovered in the cassette to be detected in the

Microtox test, but the viability of the cells was still affected.

DISCUSSION
The viable ceil number dependence of the Microtox test was examined with a view to sampling
low numbers of Juminescent and nonluminescent bacteria in dust samples. While the intrinsic
sensitivity to viable bacteria ranged down to about an order of magnitude below the original cell
nurnber for both the standard Microtox test and spectrophotometric analysis at 508 nm for the
Total Microbe Hunter test, the color change test .dcpendent on the naked eye for the Total
Microbe Hunter test was only half as sensitive. The actual detection limit of the Microtox test
was equivalent to about <4x 10* viable cells. The LQL was about 3.7 x 10° viable cells compared
with 2.7 x 10° viable cells used in the standard test. The Microtox manual provides a figure of
abourt 10° cfu in the storage vial (Microbics Corp, 1992). The present investigation determined
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the number to be actually (3.68+0.21) x 10* cfi

The Total Microbe Hunter test utilizes a tetrazolium salt that is reduced to a colored formazan
product when electrons are accepted from oxidized substrates or appropriate reducing agent
cofactors like reduced nicotinamides and flavins p;'oduced during growth and division, but which
are not produced by dead cells (Vistica er al., 1991; Bitton er al,, 1992). Johnson er af (1985)
incorporated tetrazolium dye reduction into portable kits that shortened the time of analysis for
viable gram negative bacteria from 15-18 hours for the standard laboratory test to 4-6 hours, with
93% correlation. Both methods are still much shorter than 3-4 days required for the standard
agar plate dilution/colony counting bicassay for bacteria in aqueous media (Clesceri er al
1998b) or collected on a filter (Clesceri er al., 1998c). Hjertstedt er al. (1998) showed that
sporulating Candlida albicans yeast contributed to the tetrazolium bioassay response, but did not
form colonies. This is not a factor in bacterial bioassays. A factor in the i insensitivity of the Total

Microbe Huntcr test might be the short lifetime of. Vibrio fischeri, even at 15 °C.

Mechanical shock intrinsic to the sampling process lowered the viability of the luminescent
bacteria of the Microtox test, whether from its original storage bottle or on a surface. Since only
viable bacteria luminesce in the Microtox test, bioluminescence diminuition could be interpreted
as chemical toxicity, if the standard reconstitution technique is not followed exactly for the case
o the original storage bottle. Such effects mi ght also be observed for dropped or roughly-

handled vials, and may account for some of the known intershipment variability.
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While no luminescence was detected for the 20-mg addition, 5-mg and 10-mg dust additions did
allow Microtox test responses, but with low light emission. Masking or luminescence absorption
by the dust akin to a color interference may be occurring. No matter the cause, the addition of a
dust matrix even at as low a mass as 5-mg causes an apparent chemical toxicity effect that must
be accounted for when using the standard Microtox test for turbid liquids, sediments, sludges, or
solid samples. The recommendation for turbid liquid samples is to centrifuge and then filter the
supernatant through 0.45-um and then 0.20-um filters and d;lute appropriately before adding the
reconsutution solution containing bacteria. A high apparent background soil toxicity in the

standard Microtox test has also been reported recently (Cassells er af., 2000).

Much recent work has occurred with the new Microtox solid-state bioassay (Bitton er al., 1992;
Kong et al., 1995; Ronnpagel e al., 1995; Kwan and Dutka, 1995; Wendt er al, 1996; Cheung et
al., 1997; Harkey and Pradhan, 1998; Lee eral., 1999; Dom and Salanitro, 2000), although the
modified test still appears to lack sensitivity for xenobiotics in soils, sludges, and sediments.
More satisfactory results are still obtained for xenobiotics in extractions from soils, sludges, and
sediments by the standard Microtox test (Bitton et al., 1992; Kong er al., 1995; Karuppiah er a/.,

1997; Sunahara e al., 1998,1999; Cassells ef a/ 2000, Cook er al., 2000).
The surface sampling results showed that Virio fischeri is a delicate bacterium that lost viability
quickly on a hard smooth surface. The sampling of the Microtox reagent itse!f had to be done as

quickly as possible because of its deliquescence, with subsequent stickiness and pebbling.
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Very few methods to sample bacteria on hard surfaces have been reported. Eginton er a/ , (1995)
using a tetrazolium sait based method and colony counting showed that |5 sampling passes had
to be done to obtain a negative tetrazolium salt test for transfer of gram negative bacteria
deposited on hard smooth tiles to agar plates. The authors attributed their results to the strength
of the attachment of the bacteria to the tife surface, but decreasing bacteria viability may also.

have been a factor in light of the results of the present investigation. Bacteria on human skin

Brown, 1998). Scrubbing allowed removal of bacteria from the skin of horses (Hague er al ,
1997). Real-time monitoring of E. coli adhering to beef carcase surfaces was accomplished by

inserting a /ux reporter gene into the applied £ coli, and monitoring the surface bioluminescence

to assess surface adherence and decontamination in rea] time (Siragusa et al , 1999).

Linking tetrazolium salt data with the data from other tests focusses on the potential
infectiveness of the microorganisms involved on the surface or in the substrate. Gram-negative
bacteria endotoxin is toxic whether the bacteria are alive or dead, and a marker like 3-
hydroxymyristic acid (Kirschner er al., 1985; Parenteral Drug Association, 1990) or the Limulus
amoebocyte lysate test (Parenteral Drug Association, 1990, Hurley, 1995) to detect toxic

endotoxin liposaccharides are essential adjuncts to screening tests for viable bacteria to achieve

public health and environmental safety.
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Cancer Mortality Among Workers Exposed to
Chemicals During Uranium Processing

Beate Ritz, MD, PhD

Data provided by the Comprehensive Epidemiology Data Resource
allowed us to study patterns of cancer mortality as experienced by 3814
uranium-processing workers employed at the Fernald Feed Materials
Production Center in Fernald, Ohio. Using risk-set analyses for cohorts,
we estimated the effects of exposure to trichloroethylene, cutting fluids,
and kerosene on cancer mortality. Our results suggest that workers who
were exposed lo trichloroethylene experienced an increase in mortality
Sfrom cancers of the liver. Cutting-fluid exposure was found to be strongly
associated with laryngeal cancers and, furthermore, with brain, hemato-
and lymphopoietic system, bladder, and kidney cancer mortality. Kero-
sene exposure increased the rate of death from several digestive-tract
cancers (esophageal, stomach, pancreatic, colon, and rectal cancers)
and from prostate cancer. Effect estimates for these cancers increased
with duration and level of exposure and were stronger when exposure
was lagged.

“rom the Depantment of Epidemiology and the Center for Occupational and Environmental Health,
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he US Department of Energy re-
cently assembied the Comprehensive
Epidemiclogy Data Resource
(CEDR).' These epidemiologic data
were collected ai multiple nuclear
facilities over the past 30 years and
have been made availabie to the re-
search community at large for the
first time. Combining several inde-
pendently collected data files in-
cluded in CEDR provided us with
the opportunity to examine the influ-
ence of chemical exposures in the
work environment of the Fernald
Feed Materials Production Center
(FFMPC) in Fernald, Ohio, on can-
cer mortality. Workers at the FFMPC
processed uranium-ore concentrate
and vuranivm of low-enrichment
grade into fabricated uranium metal
products and, to a much lesser ex-
tent, produced thorium metal. Oper-
ations began in late 1951 and halted
in July 1989. The uranium-process-
ing work conducted at this facility
involved the use of large amounts of
nonradioactive indusirial chemicals,
many of which are potent respiratory
irritants (hydrofluonc acid, ammo-
nia, nitric and sulfuric acid, tnbuty]
phosphate) or suspected carcinogens
(trichloroethylene [TCE] and cutting
fluids). Large-scale chemical opera-
tions consisted of dissolving ore con-
centrates in nitric acids to produce
uranyl nitrate solution, which then
was purified via solvent extracton,
concentrated through evaporation.
and thermalily denitrated to uranium
trioxide. Uranium trioxide was con-
verted to uranium tetrafluonde and
reduced to metal. Other chemical
processes at the facility required fur-
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nacing or wet chemical-hydrometal-
lurgical processing.

In the early 1980s, the widespread
use of chemicals prompted Wilson?
to conduct an investigation of respi-
ratory morbidity in FFMPC workers.
The Wilson study provided historical
measures of chemical use that, in
combination with mortality data col-
lected for all workers monitored for
radiation exposure, allowed us to
exarune whether cancer montality
was associated with exposure to
these chemicals while also allowing
us to control for the effects of radia-
tion exposures. In this report, we will
focus our analyses on the effects of
TCE., cutting fluids, and a combina-
tion of kerosene exposures with car-
bon (graphite) and other solvents. All
of these chemicals were used in large
quantities at the facility, and either
these chemicals are suspected chem-
ical carcinogens or carcinogens wers
likely to have been formed in the
processes in which they were used.
The Fernald cohort is characterized
by an extremely long follow-up and
by the fact that its workers were
monitored for exposure 1o both inter-
nul and external radiation. This arti-
cle is solely based on the data pro-
vided by the CEDR, and the
description of this study’s methods
rehics on the CEDR documentation'
and the article by Wilson.?

Materials and Methods

Study Population
The study population consists of
INH white male employees identi-
fivd itom company rosters and per-
wnnel records who were first hired
St the fucility between January |,
1951, und December 31, 1972, were
sentinueusty employed for at least 3
wonths, und were monitored for ra-
i, For all workers, vital starus
wov It aseertained on January 1,
" Thus follow-up began on Jan-
11931 or date of hire, which-
s later, and ended either
+ - dute of death or on December
N whichever date came ear-
Mortality data for FEMPC

workers are only available in the
CEDR database for those workers
who were radiation-monitored. Thus
we had to exclude 287 workers for
whom chemical-exposure data ex-
isted but who could not be matched
to the records provided in the radia-
tion files. Approximately 88% of all
cohort members were hired at the
facility before 1960. Employment at
the facility peaked in 1956 and
slowly decreased until all operations
halted in July 1989. Vital-status
searches were conducted using two
record systems: the Social Security
Admunistration, for the period before
1979, and the National Death Index,
for the period 1979 to 1989. Workers
not known to be alive and not iden-
tified by either system as dead were
assumed to be alive at the end of
follow-up. Death-certificate informa-
tion was available for a total of 1045
workers who died during the fol-
low-up period. ‘

Exposure Assessment

In the late 1970s and early 980s,
plant experts—including industrial
hygienists, a plant foreman, and an
engineer— historically determined
the likelihood of chemical exposure
for each job title and plant area. Al
experts included in this rating proce-
dure had been at the company for at
least 20 years and were supervised
by the medical director during this
task. For the period 1952 to 1977,
these experts classified workers into
four main categories of chemical ex-
posure, from none (level 0) to heavy
(level 3). For the following analyses,
measures of intensity {exposure
level) and duration (exposure in
years) were derived from the job-
exposure matrix created by the plant
expert to describe exposure to TCE,
cutting fluids, and kerosene.

Approximately 62% of all workers
held only one job title during em-
ployment at the Fernald facility, one
quarter held two titles, and only 5%
changed titles four times or more.
Almost 45% of employees worked in
one physical location of the plant,
whereas one fifth moved between
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locations more than five umes. Only
15% of the workforce was employed
at the plant for less than | year, 31%
between | and 5 years, and over half
(54%) for more than 5 years (ie, this
cohort constitutes a fairly stable
workforce).

External radiation exposure was
reported as annual deep doses de-
rived from film badge dosimeters.
Internal radiation exposure was re-
ported as annual lung doses, based
on individual vrine bioassays and
area sampling. Exposure to internal
radiation-emitting particles at Fer-
nald originated from airborne long-
lived radioactive materials such as
vranium, thorium, and radium com-
pounds. Most of the exposures. how-
ever, were due 10 U-235 isotopes
varying from depleted to slightly en-
riched. Workers were placed on an
internal-exposure monitoring pro-
gram for uranium when industrial
hygiene surveys indicated high lev-
els of radioactive substances in the
work environment, The soluble and
insolubie uranium and thorium com-
pounds used at the facility may also
have exhibited some chemical toxic-
ity, primarily targeting kidneys and
lungs. Although no indeperdent
rneasures for the chemical toxicity of
these radioactive compounds exist,
estimates of intermal radiation dose
might reflect chemical toxicicy to
sOie extent.

Smoking history was available on
medical records for a small sub-
sample of workers (approximately
20%) emplioyed on or after January
1, 1968, when the company intro-
duced pulmonary-function testing.
Because information about smoking
history was only available for ap-
proximately one fifth of all subjects,
we were not able to adjust for smok-
ing in our analyses. However, we
examined the smoking distributions
by chemical exposure and deter-
mined whether such exposure was
related to smoking prevalence. The
records also provided information on
salary status (hourly vs salaned; Ta-
ble 1).
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TABLE 1
Charactenistics of the All-Male Fernald
Cohort

Number of empioyees 3,814
Average follow-up time, ns
yaars
Average age at entry into 305
cohort, years
Number of person-years of 120,237
follow-up
Number of deaths 1.045
Total mortality rate, per 105/ 869
year
Total cancer mortality rate, 273
per 10%/year
Pay type
Salaried 1,224
Hourly/union 2.590

Statistical Analyses

We used two different analytical
approaches: (1) external compari-
sons of our monitorad workers with
the general US population and—for
all-causes and total cancer mortali-
ty—wuh the NTOSH CORPS co-
among monitored workers, accord-
ing to level and duration of chemical
exposure (dose-response analyses).

In external comparisons, the Mon-
son® program was used to estimate
standardized monality ratios (SMRs;
observed/expected deaths) for the
monitored study population. Ex-
pected numbers of deaths were esti-
mated from the mortality rates of the
US white male population or
NIOSH-CORPS data, stratified by
age (5-year categories) and calendar
year (5-year intervals). Estimation of
95% confidence intervals for the
SMRs was based on a formula de-
rived by Byar and recommended by
Breslow and Day.?

For internal comparisons of work-
ers exposed to chemicals at different
levels, we examined cancers by site,
conceatating on organ sites for
whicr effects have previously been
w,r”m.d in the literature. The small

- of many specific cancers
necEssary 1o group some

..z« i order to achieve a minimum
o 20 cases. Thus, for most analyses,
2wt with few cases were combined,
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based on the assumption that any
carcinogenic effect of exposures
should be similar at these sites be-
cause of anatomical proximity, tissue
similarity, similarity of exposure
routes, or similarity of diagnostic
categories. The single cancers and
cancer groups we examined were as
follows: (1) all hemato- and lympho-
poietic cancers (International Classi-
fication of Diseases, 9th revision
[ICD-9]° codes 200 to 208) and. in
addition, lymphomas (excluding
Hodgkin's lympiiomas) and leuke-
mias separately; (2) esophagus and
stomach cancers (ICD-9 codes 150
and 151); (3) liver and biliary tract
cancers (ICD-9 codes 155 and 156):
(4) pancreatic cancers (ICD-9 code
157); (5) colon and rectal cancers
(ICD-9 codes 153 and 154); (6) blad-
der and kidney cancers (ICD-9 codes
188 and 189); (7) prostate (ICD-9
code 185). (8) brain (ICD-9 codes
191 and 192), and (9) lung cancers
{(ICD-9 code 162) Wc also con-

cancers for wtuch we observed fcwcr
than ten cases (ie, eight cancers of
the liver and biliary tract {ICD-9
codes 156 and 157) and five cancers
of the larynx [ICD-9 code 161)),
because these cancers have consis-
tently been linked to two of the
chemicals in previous studies, in
which liver cancers were found‘to be
associated with TCE exposure’ and
laryngeal canccrs with cutting fluid
exposures.?

For internal comparisons, we ut-
lized the risk-set approach for cohort
analys1s described by Breslow and
Day,* a method basically equivalent
to Cox proportional hazards model-
ing. When using risk sets, condi-
tional logistic regression is used to
compare individuals who have died
of cancer with individuals still at risk
of dying from cancer (“survivors").
We constructed risk sets of deaths
and survivors by matching to each
cancer death all cohort members who
were still alive at the time of the
index subject’s death and who were
within 3 years of the index case's
age. This age-range specification

helped us avoid consutucting nsk sets
with fewer than five non-cases. ie.
we based our analyses on nsk sets
that included between five and 830
survivors for each cancer death.

We used multiplicative rather than
additive models because the limited
size of our data set did not allow us
to adequately distinguish between al-
ternauve models. We evajuated cu-
mulative exposure duration (in
years) as a set of binary variables
(minimum of 2 and 5 years of expo-
sure), as three categories of duration
(<2 years, 2 to 10 years, >10 years
of exposure), and as a continuous
variable (in years). To allow for a
period of cancer induction/latency
after exposure and, additionally, to
reduce possible selection bias, cumu-
lative exposure duration was
lagged.® Lagging entailed limiting
the exposure duration for each indi-
vidual in a risk set to the duration at
the level achieved 15 years prior to

Results of the conditional logistic
regression analyses were usad to es-
timate rate ratios and 95% confi-
dence intervals (95% ClIs) for chem-
ical effects. Individual exposure
duratior and other time-related vari-
ables, such as time since first hired.
were treated as time-dependent. All
models were adjusted for the same
confounders: pay status, time since
first hired, and cumulative time-
dependent external- and internal-
radiation doses (continuous). Time
since first hired was used to coutro!
for the selective loss of less healthy
workers.'® Because of the small
number of exposed cases, the num-
ber of variables that could be in-
cluded in many of our models with-
out causing convergence problems
was limited. This limitation in num-
bers and the fact that some chemical
exposures only occurred concomi-
tantly (such as moderale
carbon, and other solvent exposures)
meant that, for the most part, we only
included one chemical at a time in
our models (see also below). In ad-
diton, whenever possible, we repon

lercseps,
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TABLE 2

Exposure to Chemicals, by Exposure Level, for Femaid Workers
No. of Workers Exposed to

Exposure Trichiorosthylens
Level {(TCE) Cutting Fluids Kerosens
1—Light 2.792" 1.7927 1,691%
2—Moderate 179 B2 905!
3—Heavy 0 4051 0

° Approximately half of the workers were also exposed to cutting flurds.
T All workers were exposed 10 TCE and most wera exposed 1o kerosena and carbon at

level 1,

¥ All workers were exposed to cutting fluids, TCE, carbon, and ail respiratory irritants at

level 1.

§ All workers are also exposed to TCE at leve! 2.
! Al workers were exposed to carbon at level 2 but to no other chemicals.
 Some workers were exposed to TCE at ievels 1 but to no other chemicals.

results for models in which we ad-
Justed for other chemicals.

Resuits

The Fernald cohort of white male
workers is characterized by a long
follow-up period (average, 31.5
years) and a high percentage of
hourly employees (68%) (Table ).
During the study period, 26.5% of ai]
cohort members died (1045 total
deaths: Table 1). Of these deaths,
328 were due to cancer, yielding a
total cancer-monality rate of 273 per
16%/year (Table 1).

Table 2 displays the exposure dis-
tribution of the three chemicals in-
cluded in our internal comparisons of
cchort members. Most notably, low-
level exposure to all of the three
chemicals of interest occurred in a
larze number of workers simuita-
neously (1691; 44%). In addition to
bzing exposed to these three chemi-
cals ihese 1691 workers were also
exposed to all of the respiratory irri-
tants used at FFMPC. Low-level
chemical exposure to cutting fluids
and kerosene thus almost always rep-
Tesents exposure 10 a combination of
al’ of the chemicals used at the facil-
v, Mnodapsse exposure (level 2) oc-
wUnied either as a combination-type
“LECSLTE Or as a singular exposure,
end L U4 e jobs and plant ar-

L 0Gane cunting fluid exposure
=zvs orcurred in combination with
" wrevate TCE exposure. The job

titles for which such mixed exposure
was documented were set-up work-
ers, niggers, and degreasers, whereas
electricians (n = 92) were exposed
to TCE at moderate levels only. No
exposure to TCE was rated as heavy
(level 3). Heavy cutting fluids expo-
sure (leve! 3) was attributed to ma-
chining tool operators and laboratory
machinists, some of whom also ex-
penenced low-level TCE exposure.
Moderate kerosene EXPOSUre was ex-
perienced by chemists and chemical
operators {(n = 905) all of whom
were aiso exposed to moderate levels
of carbon and alj respiratory irritants.
Thus, at the highest level at which
kerosene exposure occurmed (level
2), any effects on cancer outcome
represent the combined effects of
kerosene and other chemicals (car-
bon and solvents), but none of these

“'Workers was at the same time ex-

posed to TCE or to cutting fluids.
The overall mortality rate was
lower among Fernald workers than
among US white males (SMR =
0.84, 95% CI, 0.79 to 0.90); how-
ever, the rate of deaths from all
malignant neoplasms was slightly in-
creased (SMR = 1.10; 95% CI, 0.99
10 1.23; Table 3). Similarly, when we
compared this uranjum-worker co-
hort with NIOSH-CORPS workers,
we found that the SMR for all capses
was still lower (SMR = 0.8]: 959
CL, 0.76 to 0.86) but the cancer
mortality rate was evep higher
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(SMR = 1 2a: 959 CI. L1lto 1.38;
among the uranium workers. Thus
the Fernald cohort s generalty
healthier than other worker cohorts,
especially with respect 1o cardiovas-
cular monakity, but exhibits a 24%
increase in monality due to cancers,
Compared with the US population,
the SMRs for the Femald cohon
were greater than one for cancers of
all digestive system organs, the pros-
tate. and the lymphopoietic system.
Yet none of the Cls in these external
comparisons excluded the nul] valye.
TCE exposure was strongly asso-
ciated with liver cancers {exposure
duration, >5 years; !5-year lag rate
ratio [RR] = 12.1; 95% CI, 1.03 to
144), Table 4). Furthermore, TCE
exposure seemed to be associated
with brain cancers in the analyses of
single chemicals (Tabie 4); however,
this effect completely disappeared
when cutting-fiuid exposure was
added to the model. As shown in
Table 5, cutting-fluid exposure at
any level was associated with he-
mato- and lymphopoietic system,
brain, bladder, and kidney cancer
mortality, but the estimates for hj gh-
exposure levels were based on very
small numbers of exposed cases.
Cutting fluids were, furthermore,
very strongly related to the rare can-
cers of the larynx (exposure duration,
>3 years; 15-year lag RR = 236:
95% CI, 9.93 to 5630); Table 5).
Kerosene exposure at moderate
levels (level 2) and of long duration
(>5 years) increased the rate of pros-
tate cancers, especiaily afier adjust-
ment for TCE exposure (for 15-year
lag RR = 4.50:95% CI. 0.98 to 20.8;
Table 6). Furthermore, when we ad-
Justed for the other two chemicals in
the models, kerosene exposure at
moderate levels (level 2} was
strongly associated with esophag=al
and stomach cancers (exposure dura-
tion, >2 years: and 13-year lag
RR = 9.22; 95% CI, 2.34 10 363
and exposure duration, >5 years;
I5-year lag RR = 12.4; 95% CI, 2.53
to 60.8, respactively). Also. the re-
suits displayed in Table 6 suggest a
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TABLE 3

Observed (Obs) and Expected {Exp} Numbers of Deaths for White Ma
Standardized Mortality Ratios (SMRs} and 95% Confidence Intervals (

le Subjects for the Fernald Cohort and Estimated
Cls): Comparison With the US Popuiation, by Cause

of Death
Causes of Death* Obs Exp SMRA 5% ClI
All causes (ICDA-8 001-998) 1045 1238.4C 084 0.79-030
Ali maiignanmt neoplasms 328 297.38 110 089123
Cancers
Buccal cavity ang pharynx (ICDA-8 140-149) 9 B75 1.05 0.48-1.99
Digestive organs and pertoneum (ICDA-8 150-159) 85 73.37 1.16 093-1.43
Escphagus (ICDA-8 150Q) 9 7.32 1.23 0.56-2.33
Stomach (ICDA-8 151) 15 10.97 1.37 0.76-2.26
Large intestine (ICDA-8 153) 26 26.07 1.00 0.65-1.48
Recturn (ICDA-8 154) 7 8.56 1.07 0.43-2 20
Liver ICDA-& 155-156) 8 4.83 1.66 0.71-3.26
Pancreas (ICDA-8 157 18 15.05 1.20 0.71-1.89
Respiratory systermn (CDA-8 160-163) 120 113.82 1.05 0.87-1.26
Larynx (ICDA-8 161} 5 4.15 1.20 0.39-2 81
Lung—primary and secondary {ICDA-8 162) 112 108.72 1.03 0.85-1 24
Bone ICDA-8 170) 0 0.97 0.00 0.00-3.78
Skin {ICDA-8 172-1 73 4 6.28 0.64 0.17-163
Prostate (ICDA-8 185) 24 17.14 1.40 0.90-2.08
Tesus {ICDA-8 186-187) 1 1.45 068 0.01-3.85
Bladder (ICDA-8 188) 8 6.B3 117 0.50-2.31
Kidney ICDA-8 189} 5 772 0.65 0.21-1.51
Brain ang other central nervous system (ICDA-8 191-192) 12 9.43 1.27 0.66-2.22
Thyroid (ICDA-8 183} 0 0.53 0.00 0.00-6.90
Lymphosarcoma and reticulosarcoma (ICDA-8 200) 8 4.69 1.7 0.73-3.36
Hoagkin's disease (JICDA-8 201 ] 2.88 2.09 0.76~4.54
Leukemia and aleukemia (ICDA-8 204 -207) 12 10.96 1.08 0.56-1.91
Lymphatic tissue {ICDA-8 202-203, 208) 10 9.72 1.03 0.49-1.89
Lymphopoietic cancer (ICDA-B 200-208) ar 28.85 1.28 0.80-1.77
Cancer residual® 23 22.1 1.04
Other rauses
Benign neoplasms (ICDA-8 210) 1 3.39 0.29 0.00-1.64
Diseasas of biood and blood-forming organs (ICDA-B 280-289} 2 2.60 0.77 0.09-2.78
All diseases of circuiatory systern (ICDA-8 390-458) 450 577.89 0.78 0.71-0.85
Arteriosclerotic heart disease, including CHD (ICDA-8 410-414) 332 417.67 0.79 0.71-0.89
All vascular lesions of CNS (ICDA-8 430-438) 47 58.50 g.80 0.59-1.07
All respiratory diseases (ICDA-8 460-513) 53 78.35 0.68 0.51-0.88
Emphysema (ICDA-8 492) 3 14,28 D.21 0.04-0.61
All diseases of digestive system (ICDA-8 520-577) 48 62.94 .76 0.56-1.01
Cirrhosis of liver (ICDA-8 571} 33 36.07 0.91 0.63-1.28
All diseases of the genitourinary system (ICDA-8 S80-829) 3 14.00 0.21 0.04-0.63
All external causes of death (ICDA-8 B0O-998) 110 122.89 0.90 0.74-1.08
Suicige {ICDA-8 950-859) 24 30.47 0.79 0.50--1.17
Total resigdual® 15 2.61 5.76

*ICDA, Intemational Classification of Disea
! Cancers of unspecified site,

ses, Adapted 8th Revision; CHD, coronary heart disease: CNS, central nervous system.

¥ Including undetermined causes of death and missing causes of deaths due to missing death certificates.

twofold increase in the mortality rate
from cclon and rectal cancers; how-
ever, ihe 95% CI included the nuil
valuz, Sinularly, a two- to threefold
incraase in monality was observed
) - drgestive tract cancers:
romereanc cancers (low exposure,
=5 vears; 15-year lag RR = 1.33;
S0 CL 531 10 5.66; and moderate

“tuie. >3 years; 15-year lag

RR = 2.78; 95% CI, 0.51 to 15.2)
and oropharyngeal tract cancers
(ICD-9 codes 140 to 149) (low ex-
posure, >2 years; 15-year lag RR =
1.85; 95% CI, 0.37 to 9.36; and
moderate exposure, >2 years, 15-
year lag RR = 2.87;95% CI, 0.43 to
19.2), but the confidence intervals
for the estimates included the null
value. When we combined the can-

cers at all digestive-tract sites, we
estimated a consistent two- to three-
fold increased mortality rate for
moderate-level kerosene exposure of
more than 5 years (low exposure:
15-year lag RR = 1.80:95% CI, 1 .05
to 3.10; and moderate exposure: 15-
year lag RR = 2.71;95% CI. 1.37 0
5.34). These estimates for kerosene
exposure remained stable when we
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TABLE 4
Adjusted Rate Ratio {(RR} Estimates {and 95% CI) for the Effects of TCE Exposure {Both Levels in Model} and Carcer
Mortality, by Cancer Site and Level, 0 and 15 Years' Lag for Exposures- Results From Conditional Logistic Regression
Analyses Matched on Time and Age (=3 Years)

TCE Light (level 1}

TCE Moderate flevel 2)

Lag Zero Lag 15 Years Lag Zero Lag 15 Years
Exposure Duration, by Case Case Case Case
Cancer Site n RRA 95% CI n RR 95% Ci n RR 95% CI n RRA 95% Ci
Hemato- ang tymphaopoietic
Cancers (n = 37,
>2 Years 18 135 068285 15 145 068308 1 098 013741 1 117 015500
>5 Years 5 185 0.87-3.95 12 173 0.78-4.08 0 — 0 —
Esophagus and stomach
cancers (n = 24)
>2 Years 15 221 081533 12 261 0.9%-588 - 0 — 0 —
>5 Years 8 103 40263 5 102 032-321 0 — 0 -
Liver cancers (n = 8}
>2 Years 3 093 019-453 3 116 024580 1 487 048511 1 553 054569
>3 Years 3 190 035-103 3 286 048-173 1 882 079986 o120 1.03-144
Prostate cancers (r = 24
>2 Years 10 078 0.33-185 10 091 038218 1 1.35 017-104 1 144 019-114
>5 Years 0.83 033200 B 104 040270 1 1.68 (0.20-12.5 1 196 025158
Brain cancers n =12
>2 Years € 181 049879 4 229 042-125 v 326 037289 1 694 066731
>5 Years 3 132 028617 3 541 087-339 1452 045-415 1 144 1.24-167

* Adjustad for time since first hireq, pay type (salaned.fhouriy), external and intermnal radiation dose (continucus ang lagged), and same

chemicai at a different levei,

adjusted for the other chemicals in
the model.

For all associations reported
above, the effects were generally
stronger at higher levels of exposure
and increased with duration of expo-
sure. Effect size furthermore in-
creased when a 15-year lag was uij-
lized.

mternal comparisons showed no
Or NG consisient effect for any of the
examined chemicals on cancers of
the lung afier we controlled for in-
iemal ard external radiation doses
and/or for other chemicals (Table 7).

Discussion
A previous study that examined
ctancer mortality due to internal and
exterrna! radiation among Fernald
worrers fonad that mortality from
g and some other radiosensitive
YT nlars was increased among
* fin had experienced expo-
“i- - ugn levels of aipha and
£ radiation ' The analyses

presented here were conducted 1o
examine whether chemical eXpe-
sures occurring during uranium pro-
cessing contributed 1o cancer mortal-
ity in workers when the radiation
effects on cancer were taken into
account. We concentrated our analy-
ses on three potentially carcinogenic
€xposures: that is, TCE, cutting flo-
ids, and kerosene, in combination
with a mixture of several solvents
and carbon.

According to the CEDR, approxi-
mately 60% of all Fernald workers
Were exposed (o cutting fluids and/or
the kerosene-solvent mixture at any
level, and almost 80% were exposed
to TCE. Moderate levels of exposure
to TCE occurred among 5% of all
workers, 11% of workers were ex-
posed to high levels of cutting fluids
(level 3), and 24% of all workers
Were exposed to the kerosene.
solvent mixture at moderate levels
(level 2). Although fewer workers
were categonzed as having had mod-

erate or high levels of exposure (o
chemicals, it is important to note that
the categories “light” to “heavy” re.
flect an ordinary rating scale used by
plant experts to attribute the likeli-
hood of exposure 1o workers accorg-
ing to job titles and plamt areas and
are not based on actual measure-
ments from industrjaj hygiene sur-
veys.

‘We found a strong effect of TCE
exposure on liver and biliary tract -
cancers in this cohort. According 10 a
recent review anticle,® TCE exposure
has been most consistently finked 1o
three types of cancer: liver and bili-
ary tract cancers, non-Hodgkin's
lymphoma, and kidney cancers.
Thus. although our liver-cancer re-
sults are based on a smal] number of
cases (eight cases, four of whom
were exposed to TCE), thev are con-
sistent with previous study results,
Furthermore, all previous studies ex-
amining the association between
TCE and hiver/iliary tract cancers
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TABLE S
Adjusted Rate Ratio (RR) Estimates (and 95% CI) for the EHects of Cutting-Fluid Exposure (Both Levels in Model] ang
Cancer Mortality, by Cancer Site and Level, 0 and 15 Years’ Lag for Exposures: Resutts From Conditional Logrstic
Regression Analyses Matched on Time and Age (=3 Years)*

Cutting Fluid, Light and Moderate Exposurs

levels 1 and 2 Cutting Fluid, Heavy Exposure flavel 3)
Lag Zero Lag 15 Ysars Lag Zero Lag 15 Years
Exposure Duration, by Case Case Case Case
Cancer Site n RR 95%Cl n RR 95%CI n RR 95% Ci n RR 95% C)
HLL 1 = 37)
>2 Yeass 16 1.97 0.96-408 14 218 1.00-476 4 294 096501 3 287 083103
>5 Years 15 326 1.48-7.20 12 295 1.25-6.95 3 476 1.28-17.7 2 414 (E7-198
Laryngeal cancer (n = 5)
>2 Years 3 449 0.52-3B6 2 2.02 0.24-189 2 361 3.57-365 2 23.2 2.68-201
>5 Years 2 433 0.40-46.4 2 B.05 0.52-125 2 190 9.57-3758 2 236 9.93-5630
Esophagus and stemach
cancers (n = 24)
>2 Years 11 167 069403 10 2.36 0D.90-6.19 1 117 0.15-9.33 0 —_—
>5 Years 6 0.86 0.32-2.34 4 0.97 0.29-324 0 —_ 0 -
Pancreatic cancers
n =18
>2 Years 9 190 0.70-5.11 7 181 0.62-533 1 1.09 0.14-8.69 0 —
>5 Years 7 1.62 058448 3 083 022-322 © — ] -—
Blagder and kidney
cancers n = 13)
>2 Years 5 1.36 0.40-4.69 4 103 0.29-3.72 3 531 1.26-22.3 3 567 133242
>5 Years 4 128 0.35-4.73 3 1.02 0.25%4.14 2 483 0.95-256 2 6.35 115347
Prostate cancers (n = 24)
>2 Years 7 053 0.21-1.33 7 059 0.23-1.49 0 —_ 0 —
>5 Years 6 0.58 0.22-155 & 071 026-154 0 e [#] -
Brain cancers (n = 12) .
>2 Years 7 470 t.26~175 S B.45 1,50-476 1 3.18 0.33-30.5 1 652 0.54-794
>5 Years 4 311 0.70-13.8 4 125 180-874 o] — —

" Adjusted for time since first hired, pay type (salaried/hourly), extermnal and intema! radiation dose (continuous and lagged), and same
chemical at a dif'erent level.
Y HLL, hemato- and lymphopoietic cancers.

study period was documented. it was
impossible to differentiate exposures
with respect to the type of fluid.

also based their conclusions on as
few as two to six exposed cases
ineach cohort studied. We did not

and the effect disappeared com-
pletely after adjustment for cutting-
fluid exposure.

observe an effect for kidney cancers,
which, overall, was a rare occurrence
in this cohort (n = 5). An effect for
all hemato- and lymphopoietic sys-
tem cancers was suggested for cases
with Jong durations (>10 years) of
TCE exposure, however, this excess
was not solely artributable 10 non-
Hodgkin's lymphomas, and the pos-
itive associations for TCE exposure
disappeared when we adjusted our
analysis for cutting-fluid exposures,
T'he siightly increased rate of brain
cancers observed at moderate levels
2" TCE exposure was based on only
Jie case, with the job title “de-
greaser,” who was exposed to a com-
binauon of cutting fluids and TCE,

Cutting fluids comprise three
classes of fluids: straight oils, solu-
ble, and synthetic fluids, each of
which is a complex and variable
mixture of many substances, some of
which are known or suspected car-
cinogens or co-carcinogens.'' Fur-
thermore, certain processes, such as
high-speed grinding, may alter the
composition of the fluids and their
carcinogenic properties. The carcin-
ogens contained to some degree in
most cutting fluids prior to 1980 are
polyeyclic aromatic hydrocarbons
and nitrosamines.''? Because no in-
formation concerning the types of
cutting fluids used in the operations
at Femald throughout the 30-year

However, when we examined the
overall effect of cuttinz-fluid expo-
sure at different levels and duration.
we found that exposure at this urani-
um-processing facility was associ-
ated with increased rates of hemaio-
and lymphopoietic system cancers.
brain, bladder, and kidney cancers
and was also very strongly related 1o
the generally rare cancers of the lar-
ynx.

Machining or cutting fluids have
previousiy been linked 1o excess
mortality from laryngeal can-
CE]’S,”'DIM'IS aﬂd se‘»'-::rai l'fE‘.'IJ'fjr
ers observed an associztion between
bladder and urinary tract cancers and
work as a machinist.'*'® "7 Thus the
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TABLE 6
Adjusted Rate Ratio (RR) Estimates (and 95% Cl) for the Effects of Kerosene Exposure (Levels 1 and 2 in Model) and
Cancer Mortality, by Cancer Site and Level, 0 and 15 Years' Lag for Exposures: Results From Conditional Logistic
Regression Analyses Matched on Time and Age (+3 Years)”
Kerosene, Light Exposure (leve! 1) Kerosene, Moderate Exposure (level 2|
Exposure Duration, by Lag Zero Lag 15 Years Lag Zero Lag 15 Yeanrs
Cancer Site Casen RR 95% Cl! Casen RR 95%Cl Casen RR 95% €1 Casen RR 95% Ci
Esophagus and stomach
cancers (n = 24)
>2 Years 10 1968 0.77-5.09 9 346 1.22-980 S 3.00 081-112 5 7.71 2.04-29.1
>5 Years 5 096 0.32-2.34 3 126 0.31-5.15 4 2.86 0860-136 4 107 226507
Colen and rectum cancers
n =33
>2 Years 10 113 0.4%-2.50 9 1.20 0.50-2.91 8 1.80 0.64-506 7 211 075597
>5 Years 9 1.26 0.52-3.01 7 1.40 0.52-3.74 ] 1.13 0.31-4.18 4 191 0.50-7.27
Bladder and kidney cancers
n =13
>2 Years 3 083 0.16-2.54 3 0.71 0.18-2.89 3 2.27 0D47-110 3 1.13 0.23-547
>5 Years 3 0.87 0.21-3.55 2 0.61 0.12-3.10 2 1.63 0.24-111 2 091 013832
Prostate cancers (n = 24)
>2 Years 7 0.76 0.29-2.02 7 0.88 0.33-2.36 6 2.00 (.54-734 & 2.44 0.63-2.36
>5 Years 6 092 0.32-2.63 ] 1.10 0.37-3.23 6 3.68 081150 5 3.40 0.78-148

" Adiusted for time since first hired, pay type (salaried/hourt

chemicai at different leved.

findings for laryngeal and bladder
cancers in the study presented here
are supported by previous research
investigating the effects of cutting
fluid. The association between cut-
ting fluids and brain cancer mortality
suggests a possible contamination of
fluids with nitrosamines, which have
previously been linked to cancers of
these organ systems.'® However, the
observed increase in mortality from
blood and lymph system cancers in
workers exposed to cutting fluids is
not easily explainable by one of the
more prevalent carcinogenic cutting-
oii contarninants. Other comparable
work environments for which in-
creased rates of blood and lymph
syslem cancers among workers have
been reported are petroleum and
chemical plants.'®¢
Heavy cutting-fluid exposure at
Fernald was attributed solely to
werkers with two job titles: machine
00! cperators, who used lathes and
gracer: for the machining of ura-
nium metal pieces, and laboratory
© s vwhwo performed test ma-
v+ of nranium metal. No other
“ZT.cal exposures at more (han
cohlevels were reported for these

workers. Low and moderate cutting-
fluid exposure occurred in toolmak-
ers, welders, millwrights, helpers,
degreasers, and some other jobs, in
combination with exposure t0 many
other chemicals at low or moderate
levels.

Cutting fluids have previously
been found to increase the rates of
digestive-tract cancers such as can-
cers of the stomach,'”?'?? rec-
tum,'??? and pancreas.'>?' Surpris-
ingly, we did not find an association
between digestive-tract cancers and
cutting fluids in this cohort as ex-
pected in the case of nitrosamine
contamination of cutting fluids;
rather, all digestive-tract cancers in
this cohort were associated with ker-
osene/solvent-mixture exposures.
Kerosene was used in the chemical
refining process of uranyl nitrate that
involved the use of an organic sol-
vent mixture which included tributy!
phosphates and kerosene. The group
of workers who experienced expo-
sures to the kerosene/solvent mixture
and to most respiratory irritants used
at the facility and, in addition, to
carbon at moderate levels were
called chemucal operators. However,

y), extenal and internal radiation dose (continuous and lagged), and same

this group of moderately exposed
workers was exposed to neither TCE
nor to cutting fluids. Thus the effects
observed for prostaie and digestive-
tract cancers in this cohort can be
attributed to the combination of ker-
osene, carbon, and other non-TCE
solvent exposures. The absence of
lung cancer effects for this chemical
mixture suggests that exposure might
have involved the inhalation of aero-
solized particles of nonrespirable
size that were trapped in the upper
respiratory tract and consequently
swallowed. This reasoning is also
supported by the fact that kerosene/
solvent mixture exposures increased
the nisk of cancers along the entirs
gastrointestinal tract, ie, from the
oral cavity to the rectum.

The results of our external com-
parisons suggest that the Fernald co-
hort of uranium-processing workers
is healthier than the white male US
population, and thus exhibits the
weli-known “healthy worker effzct.”
A deficit is also apparent when other
worker NIOSH-cohorts® replace the
US as the reference population in the
calculation of expected monality
rates. This deficit is primanily due to



TABLE 7

Adjusied Rate Ratio (AR) Estimates (and 95% ClI) for the Effects of Chemical Exposure Cancer Mortality, by Cancer Site and Level, 0 Years Lag for Exposures:
Resuits From Conditional Logistic Regression Analyses Matched on Time and Age {+3 Years)*

Hemsto- and sophagus snd Blisdder and
Lung Cancers Lymﬂloﬁlnhlk: Cancers Stomach Cancens Colon snd Rectum Pancrealic Cancern Brai Cencemn Prostate Cencar Kicney Cancers
U R =37 in = 24) = 23) b =18} =12 in = 24) =13
Exposure Case ass Case Casn -
fin years) n RA (85% Cn n RA {95% C)) n RA B5% C)) n RA {#a% CI) n RA {96% Cl) n RA (95% C) n RR 94% C1) n AR {B85% Ci}
TCE flevel 1)
<2 50 1 it 1 9 1 21 1 L] A ] 1 14 1 6 1
2-10 22 O.T2{0.44-1.18) a 0.98 {0 42-2.26) 9 234 (09t-8.02) 5 054(0.20-1.486) a 2.11 (0.79-5 B6) 5 1.8G {0 49-6.67) 4 O 68 (¢ 22-2 08) 5 1.94 (058-6 44)
=10 22 077 (047-1.29 10 217 (0.88-5.23) 8 208 (0.66-6.87) 7  0B85(033-216) 2 G.57 (0 12-2.85 t 0 94 (0 09-9 36) 0 82 {0 29-2.32) 2 0 18 {D.14- 400}
TCE fevel 2)
<2 110 1 n 1 24 1 33 1 7 1 1 1 21 t 13 1
2-10 2 4.19{051-34.2) 1 167 0.22-12.4) 1] — o — 1 .54 (045278 1 420(051-34.2) o — V] -
»10 4] — 0 - 0 -— 0 —_ 1] — o — 1 215{0.28-18 6) 0 —
Cutting thwds
mls 1, 2
»>2 80 1 21 1 13 1 22 1 8 1 5 t 17 1 B 1
2-10 14 061 (034 -108) ] 1.11{0 44-2 B4} 7 1.85 (D.71-483) 4 062(021-18) 7 283 (1.02-7 A8) 8 48501317 1 4 038 [009-163) J 13203511
210 18 0.75(0 44 -1.29) 10 3N (1.32-82m) 4 1.27 (0 37-4.05) T 118 (0.46-3 01) 2 G768 {0 16-2 B4 ' 200(019-211) 5 068 (023-2 02} ? 080015400
Cuﬂrn&l:::d;}
<2 105 1 k) 1 23 1 n 1 7 1 n 1 24 1 10 ¥
2-10 4 085(0.31-2 34) 2 160 0.37-8 82) 1 149(0.19-115) 1 08410 11-632) 1 123 (0.16-9 46) 1 208 {0 2318 4) 0 — 2 456 (004-22 1)
>10 a 1 45 {0 45~ 4.64) 2 5.72(1 B-27 B} 1] — 1 137 {025-15.4) ] - [} — 0 —_ 1 570 (063-52 (0
Keronena {lavel 1}
<2 -] 1 23 1 t4 1 23 1 9 1 8 1 - 17 1 0 1
2-10 13 Q67{037-1 22} 5 1.02037-2.78) ] 177 0654 87} 4 08110 27-2 47 1 382{1.29-102) 5 538 (144-202) 2 046 (0 10-2 02} 1 043 [0 05-3 53}
>10 15 N73(0.4-1230) 9 30T (V227 1) 4 1.37 {0 4D-4.867) 6 110 {044-3.18§) 2 0 Q7 (D20-478) 1 244023260 5 082 (026-2 1)) ¥ Q77 015385
Kavosene (laval 21
<2 a6 1 3 1 19 1 25 1 14 1 12 1 L J 1w 1
2-10 ] 087 {0 42-1.83) 3 0.97 0.28-3 37} 2 1.85{0.30-8.78) 4 201(066-611) 2 1.40 {0 30 -8 59) 0 - 1 1021013818 2 183 (038-8.79
>10 1B 13510652 79 1 .24 D.02-2 52) 3 1660 59-228) 4 1.33 40 31-5 65} 2 1.74 0158 68) 0 - 5 429{089-205) 1 .52 (0 04-7.64)

* Adjusted for time since first hired, pay type (salaried/hourly), external radiation dose (continuous), and intamal radiation dose {continuous). Note that no other chemical 6XPOSUras were
included in these models.
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TABLE 8

Smoking Prevalence for a Subgroup of 757 Fernald White Male Workers, by

Chemical Exposure Level”

TCE

Exposure  No. (%) No. {%) No. (%)
Leve! Smokers Ex-Smokers Non-Smokers Total (%)
0 75143.4) 37 (21.4) €1 (35.3; 173 (100)
1 236 (43.7) 135 (25.0) 169 (31.3) 540 (300)
2 24 (54.6) 11 (25.0) 9 (20.5} 44 (100)
Towal 335 (44.3) 183 (24.2) 238 (31 .8) 757 {100)

Cutting Fluids

Exposure  No. (%) No. (%) No. (%)
Level Smokers Ex-Smokers Non-Smokers Total (%)
0 103 (41.2) 56 (22.4) 91 (36.4) 250 (10Q)
1 162 (42.1) 98 (25.5) 125 (32.5) 385 (100)
2 20 (66.7) 5(16.7 5016.7) 30 (100)
3 50 (54.4) 24 (26.1) 18 (19.6) 92 (100}
Total 33544 3) 183 (24.2) 239 (31.8) 757 (100}

Kerosene

Exposurs  No. [%) No. {%) No. (%)
Lavel Smokers Ex-Smokers Non-Smokers Total {%)
0 B5 (45.4) 38 22.7) 48 (27.9} 172 (100)
1 149 (40.8) 96 (26.3) 120 (32.9) 365 (100
2 101 {45.9) 48 (21.8) 71(32.3) 220 (100)
Total 335 (44.3) 183 (24.2) 238 (31.8) 757 (100)

*In 1965, 51.3% of the US white rnaie
smokers.2?

reduced rates of death from cardio-
vascular diseases. Fernald workers,
however, died at higher rates from
many cancers, when compared with
either reference population. Further-
niore, they were less likely to smoke
than the US population (according to
the Surgeon General,”® during the
1960s, 51.3% of the white male US
population over the age of 20 were
cigarette smokers), which might par-
tially explain the observed reduction
in cardiovascular disease mortality.
Pecause the Femald cohort is, in gen-
eral, healthier and engages in behavior
that is less likely to cause many can-
cers, the observaticn of increased can-
Cer rates points 1o causative agents in
the wo'k environment

As mentioned previously, expo-
Sur 1 respiratory irtitants was very
ccmmon ar this facility, prompting
Wiisen to conduct an exposure as-
“7 el and 1o examine nonmalig-
niari reapnatory morbidity.? He was,
nowever unable to find any associ-
wicn beiween the chemicals studied

population over the age of 20 were cigarette

(ammonia, carbon, cutting fluids,
kerosene, lime, nitric acid, sodium
hydroxide, tributyl phosphate, TCE)
and the occurrence of nonmalignant
respiratory diseases. As listed in Ta-
ble 3, significantly fewer Fernald
workers died of respiratory diseases
or emphysema, compared with the
US population. Possible explanations
for the lack of an increase in respi-
ratory morbidity for workers heavily
exposed to respiratory irritants could
be either that the entire cohort repre-
sents a highly selected group of
healthy workers or that the most
heavily exposed workers were the
healthiest. A selection of healthier
workers into exposed jobs could also
lead to a bias toward the null for the
internal comparisons of cancer mor-
tality performed in this study.

Table 8 shows that there are no
clear patterns of association between
smoking and general levels of chem-
ical exposure, making it unlikely that
smoking is an explanation for the
observed relationships between
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chemicals and cancer mortality. Yet
the comparisons in Table 8 represent
a rather crude picture, because we
did not base our conclusions for
chemical-exposure effects on a sim-
ple compariscn of exposure levels
but rather on ume-dependent and
lagged-duration measures. If the ef-
fects observed for chemicals were
really due to differences in smoking,
one would expect (o see an associa-
tion with lung cancers, the most
strongly smoking-related cancer. We
found no association of any chemical
exposure in this cohort with lung-
cancer mortality, after adjustment for
radiation effects.

Because chemical-exposure data
in the CEDR was only available for
the period 1952 to 1977, we lack
exposure information for the remain-
ing 12 years of the plant's operation
(1978 10 1989). Yet this lack of data
couid be compared with a lack of
postemployment exposure history.
The resulting exposure misclassifica-
tion would most likely be nondiffer-
ential with respect to case status and
thus expected 1o bias our results to-
ward the nul.

Our results for the two rare can-
cers of the liver and larynx are quite
strong and are corroborated by re-
sults from previous studies that
linked TCE exposure to liver cancers
and cutting-fluids exposure with la-
ryngeal cancers. Furthermore, cut-
ting-fluid exposure in this cohort was
associated with brain cancers, he-
mate- and lymphopoietic caicers,
and bladder and kidney cancers.
whereas kerosene exposures in-
creased the chances of death {rom all
digestive-tract cancers and from
prostate cancers. Causal inference is
strengthened by the fact that the ef-
fect estimates for all reported associ-
ations increased with duration and
ievel of exposure, were chserved i
be stronger when exposure wa.
lagged, are biologically plauiibi..
and/or have previously been ob-
served among workers who exper:-
enced similar chemical exposures.
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Radiation Exposure and Cancer Mortality in
Uranium Processing Workers
Beate Ritz'?

Data from the Comprehensive Epidemiology Data Resource
(CEDR) allowed me to study parterns of cancer mortality in a
cahort of 4.014 uranium-processing workers. Employing risk-
set analysis for cohort data, | estimared the effects of exrernal
{gamma) and intemnal (alpha) radiation on cancer mortality.
My results indicate that Fernald workers exposed to ionizing
radiation experienced an increase in mortality from total can-
cer (per 100 mSv external dose rate ratio (RR) = 1.92: 95%
confidence interval (CI} = 1.11-3.32), radiosensitive solid
cancer (RR = 2.00;, 95% CI = 1.02-3.94), and lung cancer
{RR = 2.77; 93% Cl = 1.29-5.95). Effects were strongest
when exposure had occurred ar older ages {>40 years). In

addition, | observed an increase in fung-cancer moraliry for
workers exposed to 2200 mSv of inrernal (alpha) radiation
(RR = 1.92; 95% ClI = 0.53-6.96). Furthermere, my resulrs
demonstrate the importance of a long follow-up time when
studying solid cancers, the potential for bias due to worker
selection associated with concomitant chemical exposures,
probiems of exposure measurement, confounding, and effect
modification due to age at exposure. Owing to lack of dara, a
previous pooled analysis of uranium-process:ng workers could
only partially address these issues. {Ep:demiology 1999,10:531-
538)

Keywords: exposure age, cancer, chemicals, ionizing radiation, occupational cohort study, radionuclides, selection bias.

For decades, scientists have been debating to what ex-
tent chronic, low-dose exposure to ionizing radiation
might cause cancer in nuclear workers.! Results from
some nuclear-worker studies have raised the possibility
that risk estimates for cancer extrapolated from
A-bomb-survivor data might underestimate the carcino-
genic effect of external, low-dose radiation exposure,?
while other studies suggest that such radiation has
caused no cancer other than leukemias.? In any event,
the effect size is expected to be small, and random
flucruation is an issue that needs to be addressed. One
increasingly common approach to this problem has been
10 pool data from several worker studies, thus increasing
statistical power and limiting random fluctuation.>*
The studies of nuclear cohorts to date have varied
wirh respect to dose rates, exposure lag, and duration of
follow-up. In addition, errors in measuring exposures or
outcomes, healthy worker selection biases, residual con-
founding due to unmeasured factors such as smoking and
chemical exposures, and different distributions of effect
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modifiers have likely contributed to inconsistencies
across studies. Because dara regarding such factors are
variably available from study to study, pooled estimates
of effects averaged across studies are necessarily limited
by the assumption that the combined worker cohorts do
not differ substancially. Heterogeneity across study pop-
ulations, however, is not merely a nuisance obstructing
efforts to derive average radiation-effect estimates.
Rather, examining the special features of each nuclear-
worker cohort may reveal information obscured by a
common estimator.’

Here I evaluate such special features in a cohort of
nuclear workers employed at the Fernald Feed Materials
Production Center (FFMPC} in Ohio. Compared with
other nuclear workforces monitored for external radia-
tion exposures, the Fernaid cohort is small (N = 4,014);
yet it is one of the largest monitored for both external
and internal exposures and has the advanrtage of an
extremely long follow-up time (mean of 30.9 years).
Femnald workers were primarily engaged in processing
uranium-ore concentrate and uranium of low-grade en-
richment into fabricared uranium metal products, result-
ing in exposure to radiation and some potentially carci-
nogenic chemicals.®

Selected members of the Fernald cchort were in-
cluded in an earlier case-control study pooling lung-
cancer cases from four uranium-processing facilicies.*
More extensive data for Fernald have recently become
available through the Comprehensive Epidemiology
Data Resource (CEDR), an archive supported by the
Department of Energy to provide de-identified daca from
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previous studies of nuclear workers. Using the CEDR
data base® exclusively, I will: (1) expand analysis to
include mortality from cancers other than the lung, {2)
add 7 years of follow-up, (3) evaluate the potential for
biases due ro concomitant chemical exposures and work-
er-selection processes, (4) examine whether age at ex-
posure influences the effect of external radiation dose,
and (5) estimarte the effect of internal combined with
external radiation exposures.

Methods

STuDY POPULATION/OUTCOME ASSFSSMENT

The study population comprises 4,014 white male work-
ers employed between 1951, when Fernald opened, and
1989, when operations halted. About 85% of cohort
members were hured before 1960. The facility continu-
ously monitored workers for radiation exposures, and its
epidemiologic surveillance program collected informa-
tion on vital status. Viral status searches, conducted
through January 1, 1990, relied upon two record systems:
Social Security Administration (SSA) files for the pe-
riod before 1979 and the National Death Index (NDI)
for the period 1979~1989. | assumed that workers were
alive at the end of follow-up if not identified as dead by
ZEDR. Death certificate information was available for
99% of 1,064 deceased workers.

EXPOSURE ASSESSMENT

Exterr-al radiation exposure was reported as annual pen-
etrating doses, derived from film-badge measurements,
and interna! radiation exposure as annual lung doses,
based on a combination of individual urine bioassays and
environmental area sampling.

Exposure to interna! radiation emitters involved air-
borne long-lived radicactive materials such as uranium,
thorium, and radium compounds. Most of the exposures
were due to U varying from depleted to slightly en-
riched (less than 1% of U%¥¥), and characterized mainly
as insoluble compounds; thorium was used in small
amounis. Workers stationed in areas in which indusrrial
hygiene surveys indicated significant potential for inter-
nal radiation exposures were routinely monitored for
uranium content in urine, and additional samples were
taken when a significant intake of radioactive material
was suspected. For estimation of annual individual doses,
the data derived from urinalyses were complemented by
me=asarements of uranium dust collected in area air fil-
rers,
Estimating lung doses from urine measures for radio-
auciides requires formulation of an uptake/retention/

o model based on the biological half-life and
...wacal/physical properties of the radioactive parti-
cles.™® The description of exposure assessment provided
by CEDR® and Wilson® give no detail about either the
+ »del used to estimate lung-dose equivalents from urine
measures or the relative contributions of individual uri-

U I I S ——— ) Inncr r“ncﬂc
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Nevertheless, it is known that urinalyses are primanly
an indicator of the amount of soluble uranium that has
been incorporated through the lungs and transported by
the blood to the kidneys for excretion. Insoluble ura-
nium compounds, however, are most likely either re-
tained in the lungs, deposited in tracheobronchial or
other thoracic lymph nodes, or swallowed.’® Urinary
bioassay monitoring at Fernald, thus, may not ade-
quately reflect the amount of intemnal radiation dose for
insoluble radicactive particles or those of non-respirable
size. Environmental sampling, on the other hand, while
sensitive to all particle types, obscures differences in
individual exposures among workers in the same area.
Therefore, the reported doses for internal exposures can
be considered ne more than crude indicators of relatve
levels of exposure among Fernald workers.

COVARIATE INFORMATION

Processing of uranium involved exposure to a large num-
ber of non-radicactive but potentially carcinogenic
chemical compounds, including solvents and cutting
fluids. The CEDR provided sufficient data to allow us to
control for exposure to trichloroethylene (TCE) and
cutting fluids for 3,814 (95%) of our cohaort. Plant ex-
perts had ranked job titles and work sites according w0
their potential for chemical exposure, and workers were
classified into four exposure categories, from “none” to
“heavy,” for each chemical.’ We considered the 5% of
the cohort for which chemical data were unavailable as
unexposed.

The CEDR reported smoking histories for workers
who were continuously employed for at least 3 months
between November 1967 and March 1973 (17% of our
cohort). Although this sample was too limited to allow
us to adjust for smoking in our analyses, it did provide
enough information to assess the relation between rad:-
ation dose and smoking behavior.

CEDR data on salary status provided us with a surro-
gate measure of socio-economic status.

STATISTICAL ANALYSIS

For external comparisons with the general U.5. white
male population, we used the life-table program devel-
oped by Monson'! to estimate standardized mortality
ratios (SMRs = observed/expected deaths) and Byar's
formula to derive confidence limits."?

For dose-response analyses, there were rarely sufficient
deaths to conduct informative analyses by specific can-
cer site. Accordingly, for external radiation assessments,
we restricted the outcomes examined to deaths from all
cancers, from lung cancer {International Classification
of Diseases, 9% revision (1CD-8)1 162), and from two a
priori groups of cancers classified as radiation sensitive by
BEIR V criteria.! The first group comprised hematopoi-
etic and lymphopoietic cancers (ICD-9 200-2C8), ex-
cluding chronic lymphatic leukemias (CLL); the second

combined all solid cancers identified as radiosensitive,
el eaare f tha Lina (OO0 1872) esarhacys
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brain (ICD.9 191-192), and urinary-tract  system
(ICD-9 188~189). Bone and thyroid cancers were not
observed. | excluded one, extremely rare, male breast
cancer because | could not access the original dara ro
verify the diagnosis.

In estimating the effects of internal alpha radiation, |
focused on those Organ systems through which radioac-
tive partcles pass from intake to excretion, Of primary
interest was the respiratory system (ICD.9 160-162) as
the entry organ for uranium dusts." The naso-oropha-
ryngeal regions, esophagus, and stomach— grouped to.
gether as “upper gastrointestinal tract” (JCD.9 140
151)—may also be irradiated, mainly by larger, non.
respirable-sized  and insoluble  parricles. !5
Bastrointestinal-trace organs such as colon and rectum
(ICD-9 153-154) might also become exposed, although
te a more limited extent. In addirion, transport systems,
specifically the hemaropoietic and lymphopoietic 5Ys-
tems (ICD-9 200-208, excluding CLL) are likely to be
affected, as are exir organs of the urinary tract (ICD.9
188-189)ts. Moreover, uranium can have toxic effects

the liver and bones; however, | observed no bone and
only three primary liver cancers, tog few to allow mean.
ingful dose-response analysis.

For all dose-response comparisons, | employed the
risk-set approach for cohort  analysis described by
Breslow and Day,? providing estimares equivalenr to
those obrained from a Cox-proportional hazard model !5

tme of the index subject’s death (on average 3,300
survivors per death). For some analyses, risk sets were
also marched on age at death of the case (£2.5 vears).

I modeled cumalarive radiation dose both as g set of
categorical and as conrinuoys variables (in mSv). Using
curpoints established in previous studies, | categorized
dose equivalents for external radiation into <10 mSy,
10-<20 mSv, 20.<100 mSv, and 2100 mSv. | chose
categories of <10 mSv, 10-<50 mSy, 50-<100 mSv,
130-<200 mSyv, and =200 mSv for internal dose be-

radiation, and to reduce possible selection bias 16 | lagged
cumulative doses by 0, 10, and 15 years limiting cumy-
lative dose to the level achieved x vears before the index
death. | treared radiation doses and all time-varying
fas e ze ripa dependent,
+wad results of conditional logistic regression analy-
Looestinae rzre rarios (RR) and 95% confidence
- CH. All models adjusted for the same
©owtlf I hosen according to the Greenland!? crite-
127 ope (salaried o hourly), time since first moni-
¢ oioage st sk (continuous), and internal or external
- <ese {continuous). Some models, in addition,
=xzosure to TCE andfor cutting fliride dafie . o

1o el
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TABLE 1. Characteristics of the White Male Femald
Cohort
———————
Number of employees 4014
Average follow-up time {yean) 309
Average age ar enary into cohom (years) 304
Number o person-years 124,177
Number of dearhs 1.064
otal mortality rate (per 10%yc) 837
Tortal cancer mortality rare (per 10%yr) 267
Pay category
Salaried 1,311
Hourly/union 2,703
Radiation
Dose {mSv) Externat % Internal %
<10 2,764 689 L1l 27.7
10-<50 886 22.1 1.573 392
50-<100 239 6.4 999 249
100-<200 97 24 100 7.7
2200 8 02 22 0.5
Toral 4014 4014
Resuits

A long follow-up period (average 309 years) and a high
percentage of hourly employees (67.3%) characterize the
Fernald cohorr, Internal exposure from radionuclides
was responsible for the bulk of the radiatian doses re-
corded, with only 27.7% of the workers registering a
cumulative dose fess than 10 mSv. In contrast, most
monitored workers (68.9%) received cumulative exter-
nal radiation doses of less than 10 m3v, only 2.6% had
0s€s In excess of 100 mSv, and none exceeded 300 mSy

disease mortality rate (SMR = C.78; 95% CI = 0.7;-
2). Rates for all malignant neoplasms,
however, were stightly increased in workers (SMR =
1.09; 95% CI = 0.98~1.22; Table 2). SMRs were also
shightly increased for cancers of the prostate, brain, blad.
der, the hematopoietic and tymphopoietic systems, and
most of the digestive system.

External radiarion doses 100 mSy and above increased
mortality from all cancers, all radiosensitjve solid can-
cers, and lung cancers, byt the small number of dearhs in

sures by more than 10 vears and adjusting for internal
dose, curtting fluids, and TCE. Findings for hematopo:-
etic and lymphopoietic cancers were based on rog few
cases to be conclysive.

The effects of external radiation doses were greatest
among workers exposed after the age of 40 (Table 4).
Thus, while mortality increased only marginally with
exposure before age 40, later €xposures, when lagged 15
years, increased mortality by two- tn rthreefald oo 4
oA .
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TABLE 2. Observed (OBS), and Expected (EXP) Numbers of Deaths for White Male Subjects and Estimated Standardized
Mortality Ratio (SMR): Comparison with the U.S. Population, by Cause of Death®

Causes of Deach OBS No. EXP No. SMR 95% Cl
All causes (ICDA 001-998) 1064 12647 0.84 0.79-0.89
All cancers {ICDA 140-229) 332 3036 1.09 0.93-1.22
Cancer sites
Buccal cavity and pharnmx {ICDA 140-149}) 9 B.75 1.03 0.47-193
Digesuve organs and peritoneum {ICDA 150-159) 87 74.86 1.16 £93-143
Escphagus {ICDA 150) 9 7.48 1.20 0.55-2.28
Stomach (ICDA 151) 15 [1.18 1.34 0.73-1.21
Large sntestines (ICDA 153) 28 26.60 1.05 0.70-1.52
Recrum (ICDA [54) 7 6.68 1.05 0.42-2.15
Liver (ICDA 155-156) ] 4.93 1.62 0.70-3.20
Pancreas (1ICDA 157) I8 15.53 1.17 0.69-1.83
Respiratory system (JCDA 160-163) 120 116.33 1.03 0.86-1.23
Larynx (ICDA 161) 5 4.24 1.18 0.38-2.76
Lung-primary and secondary (ICDA 162) 112 111.03 101 0.83-1.21
Bone (ICDA 170) 0 0.99 0.00 Q0C-3752
Skin {ICDA 172-173} 4 6.45 0.62 Q.17-1.59
Prostate (ICDA 183) 25 17.42 1.44 0e3-2.12
Testis (ICDA 186-187) 1 1.46 0.67 0.01-3.74
Bladder (:CDA 188} 8 6.95 1.15 0.50=2.27
Kidney (ICDA 189) 5 7.89 0.63 0.20-1.46
Eve (ICDA 190) 0 021 .00 0.00-17.3C
Brain and other central nervous systems (ICDA 191-192) 12 9.66 1.24 0.64-2.17
Thyroid (1ICDA 153} C 0.54 .00 0.00-6.76
Lymphosarcoma and reticulosarcoma (ICDA 200) § 4.79 1.67 0.72-3.29
Hodgkin's disease (1CDA 201) 6 295 .04 0.74-4.43
Leukemia and aleukermia (ICDA 204-207) 13 11.21 1.16 0.62-1.98
Lymphatic tissue (ICDA 102-203, 208) 10 9.94 1.01 0.48-1.83
Lymphopoieuc cancer (ICDA 200-208) 38 29.50 1.29 £81-1.77
Cancer residualt 23 22.59 1.02
Onher causes
Benign neoplasms (ICDA 210) 1 347 0.29 0.00-1.60
Diseases of glood and blood-forming organs (ICDA 280-89) 2 2.65 Q.75 0.08-2.72
All discases of circulatory system (ICDA 390—458) 440 588.8) 0.78 0.71-0.86
Anenosclerouc heart disease, including CHD (ICDA 410-14) 319 42567 0.80 0.71-0.89
All vascular lesions of CNS (JCDA 430-438) 48 56.49 0.81 0.56-1.07
All resprratory d'seases (ICDA 460-519) 53 79.78 0.66 0.50-C.87
Emphysema (ICDA 492) 3 14.52 0.21 C.04-60
All diseases of digestive system {ICDA 520-577) 49 64.33 0.76 0.56-..01
Cirthosis of liver (1ICDA 571) 14 192 0.92 0.64-1.29
All diseases of genito-uninary system {(ICDA 580-625%) 3 14.25 .21 0.04-1.29
All exremnal causes of death (ICDA 800-998} 112 12692 0.88 C.73-1.06
Suicide (ICDA 950-939) 24 31.46 0.76 0.49-1.14
Towal residuall 5 2.68 5.60

® According 1o ICDA-B
+ Cancers of unspectfied site.

 Including undetermined causes of death and mussing causes of death due to musing death ceruficates.

Internal radiation doses =200 mSv, lagged by 15
vears, appeared to increase by twofold the rate of mor-
tality from respiratory cancers (all cases were lung can-
cers) (Table 3). Also in models with a 15-year lag, there
were slight increases in mortality from bladder and kid-
ney cancers at doses of 50 to <200 mSv and from upper
gastrointestinal-tract cancers at doses of 10 o <100
m3v, with no case occurring at the highest dose levels.
! f5umd no indication of any effect of intemnal radiation

n cancers of the lower gastrointestinal tract or the

‘metoraletic 2nd lymphopoietic system. In all of the

<npusute analyses, the 95% Cls were wide (Ta-

. -..oeftects did not change after adjustment for
e fuid and TCE exposures (not shown).

.~ naiveis of the combined effects of external and

-i. radiztion on lung-cancer mortality showed a

firong efiesr of internal doses at levels =200 mSv when
. i e e Arrmre saveasadad EMN Sy I TARla £Y

radiation doses in excess of 50 mSv with lower doses cf
internal radiation.

Discussion
These results suggest that in this cohort of uranium
workers, the rate of death from all cancers, rotal radio
sensitive solid cancers, and lung cancers increased with
increasing external (gamma) radiation dose. The effects
were most pronouniced when workers were exposed at
older ages (>40 years) and when radiation doses were
lagged by mote than 10 vears. Lung-cancer mortaiiy also
appeared to be elevated in workers exposed to more than
200 mSv of internal alpha radiation. The estimates {or
the other possible effects of alpha radiation were too
imprecise for firm inference.

In an earlier case-control study that pooled 787 lung-
cancer deaths from four uranium-processing facilities,

ol i e BV s feriens Tovemnald ™. imvrnn nt Al s im ol m



TABLE 3. Adjusted Rate Ratio (RR) Estimates {and 95% Cl) for the Effect of Cumulative Externaj Radiation Dose on
Cancer Morulity, by Cancer Type and by Exposure Lag, Controlling for Various Covariates: Results of Conditional Logistic

Regression Analyses of Risk Sets
—bression . ———

All Radiosensitive ympheporeric
All Cancers censt ‘
External Radiation Dose Cartegories Can Lung Cancent Cancens
{in mSv}e Case N RR 959 Cl Case N RR 95% Cl Case N RR  95% ¢y Case N RR 930, Cl
<10 206 1.00 117 100 &4 1.00 7100
1C-<20 26 0.87 0.57-1.34 10 057 0.27-1.00 5 043 0.17-1.10 I 036 00513
20-<100 88 1.19 0.88-162 52 102 0.69-1.51 35 1.10 0.68-1.79 8 137 p3a.353
=100 12 143 0.74-2.76 10 156 0.74-3.28 8 1.78 0.75-4.24 1208 ¢ J1-0¢
Total Case N 3n 189 112 37
Continuous dose {100 m3v increments)
-Year lag
Without intemal dose 1.29 0.9]1-1.83 1.49 0.96-2 27 1.72 1.05-2.8; 004 02634
Irternal dose COntInuoys 1.55 1.04-23; 1.56 0.95-2.5¢ 1.60 0.90-7.85 186 Q43802
Internal dose categoticalY 1.83 123.2.71 1.90 1.17-3.07 213 121376 209 049553
Inremnal dose (cac.} plus chemical 1.88 1.27-2.79 1.94 1.19-1.14 2.07 1.13-362 228 053.9.73
exposure
10-Year Jag
Intetnal dose continuous 1.49 093-2 40 1.60 0.90-2.83 1.70 0.88-3.29 192 036107
Internai dose caregoricalq L75 1102279 1.88 :.05-3.2% 2.28 1.17-4 4) 190 037_9.87
Intemnal dose {cat.) plus chemical 179 1.12-2.86 1.88 1.06-3.32 213 1.08418 213 Q412
eXposure
15-Year lag
Internai dose continusus 1.66 0.96-2.89 1.80 0.92-3.52 .21 1.04-469 208 0.31-139
Internal dose categoricaly 188 1.09-3.24 199 1.02-35p 291 137418 197 03130
Intermal dose (cat.) plus chemica] 1.92 1.11-3.32 200 1.02-3.94 .77 1.29-595 .25 01315
exXposure
* Adjusted for age ar faijure time, rime since fine monirored, Pay toype [alaned/hourly), internal dose, emploving a C-year lag for external dose
HICD-9 1350, 151,153, 182, 188, 189, 191, 192, .
$1CD-? 162, Note: lung cancers are 3 subgroup of the radiosensitive canceny,
§ ICD-9 200208, excluding chronae lymphatic leukem:a,
I Referent category.
9 Same Categonies as presented in Table 5.
those workers exposed to >50 mSv of extemnal radiation The present study's focus on the Fernald workforce
and hired (hence exposed) after the age of 45 years.  3ione was made possible in Part by the grearer statistical

These authors found no effect for inrernal doses less than efficiency of complete-cohort analysis compared wich
250 mSv, byt a stight increase n mortality at higher  tha I:]1 matched case-control design, as we)| ag by the
doses (OR = 2.05,95% Cl = 0.20-20.70). All results  addirional cases (for example, 6] new lung-cancer
were based on 100 few cases to be conclusive, however. deaths) accumulazed during the extra 7 vears of follow.

Age ar Exposure
go- of Toralt 15-39 >40
ncer —
Outcome Deaths RR 95% CI RR 95% ClI RR 93% Ci
All cancers 3
O-Yea: lag 1.51 1.01-2.27 1.03 0.42-2.57 1.37 082-2.04
15-Yeir iag 1.68 0.97-2.91 .05 0.37-2.9¢ 1.9¢ 1.03-35¢
Raficsensinve salid cancerst 189
SV iag 1.47 0.90-2.4] 1.63 0.57.4 64 4] 0.86-2 33
15-Tear lag 1.74 0.89-3.40 1.59 0.45-5 13 27 0963 52
Lumz carge$ 112
SR EIT 1.46 0.82-2.5¢ 1.63 42601 1.62 0.9i-2 86
ciarlag 1.97 0.934.15 1.24 0.27-5.65 2 1.29-6.44
Hlem oo 00 g lymphopoietie cancers|| 37
S-Tear lag 188 040817 05 000-167 128 031-57
Y3-Year lag 2.02 0.29-14.0 Q.02 0.00-593 2.55 042-154

Lt Fav ore (salanedthourly), inzernal radiation dose, time since fist monirored.
Dot Vhis s the esumace for cumularive external dose {continuous) for al| 2g£3 At exposure.
SN 30, 153 162, 188, 189, 9], 192

Qg
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TABLE 5. Adjusted Rate Ratio (RR) Estimates (and 95% Cl) for the Effect of Cumulative Internal Radiation Dose on
Cancer Mortality, by Cancer Sites, for 0- and 15-Year Lags for Exposure: Results of Conditional Logistic Regression Analyses®

Hematopoietic and

iy

Respiratory Tract Upper gasttointestinal  Lower gastointestinal Bladder and kidney Lymphopotetic
cerst tract cancers} tract cancers§ cancen| ancersY
Interna! Exposure Cases Cases Cases
{mSv) N RR  95% Cl N RR 95% Cl N RR 9% ] N RR 95% C] N RR  95% (]
O-Year lag
<0 13 1.00 7 100 9 100 2 100 7100
10-<50 37 066 039-113 12 085 032-2.24 12 0.5¢ 0.23-1.30 3 08l 012-540 19 160 C6led |9
50-<100 41 063 035-1.12 12 097 033-290 i1 0437 0.14-0.99 6 191 028132 10 €9 028306
100-<200 I4 046 0.20-1.03 2 044 007-2.79 2 014 002079 2 183 0.16-216 1 021 C.01-23:
=200 3 LIB 03244 0 1 081 0.08-820 0 0
118 33 35 13 37
15-Year lag
< j(yme 3o 100 10 1.00 10 1.00 2 100 4 100
10-<50 36 051 031-086 15 165 057482 17 1.18 0.45-3.12 4 104 016675 14 0956 037-257
S0-< 100 31 0.5t 0.28-0.95 8 1.68 0.43-6.52 5 051 0.14-1.93 5 211 0217-16.4 8 098 0.29-3.33
100—< 200 9 048 0.20-1.19 ) 3 118 0.25-6.43 2 396 035446 i 056 0.06-540
=200 3 192 053696 0 0 0 ¢
118 13 35 13 37

* Adiusted for age at fa
HICD9 160-162
11CD.9 140-151.
§ICD-9 152-154.
¥iCD-3 188189,

T 1ED-9 200208, excluding chromic lymphatic leukemias.
** Referen: caregory.

p- Thus, the increase in lung-cancer mortality associ-

ted with internal doses exceeding 200 mSv was based
enrirely on new Fernald cases occurring after 1982, This
finding underscores the importance of the long fol-
low-up times that Pierce et al* have suggested may be
necessary for detecting effects of radiation on solid tu-
mors, such as lung cancers, that normally develop late in
iife. Because lung-cancer incidence increases markedly
after age 60, and Fernald workers were on average 30
years old at entry into the cohort, a 31-year follow-up
allowed the average worker to reach the age of increased
risk.

My access to cohort-wide data on external radiation
exposures that were largely unavailable o Dupree et al
allowed me to refine estimates of internal-dose effects by
adjusting for external radiation doses. In addition, 1

lure time, ume since firs: monitored, pay type (salaried/hourly), external

radation dose {continuous).

observed dose-response effects of external radiation ex-
posure on mortality not only from lung cancer, but also
from all radiosensitive cancers and cancer as 3 whole.
The demonstration that these effects were mostly due 1o
exposures received after age 40 confirmed Dupree er al's
preliminary observation of an increase in lung-cancer
mortality among workers exposed to over 50 mSv of
external radiation and hired after the age of 45.
Although the largest pooled-cohort study to date
found no effect of external radiation on cancers other
than leukemias,’ a number of single-cohort investiga-
tions have observed radiation-related increases in lung
cancer. Among Oak Ridge Y-12 uranium-processing
wotkers,'* a trend of increasing lung-cancer morrality
with increasing gamma radiation dose was most pra-
nounced for those who also received more than 50 mSv

TABLE 6. Adjusted Rate Ratio (RR) Estimates (and 95% CI) for the Combined Effects of Cumulative Internal and

External Radiation Dose on Lung Cancer Mortality,
from a Conditional Logistic Regression Analyses*

by Dose Level Assuminga 0-

and 15-Year Lag for Both Exposures: Results

Internal Dose (mSv)

<100 2 100-< 200 =200
No. of Cancer No. of Cancer No. of Cancer
Fxremal dose (mS) Deaths RR 95% CI Deaths RR 935% CI Deaths KR 835% Cl
<50

g 84 1.004 6 072 031-167 0

' ' 83 1.00t 6 174  0.53-3.89 0
S 8 136 0.65-2.83 5 136  0.54-3.40 ! 768 1.06-557
5ver Iag 9 203 100414 2 128 0.31-5.32 2 180  4.32-749
e 3 228 0.71-7.31 3 142 0.44-4.54 2 587 1.42-24.2
g 1 £53 0.21-1.17 1 201 0.28-14.7 ! 177 236133

<2l age at falae ume, pay type (salaned/hourly), ime since fust monutored.
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Smokers Ex-smokers Nonsmokers
Radiazion Dose e
Level (mSv) N % N % N % Total %
External radiation
<50 32 426 139 25.6 173 118 544 100
50-<100 &9 50.0 29 210 40 9.0 138 100
=100 34 45.3 15 20.0 26 347 75 100
Internal rdiarion
<50 71 399 40 22.5 67 376 178 100
50-< 100 180 449 99 247 122 304 401 10¢
2100 84 472 44 24.7 50 28.1 178 100

of alpha radiation, much as the greatest effects at Fernald
were associated with high doses of external and internal
radiation in combination. In Rocketdyne workers, Ri
et a® found an increase in lung-cancer mortality with
doses of external radiation above 200 mSv, but not with
internal exposures—a difference that may reflect the
much lower internal-dose levels at Rocketdyne than at
either Oak Ridge or Fernald, In a cohorr of British
nuclear workers, Fraser g gli! observed a slightly in-
creased risk of lung-cancer mortality among those ex-
posed to any radionuclide, compared with those with no
internal radiation exposure. Finally, both U.S.%2 ang

ritish? studies of nuclear workers have linked alpha
:adiation exposure from plutonium and thorium to lung-
cancer mortality.

Leukemias have been consistently linked to external
radiation exposure.’ The Fernald daca suggested an in-
creased risk of hemaropoietic/]ymphopoietic cancer ac
external doses =100 mSv; however, this result was based
cn only one lymphoma in the highest dose category, and
the evidence associating external radiation with lym-
phomas is equivocal !¢

The influence of age ac exposure on the radiation
effeczs at Fernald may have become apparent only be-
cause of the extended tollow-up. My colleagues and |
kave previously described a similar pattern of greater
mortality from lung cancer, all radiosensitive cancers,
and toral cancers among workers exposed at older ages to
external radiation in the Rocketdyne cohore, which also
nad a long period of follow-up.® Studies of the Han.
ford**?" and Oak Ridge!® nyclear cohorts have reported
comparable effects of exposure age on overall cancer
mortaliry.

As mentioned in Methods, internal-radiation dose
measures, based on relatively inexact methods of esti-
mation. are subjact to considerably more uncertainry
than thase for external exposures. The type of measure-
TanteTer 2tany facility depends heavily on monitoring

#2tices and the types of radionuclides for which esti-

tes @tz qerived: in general, assessments of internal-

+es prcbably suffer from exposure misclassifica-
© - =_cendy greater degree than do external-dose
ennivess. Therefore, although estimates of internal doses
« * vxpiessed momSv, it may be more appropriate to
S E e only as a relative ranking of internal
¥¥nasuie within a cohort, not suitable for comparison

with either external-dose measures in the same cohort or
with inrernal-dose levels reported at other facilicies.
Thus, the failure to detect effects of alpha radiation on
the respiratory system at dose levels <200 mSy might
reflect the properties of the mostly insoluble uranium of
low enrichment grade processed at Fernald, but could
alsobea consequence of large (nondifferential) exposure
misclassification ar lower exposure levels, biasing my
results toward the null.

Worker-selection bias may have contributed to some
underestimation of radiation effects in the Fernald co-
hort. Uranium processing at the facility involved the yse
of large amounts of chemicals known to be respiratory
irritants, including tributyl phosphare, ammonjum hy-
droxide, sulfuric acid, and hydrogen fluoride, which were
the focus of an earlier investigation of respiratory disease
at Fernald.? I found that exposure to these chemicals was
highly correlated with radiation dose; the 905 workers
highly exposed to these chemicals received almost dou-
ble the average radiation dose (inrerna) angd external)
and worked on average 2 years longer than cowotkers.
This observation suggests that workers healchier and less
responsive to the toxic and iritating effects of these
substances may have selectively filled jobs entailing ex-
posure to lung irritants and radiation. Although ! do not
know the extert to which baseline lung-cancer risk
might be affected by such selection forces, these forces
may well result in 2 net healthy worker effect for those
workers exposed to radiation at the highest levels, which
could bias all radiation resules toward the null.

The sample of Fernald workers for whom I had smok-
ing data had proportionately fewer smokers than che
adult U.S. white male population” (Table 7), which
may account for the cohort's reduced SMRs for cardio-
vascular disease, emphysema, and all respiratory diseases.
Dara from the sample suggested that workers exposed to
higher levels of internal radiation might have been
slightly more likely to smoke (Table 7), but the differ.
ence was not large enough 1o be likely to result in
confounding.® I was unable to adjust for smoking in my
analyses, but I may have adjusted indirectly for smoking
behavior by adjusting for pay-type in the dose-response
analyses, because, compared with hourly employees, sal-
aried workers smoked less (32.8% vs 48.29% smokers) and
had lower morrality rates from lung cancers (RR = 0.53,
O5% Cl = 037_00AY nva ¢ Dot .
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lated cancers together (RR = 0.54; 95% CI = 0.25-1.13
for oropharyngeal, laryngeal, esophageal. pancreatic, and
bladder cancers combined). Matching on age at death
and calendar time in these analyses might have also
helped 10 match for smoking habsits specific to different
birth cohorts.

The results from this small cohort of radiation workers
underscore the importance ofronducting a comprehen-
sive analysis of all data available for each worker popu-
lation included in a pooled study to explore and undet-
stand the importance of issues relared to langth of
follow-up, sélection bias, potential confounding and
wotker selection associated with chemical exposures,
problems of exposure measurement, and effect modifica-
tion due to age at exposure. A previously conducted
pooled analysis of uranium-processing workers could
only partially address these issues, since the relevant data
either did not exist or were available for only small
subsets of all subjects included in the analyses.
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Radiation Exposure and Cancer Mortality in
Uranium Processing Workers

Beate Rity'?

Data from the Cetnprehensive Epidemiology Data Resource
{CEDR) allowed me to study patterns of cancer mortaliry in a
cohort of 4,014 uranium-processing workets. Emploving risk-
set analvsis for cohort dara, | estimated the effects of external
(gamma) and internal {alpha) radiation on cancer mornality.
My results indicate that Fernald workers exposed to ionizing
radiation experienced an increase in mortality from total can-
cer (per 100 mSv external dose rare ratio (RR) = 1.92; 95%
confidence interval {Cl) = 1.11--3.32), radiosensitive solid
cancer {RR = 2.00; 5% Cl = 1.02-3.94), and lung cancer
(RR = 2.77; 95% CI = 1.29-5.95). Effects were strongest
when exposure had occurred at older ages (>40 years). In

addition, [ observed an mcrease in lung-cancer morality for
workers exposed to =200 mSv of internal {alpha) radiarion
(RR = 1.82; 95% Cl = 0.53-6.96). Furthermore, my resuits
demonstrate the importance of a long follow-up time when
studying solid cancers, the potential for bias due to worker
selection associated with concomirant chemical exposures,
problems of exposure measurement, confounding, and effect
modification due to age at exposure. Owing to lack of data. a
previous pooied analysis of uranium-processing workers could
only partially address these issues. {Epidemiclogy 1999,10:5331-
538)

Keywords: exposure age, cancer, chemicals, ionizing radiation, occupational cohort study, radionuclides, selection bias.

For decades, scientists have been debating to what ex-
tent chronic, low-dose exposure to ionizing radiation
might cause cancer in nuclear workers.! Results from
some nuclear-worker studies have raised the possibility
that misk  estimates for cancer extrapolated from
A-bomb-survivor data might underestimate the carcino-
genic effect of external, low-dose radiation exposure,’
while other studies suggest that such radiation has
caused no cancer other than leukemias.’ In any event,
the effect size is expected to be small, and random
fluctuation is an issue that needs to be addressed. One
increasingly common approach to this problem has been
to pool data from several worker studies, thus increasing
statistical power and lin.iting random flecruation.*
The studies of nuclear cohorts to date have varied
with respeet to dose rares, exposure lag, and duration of
follow-up. In addition, errors in measuring exposures or
outcomes. healthy worker selection biases, residual con-
founding due te unmeasured tactors such as smoking and
chemical exposures, and different distributions of effect
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modifiers have likely contributed to inconsistencies
across studies. Because data regarding such factors are
variably available from study to srudy, pooled estimares
of effects averaged across studies are necessarily limited
by the assumprion thar the combined worker cohorts do
not differ substantially. Heterogeneity across study pop-
ulations, however, is not merely a nuisance obstructing
efforts to derive average radiation-effect estimates.
Rather, examining the special features of each nuclear-
worker cohort may reveal information obscured by a
common estimaror.”

Here 1 evaluate such special features in a cohort of
nuciear workers employed at the Fernald Feed Marerials
Production Center {FFMPC) in Ohio. Compared with
other nuclear workforces monitored for external radia-
tion exposures, the Fernald cohort is small (N = 4,014}
yet it is one of the largest monitored for both external
and internal exposures and has the advantage of an
extremely long follow-up time {mean of 30.9 vears).
Fernald workers were primanly engaged 1n processing
uranium-ore concentrate and uranium of low-grade en-
richment into fabricated uranium metal products, result-
ing m exposure to radiation and some potentially carci-
nogenic chemicals.®

Selected members of the Fernald cohort were in-
cluded in an earlier case-control study pooling lung-
cancer cases from four uranium-processing facilities *
More extensive data for Fernald have recently become
available through the Comprehensive Epidemiology
Data Resource (CEDR). an archive supported by the
Deparement of Energy (o provide de-identified data from
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previous studies of nuclear workers. Using the CEDR
data base® exclusively, I will: {1} expand analysis to
include mortality from cancers other than the lung, (2)
add 7 years of follow-up, (3) evaluate the porenrial for
biases due to concomitant chemical exposures and work-
er-selection processes, (4) examine whether age at ex-
posure influences the effect of external radiation dose,
and (5) estimate the effect of intemal combined with
external radiation exposures.

Methods

STUDY POPULATION/QUTCOME ASSESSMENT

The study population comprises 4,014 white male work-
ers employed between 1951, when Fernaid opened, and
1989, when operations halted. Abour 85% of cohort
members were hired before 1960. The facility continu-
ously monitored workers for radiation exposures, and its
epidemiologic surveillance program collected informa-
rion on vital status. Vital status searches, conducted
through January 1, 1990, relied upon two record systems:
Social Security Administrarion (SSA) files for the pe-
riod before 1979 and the National Death Index (NDI)
for the period 1979-1989. 1 assumed that workers were
alive at the end of follow-up if not identified as dead by
CEDR. Death certificate information was available for
99% of 1,064 deceased workers.

EXPOSURE ASSESSMENT

External radiation exposure was reported as annual pen-
etrating doses, derived from film-badge measurements,
and internal radiation exposure as annual lung doses,
based on a combination of individual urine bioassays and
environmental area sampling.

Exposure to internal radiation emitters involved air-
borne long-lived radioactive materials such as uranium,
thorium, and radium compounds. Most of the exposures
were due to U, varying from depleted to slightly en-
riched (less than 1% of U#?), andFcharacterized mainiy
as insoluble compounds; thorium was used in small
amounts. Workers stationed in areas in which industrial
hygiene surveys indicated significant potentiati for inter-
nal radiation exposures were routinely monitored for
uranium content in uring, and additional samples were
taken when a significant intake of radioactive material
was suspected. For estimation of annual individual doses,
the data derived from urinalyses were complemented by
measurements of uranium dust collected in area air fil-
ters.

Estumating lung doses from urine measures for radio-
nuclides requires formulation of an uptake/retention/
excretion model based on the biological half-life and
chemical/physical properties of the radioactive parti-
cles.”® The description of exposure assessment provided
kv CEDR® and Wilson® give no detail about either the
model used to estimate lung-dose equivalents from urine
measures or the relative contributions of individual uri-
nalyses vs area air samples to the overall lung doses
reported in CEDR.
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Nevertheless, it is known that urinalyses are primarily
an indicator of the amount of soluble uranium that has
been incorperated through the lungs and rransported by
the blood to the kidnevs for excrerion. Insoluble ura-
nium compounds, however, are most likely either re-
tained in the lungs, deposited in tracheobronchial or
other thoracic lymph nodes, or swallowed. " Urinary
bicassay monitoring at Fernald, thus, may not ade-
quarely reflect the amount of internal radiation dose for
insoluble radioacrive particles or those of non-respirable
size. Environmental sampling, on the other hand, while
sensitive to all particle types, obscures differences in
individual exposures among wotkers in the same area.
Therefore, the reported doses for internal exposures can
be considered no more than ¢rude indicators of relative
levels of exposure among Fernald workers.

COVARIATE [NFORMATION

Processing of uranium involved exposure to a large num-
ber of non-radiocactive but potentiallv carcinegenic
chemical compounds. mcluding solvents and cutting
fluids. The CEDR provided sufficient dara to allow us 10
control for exposure to trichloroethylene {TCE) and
cutting fluids for 3,814 (95%) of our cohort. Plant ex-
perts had ranked job titles and work sites according to
their potential for chemical exposure, and workers were
classified into four exposure categories, from “none” to
“heavy,” for each chemical.” We considered the 5% of
the cohort for which chemical data were unavailable as
unexposed. .

The CEDR reported smoking histories for workers
who were conrinuously employed for ar least 3 months
between November 1967 and March 1973 (17% of our
cohort). Although this sample was too limited to allow
us to adjust for smoking in our analyses, it did provide
enough informatior:. to assess the relation between radi-
ation dose and smoking behavior.

CEDPR data on salary status provided us with a surro-
gate measure of 50CIO-ecONOMIC Status.

STATISTICAL ANALYSIS

For external compansons with the generai U.S. white
male popularion, we used the life-table program devel-
oped by Monson!' to estimate standardized mortaliry
ratios (SMRs = observed/expected deaths! and Byar's
formula to derive confidence limirs.!”

For dose-response analyses, there were rarely sufficient
deaths to conduct informarive analyses by specific can-
cer site. Accordingly, for external radiation assessments,
we restricted the outcomes examined to deaths trom all
cancers, from Jung cancer (Intemational Classification
of Diseases, 9% revision (ICD-9)1 162), and from two a
priori groups of cancers classified as radiaticn sensdtive nv
BEIR V criteria.! The first group comprised hematopot-
etic and lymphepoieric cancers (ICD-3 200-208) ex-
cluding chronic lymphatic leukemias (CLL}; the second
combined all soiid cancers identified as radiosensiaive,
including cancers of the lung {ICD-9 162}, esophagus
(1CD-9 150}, stomach (ICD-9 151), colon {ICD-9 133},
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brain (ICD-9 191-192), and urinary-tract system
{ICD-9 188-189). Bone and thyroid cancers were not
observed. 1 excluded one, extremely rare, male breast
cancer because | could not access the original dara to
verify the diagnosis.

In estimating the effects of internal alpha radiation, ]
focused on those organ systems through which radicac-
tive particles pass from intake to excretion. Of primary
interest was the respiratory system (1CD-9 160-162) as
the entry organ for uranium dusts.” The naso-oropha-
ryngeal regions, esophagus, and stomach—grouped to-
gether as “upper gastrointestinal tract” (ICD-9 140-
151)}—may also be irradiated, mainly by larger, non-
respirable-sized and insoluble particles.” Lower
gastrointestinal-rract organs such as colon and rectum
(1CD-9 153-154) might also become exposed, although
to a more limired extent. In addinion, transport systems,
specifically the hematopoietic and lymphopoietic sys-
tems (ICD-9 200-208, excluding CLL) are likely to be
affected, as are exit organs of the urinary eract (1CD-9
188-189)"; moreover, uranium can have toxic effects
on the kidneys. Radicactive materials can be stored in
the liver and bones; however, | observed no bone and
only three primary liver cancers, too few to allow mean-
ingtul dose-response analysis.

For all dose-response comparisons, i employed the

sk-set approach for cohorr analysis described by
Breslow and Day,'" providing estimates equivalent to
those obtained from a Cox-proportional hazard model."®
| constructed risk sets by matching to each cancer death
2ll cohort members who were still alive ar the calendar
ume of the index subject’s death {on average 3,300
survivors per death). For some analyses, risk sets were
also matched on age at death of the case (*2.5 years).

I modeled cumuiative radiation dose both as a set of
categorical and as continuous variables (in mSv). Using
cutpoints established in previous studies, | caregorized
dose equivalents for external radiation into <10 mSv,
10-<20 mSy, 20-<100 mSv, and =100 mSv. | chose
categories of <10 mSv, 10-<50 mSv, 50-<100 mSy,
100-<200 mSv, and =200 mSv for internal dose be-
cause most workers received higher doses and the expo-
sure drstribution was less skewed {see below). To allow
for a period of cancer induction/latency after exposure to
radiation, and to reduce possible selection bias,*® | lagged
cumulative doses by 0, 10, and 15 years limiting cumu-
lative dose to the level achieved x years before the index
death. | treared radation doses and all time-varying
tacsars as time dependent.

. w~ed resulis of conditional logistic regression analy-

se: o e<taadre rate ratios (RR) and 25% confidence
wervals (93% (). All models adjusted for the same
wfounders Y wen according to the Greenland!' crite-

i fay tvpe (saiaried o5 hourly), time since first moni-
toning ape st risk (continuous), and internal or external
corenon dese (continuous). Some models, in addition,
rohded exposure to TCE andfor cutting fiuids defined
a~ "highest eaposure received for at least 2 years.”
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TABLE 1. Characteristics of the White Male Fernald
Cohort
Number of emplovees 4,014
Average follow-up time (vears) 309
Averape age at entry into cohort {vears) 3C4
Number of person-years 124177
Number of deaths 1,064
Total morahny rate (per 10%/yr) 857
Toral cancer mortaliny rate (per 10%yr) 167
Pay categon
Salaried 1.311
Hourty/urmon 2703
Radiation
Dose (mSv) External % Inrernal %
<10 2764 689 1,111 277
10— <50 886 221 1,573 392
50100 159 6.4 999 24.9
100-< 200 67 24 309 77
=200 S C.2 22 05
Toal 4,014 4.014
Results

A long follow-up period (average 30.9 years) and a high
percentage of hourly employees (67.3%) characterize the
Fernald cohort. Internal exposure from radionuclides
was responsible for the bulk of the radiation doses re-
corded, with only 27.7% of the workers registering a
cumulative dose less than 10 mSv. In contrast, most
monitored workers (68.9%) received cumulative exrer-
nal radiation doses of less than 10 mS+, only 2.6% had
doses in excess of 100 mSv, and none exceeded 300 mSv
(Table 1).

Mortality rares from all causes were lower among
Fernald workers than among U.S. white males; the def-
icit was mostly attributable to a low cardiovascular-
disease mortality rate (SMR = 0.78; 95% CI = 0.71-
0.86; Table 2). Rates for all malignant neoplasms,
howevei, were slightly increased in workers (SMR =
1.09: 95% Cl = 0.98-1.22; Table 2). SMRs were also
slightly increased for cancers of the prostare, brain, blad-
der, the hematopoietic and lymphopoietic systems, and
most of the digestive system.

External radiation doses 100 mSv and above increased
mortality from all cancers, all radiosensitive solid can-
cers, and lung cancers, but the smatl number of deaths in
this dose category limited the precision of my estimates
{Table 3). Models treating external dose as continuous
variable demonstrated dose-related increases in mortal-
ity for all of these cancers, especially after lagging expo-
sures by more than 10 vears and adjusting for internal
dose, cutting fluids, and TCE. Findings for hematopa-
etic and lymphopoietic cancers were based on too few
cases to be conclusive.

The effects of external radiation doses were greatest
among workers exposed after the ape of 40 (Table 4).
Thus, while mortality increased only marginall with
exposure before ape 40, larer exposures. when lagged 15
vears, increased mortality by two- to threefald per 100
m&Sv for all cancers, all radiosensitive solid cancers, and
lung cancers separately.
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TABLE 2. Observed {OBS}, and Expected (EXP) Numbers of Deaths for White Male Subjects and Estimated Standardized
Meortality Ratio (SMR}): Comparison with the U.S. Population, by Cause of Death*
Causes of Death QBS No. EXP Na. SMR 95% (]
All causes (ICDA 0C1-998) 1064 12647 (.54 S79-0 89
All cancers ([CDA 140-229) 332 3036 1.09 c98-122
Cancer sites
Buccal caviry and pharynx (ICDA 140-149) 9 8.73 1.03 247193
Digestive organs and peritoneum {ICDA 150-159} 87 74.86 1.16 0.93-1.43
Esophagus ([CDA 150} 9 7.48 1.20 0.35=-2.23
Stomach (ICDA 151) 15 11.18 1.34 Q.75-1.21
Large intestines (ICDA 153) 28 26.60 1.05 o.70-1.32
Rectum (ICDA 154} ? 6.68 1.05 042-2.16
Liver (ICDA 155-156) 8 493 1.62 00320
Pancreas (ICDDA 157) 18 19.53 1.17 2.69-1 33
Respiratory system (ICDA 160-163) 120 11633 1.03 Q86123
Larvnx (ICDA 161} 3 4.24 1.18 0.38-276
Lung-primary and secondary {1CDA 162) 112 111.03 1.0 Q.83-1.21
Bone {ICDA 170} Q 0.99 0.00 0.00-3.7C
Skin (ICDA 172-173) 4 6.45 Q.62 Q17-1.39
Prostate {(1CDA 185} 15 17.42 1.44 063211
Tesns (ICDA 186-187} 1 1.4 Q.67 0.01-3.74
Bladder (ICDA 188} 8 6.95 1.15 0.50-2.27
Kidney (ICDA 189) 5 7.89 0.63 {0.20-1.46
Eve (ICDA 190) 0 0.21 0.00 Q001730
Brain and other central nervous systems {ICDA 191-192} 12 9.66 1.24 Q642017
Thyrod (1CDA 193) 0 0354 0.00 C.00-6.76
L.vinphosarcoma and reticulosarcoma (ICDA 200} 8 4.79 1.67 0.72-3.29
Hodgkin's disease {ICDA 201) 6 2.95 204 (0.74-4.43
Leukemia and aleukemia (ICDA 204-207) 13 11.21 1.16 0.62-1.98
Lymphatic tissue (ICDA 202-203, 208) 10 9.94 1.01 Q.48-1.35
Lymphopotetic cancer (ICDA 200-208} 38 29.30 1.29 Q91-1.77
(Cancer residual® 23 22.59 1.02
Crher causes
Benign neoplasms (ICDA 110) 1 31.47 0.29 0.00-1.60
Diseases of blood and blood-forming organs (ICDA 280-89) 2 2.65 Q.75 QU870
All diseases of circulatory system (ICDA 390-438) 460 588.83 078 Q71036
Arterioscleroric heart disease, including CHD (JCDA 410-14) 339 425.62 0.80 0.71-.89
All vascular lesions of CNS (ICDA 430-438) 48 59.49 0.81 0.59-1.07
All respiratory Jdiseases (ICDA 460-519) 33 79.78 366 * 030087
Emphysema (ICDA 492) 3 14.52 0.2 C04-0.60
All diseases of digestive system (ICDA 520-577) 49 64.33 076 3.56-1.0
Cirrhasts of liver (}CDA 571} 34 36.92 0.92 0.64-1.29
All diseases of genito-urinary system (ICDA 580629} 3 14.25 0.21 Q.04-129
All external causes of death (ICDA 800-998) 112 126.92 0.88 0.73-1.06
Suicide (ICDA 950-959) 24 31.46 0.76 0.49-1.14
Total residual} 15 2.68 5.60

* Aceording o ICDA-8.
* Cancer. of unspecified sire.

7 including undetermined causes of death and missing causes of death due to missing death certificaces,

~

Internal radiation doses =200 mSv, lagged by 15
years, appeared to increase by twofold the rate of mor-
tality from respiratory cancers (all cases were lung can-
cers) (Table 3). Also in models with a 15-year lag, there
were slight increases in mortality from bladder and kid-
ney cancers at doses of 30 to <200 mSv and from upper
gastrointestinal-tract cancers at doses of [0 to <100
mSv, with no case occurring at the highest dose levels.
I found no indication of any effect of internal radiation
on cancers of the lower gastrointestinal tract or the
hematopoietic and lymphopoietic system. In all of the
internal-exposure analyses, the 95% Cls were wide {Ta-
bie 3}, and effects did not change after adjustment for
curring flud and TCE exposures (not shown).

\r. analysis of the combtned effects of external and
mrernal radiation on lung-cancer mortality showed a
strong effect of internal doses at levels 2200 mSv when
-yrernal radiation doses exceeded 30 mSv (Table 6).
Effects were somewhat smaller and unstable for external

radiarion doses in excess of 50 mSv with lower doses of
intermal radiation.

Discussion

These results suggest that in this cohort of uranium
workers, the rate of death from all cancers, total radio-
sensitive solid cancers, and lung cancers increased with
increasing external (gamma) radiation dose. The effects
were most pronounced when workers were exposed at
older ages (=40 years) and when radiation doses were
lagged by more than 10 years. Lung-cancer mortality also
appeared o be elevared in workers exposed to more than
200 mSv of internal alpha radiation. The estimates for
the other possible effects of alpha radiation were ton
imprecise for firm inference.

In an earlier case-control study thar pooled 787 lung-
cancer deaths from four uranium-processing facilities,
including 51 cases from Fernald, Dupree ¢t al* found an
up to twofold increase in lung-cancer mortality among
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TABLE 3. Adjusted Rate Ratio (RR) Estimates (and 95% Cl) for the Effect of Cumulative External Radiation Dose on
Cancer Mortality, by Cancer Type and by Exposure Lag, Controlling for Various Covariates: Results of Conditional Logistic

Regression Analyses of Risk Sets

Hematopoieric and

I Can All Radiosensitive Lymphopotetic
Al cers Cancerst CETS TS
External Radiation Dose Categories Lung Cancerst Cancerss
{in mSv}* Case N RR 95% CI Case N RR 95% Cl Case N RR 95% CI Case N RR 95% (7]
<10 206 1.00 117 1.0 64 1.0 27 1.0¢
1020 26 0.87 0.57-1.34 10 Q.57 0.27-1.00 5 043 017-1.10 1 036 0.05-2.73
20-< 120 B8 1.19 0BR-1.62 57 1.02 0.69-151 33 110 0.68-1.79 8 137 050-3.77
=10C 17 143 0.74-2.76 10 1.56 0.74-3.28 8 1.78 0.75-4.24 1 2.08 0.22-20.0
Total Case N 332 189 112 37
Continuous dose {100 mSv increments)
C-Year lag
Without mnterna! dose 1.29 0.91-1.83 149 0.96-2.27 1.72 1.05-2.81 0.94 0.26-3 41
Internal dose continuous 1.55 1.04-2.32 1.56 0.95-2.56 1.60 0.90.2.85 1.86 0.43-8.02
Internal dose categonzal¥ 1.83 1.23-2.71 1.90 1.17-3.07 2.13 1.21-3.76 2.09 0.49-8.83
Internal dose (cat.) pius chemical 1.88 1.27-2.79 1.94 1.19-3.14 < 2.02 1.13-3.62 2.28 0.53-9.73
exposure
10-Year lag
Intemal dose continuous 1.49 0932 40 1.60 0.90-2.83 1.70 0.88-3.29 192 0.36-10.2
Internal dose caregoricalq 1.7 1.10-2.79 1.86 1.05-3.2¢ 2.28 1.17-4.41 1.9C 0.37-9.87
Internal dose {cat.) plus chemical 1.79 1.12-2.86 1.88 1.06-3.32 2.13 1.08-4.18 2.13 040112
exposure
15%-Year lag
inrernal dose continuous 1.66 0.96-2.89 1.80 0.92-3.52 221 1.04-468 2.08 0.31-13.9
Internal dose categoricald 1.88 1.09-3.24 1.99 1.02-3.90 291 1.37-6.18 1.97 0.30-13.0
Internal dose {cat.) plus chemical 192 1.11-3.32 2.00 1.02-3.94 2.77 1.29-5.95 2.25 0.33-15.2

exposule

* Adjusted tor age at failure tume. rime since fust monitored, pay type {salaned/hourly), internal dose, emplovng a O-year lag for external dose.

+ICD-9 15C 151, 153, t62, 188, 189, 191, 192.

$1CD-9 162. Note. lung cancers are a subgroup of the radiosensitive cancers,
§ ICD-9 260-208, excludimg chromie lymphatc ieukemia,

|| Referen: caregory.

q Same categoner as presented in Table 5.

those workers exposed to >50 mSv of external radiation
and hired (hence exposed) after the age of 45 years.
These authors found no effect for internal doses less than
250 mSv, but a slight increase in mortality at higher
doses (OR = 2.05; 95% Cl = 0.20-20.70). All results
were based on too few cases to be conclusive, however.

The present study's focus on the Fernald workforce
alone was made possible in part by the greater staristica!
efficiency of complete-cohort analysts compared with
the 1:1 matched case-control design, as well as by the
additional cases (for exampie, 6] new lung-cancer
deaths) accumulated during the extra 7 years of foliow-

TABLE 4. Adjusted Rate Ratio (RR) Estmates (and 95% CI) for the Effect of 100 mSv Cumulative External Radiation, by
Age at Exposure and Cancer Sites: Results from Conditional Logistic Regression Models for Continuous Cumulative Doses
within Age Categories, for (- and 15-Year Lags, Matched for Calendar Time and Age at Failure Time (£2.5 years)*

Age at Exposure

No. of Totalt 15-39 >40
Cancer
Outcome Deaths RR 95% CI RR 95% Cl RR 95% Cl
All cancen 132
O-Year lag 1.51 1.01-2.27 1.03 0.42-2.57 1.37 0.92-2.04
15.-Year lag 1.68 0.97-2.91 1.05 0.37-2.99 1.90 1.03-3.5C
Radiosensitive sohd cancers? 189
(-Year lrg 1.47 0.90-2.41 1.63 0.574.64 1.4} 0.86-2.33
Prion ag 1.74 C.B9-3.4C 1.59 (1.49-5.13 2.07 (.96-4.5C
Loz wrsd 112
C-Yea. lag 1.46 (.82-139 1.63 0.44-6.07 1.62 0.91-2.8¢
15 Yea- fag 1.97 0.93-4.16 1.24 0.27-5.65 2.8R 1.29-6.44
Hewartoowen: and fvmphopoieric cancers|| 37
T 1.88 C.40-8.17 016 0.00-16.7 1.28 0.31-5.17
15-Year e 2.02 0.20-14.0 0.02 0.00-59.5 155 C.42-15.4
T aareres hr pay type (salanedfhourly ), inrernal rdiation dose, ime since first monitored
‘e The s the estimare for cumulanive external dose (continuous) for all ages at exposure

TICI TR0 1510153060, 186, 189, 191, 191
Bt Tt
i I exeluding ehronuc tymphatic Jeukemias
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TABLE 5. Adjusted Rate Ratio {RR) Estimates {and 95% CI) for the Effect of Cumulative Internal Radiation Dose on
Cancer Mortality, by Cancer Sites, for 0- and 15-Year Lags for Exposure: Results of Conditional Logistic Regression Analyses*

Respiratory Tract Upper gastrointestinal

Lower gastrointestinal

Hematopuietic and

Bladder and kidney Lymphopotetic

Cancerst tract cancerss tract cancers§ cancers|| Cancesd
Internal Exposure Cases Cases Cases Cases Cases
(mSv) RR  95% (I N RR 9% (I N RR 95%Cl N RR 93% i N RR 9% (]
0-Year lag
<O 13 L0C 7 1.0 9 100 2100 7100
10-<50 17 066 039-1.13 12 085 032-2.24 12 034 01213-130 3 081 0.12-540 19 160 061419
50-< 100 41 0.63 035-1.12 127 097 0.33-290 11 Q37 014096 6 1.9 028132 10 092 0.18-3.06
100-< 200 14 046 020-1.03 2 044 2.07-2.79 2 014 002079 2 183 0.16-11.6 1 Q2 0.02-232
=200 3 118 0.32-4.41 Q 1 081 Q08820 ¢ 0
118 13 35 13 37
15-Year lag
<10** 39 1.0 0 1.00 10 1.00 2 100 14 1.0
10-<50 36 031 031086 15 185 057482 17 118 045312 4 104 016675 14 096 037-1.52
30-< 100 31 051 028095 8 1.68 0.43-652 5 051 0.14-1.93 5 212 0.27-164 & (98 0.219-3.33
100-< 200 9 048 C.10-1.19 ¢ 3 128 (0.25-6.43 2 396 0353446 1 056 0.06-340
=200 3 192 053-6.96 0 Q 0 0
118 33 35 13 37

* Adjusred for age ar failure nme, ume since first morutored, pav type (salaned/hourly}, externzl radiation dose {continuous).

+ICD-5 160162

£1CD-9 140151

§1CD-9 152-154.

[IICD-9 188-189

qICD-9 200-208, exciuding chronic lvmphatic leukemias.
** Referent category,

up. Thus, the increase in lung-cancer mortality associ-
ared with intemnal doses exceeding 200 mSv was based
entirely on new Fernald cases occurring after 1982. This
finding underscores the importance of the long fol-
low-up times that Pierce et al have suggested may be
necessary for detecting effects of radiation on solid tu-
mors, such as fung cancers, that normally develop late in
life. Because lung-cancer incidence increases markedly
after age 60, and Fernald workers were on average 30
vears old at entry into the cohort, a 31-year follow-up
allowed the average worker to reach the age of increased
risk.

My access to cohorr-wide data on external radiation
exposures that were largely unavajlable to Dupree et af
allowed me to refine estimates of internal-dose effects by
adjusting for external radiation doses. In addition, I

observed dose-response effects of external radiation ex-
posure on mortality not only from lung cancer, bur also
from all radiosensitive cancers and cancer as a whole.
The demonstrarion that these effects were mostly due to
exposures received after age 40 confirmed Dupree et al’s
preliminary observation of an increase in lung-cancer
mortality among workers exposed to over 50 mSv of
external radiation and hired after the age of 45.
Although the largest pooled-cohort study to date
found no effect of external radiation on cancers other
than leukemias,’ a number of single-cohort investiga-
tions have observed radiation-related increases in lung
cancer. Among Oak Ridge Y-12 uranium-processing
workers,'® a trend of increasing lung-cancer morrality
with increasing pamma radiation dose was most pro-
nounced for those who also received more than 53¢ mSv

TABLE 6. Adjusted Rate Ratio (RR) Estimates {(and 95% CI) for the Combined Effects of Cumulative Internal and
External Radiation Dose on Lung Cancer Mortality, by Dose Level Assuming a 0- and 15-Year Lag for Both Exposures: Results

from a Conditional Logistic Regression Analyses®

[nternal Dose (mSv)

<100 =100-< 200 =200
No. of Cancer No. of Cancer Noa. of Cancer

External dose (mSv} Deaths RR 95% CI Deaths RR 95% CI Deaths 95% I
<50

0-Year lag 84 1.00% 6 072 031-1.67 ]

15-Year lag 90 1.00% 6 1.24 0.33-1.8% 0
50-< 100

O-Year lag 8 1.36 0.65-2.83 5 136  0.54-3.40 768  1.06-557

15-Year lag 9 2.03 1.00-4.14 2 1.28  0.31-5.32 2 18.0 4.32-74.9
=100

J-Year lag 3 2.28 0.71-7.31 3 142 0.44-454 : 5.87 | 42-24.2

15-Year lag 1 1.53 0.21-1.17 1 201 0.28-147 1 17.7 236133

* Adjusted for age at failure ime. pay type (salaried/hourly), time since fisst monicored.

+ Referent category.
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TABLE 7.
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Smoking Prevalence for Fernald Workers Who Were Employed on or after January 1, 1968, First Hired Between

January 1, 1952 and December 31, 1972, by Cumulative Radiation Dose Level (mSv)

Smokers Ex-smokers Nornsmokers
Radiation Dose _ orsmoker
Level {(mSv) N % N % N %, Toral %
External radiation
<50 232 426 139 25.6 173 318 544 100
50-<100 a9 50.0 26 21.0 40 29.0 136 100
=100 34 453 15 0.0 26 34.7 75 100
Internal radiation
<30 71 399 4 225 67 376 178 100
50L<10C 180 44.9 90 247 122 304 40] 100
=100 84 47.2 44 247 50 281 178 100

of aipha radiation, much as the greatest effects at Fernald
were associated with high doses of external and internal
radiation in combination. In Rocketdyne workers, Ritz
et al found an increase in lung-cancer mortality with
doses of external radiation above 200 mSv, but not with
internal exposures—~a difference that may reflect the
much lower internal-dose levels ar Rocketdyne than at
either Oak Ridge or Femald. In a cohort of British
nuclear workers, Fraser et al” observed a slightly in-
creased risk of lung-cancer mortality among those ex-
posed to any radionuclide, compared with those with no
internal radiation exposure. Finally, both U.S.2 and
Brittsh® studies of nuclear workers have linked alpha
radiation exposure from plutonium and thorium to lung-
cancer mortaliry.

Leukemias have been consistently linked to external
radiation exposure.” The Fernald data suggested an in-
creased risk of hematopoietic/lymphopoietic cancer at
external doses =100 mSv; however, this result was based
on only one lymphoma in the highest dose category, and
the evidence associating external radiation with lym-
phomas is equivocal.24

The influence of age at exposure on the radiarion
effects at Fernald may have become apparent only be-
cause of the extended follow-up. My colleagues and |
nave previously described a similar partern of greater
mortality from iung cancer, all radiosensitive cancers,
and total cancers among workers exposed at older ages to
external radiarion in the Rocketdyne cohort, which also
had a long period of follow-up.?® Studies of the Han-
ford’*** and Oak Ridge>® nuclear cohorts have reported
comparable effects of exposure age on overall cancer
mortality.

As mentioned in Methods, internal-radiation dose
measuies, based on relatively inexact methods of esti-
matior, are subject to considerably mote uncemainry
than those for external exposures. The type of measure-
meni error ar any facility depends heavily on monitoring
practices end the types of radionuchdes for which esti-
n--es are derived; in general, assessments of internal-

' probably suffer from exposure musclassifica-

v » much greater degree than do external-dose
anatvsee. Therefore, although estimates of intemal doses
o noressed in mSvy, it may be more appropriate to
et them only as a relative ranking of internal
<ipo~ute within @ cohort, not suitable for comparison

with either external-dose measures in the same cohort or
with internal-dose devels reported ar other facilities.
Thus, the failure to detect effects of alpha radiation on
the respiratory system at dose levels <200 mSv tight
reflect the properties of the mostly insoluble uranium of
low enrichment grade processed at Fernald, but could
also be a consequence of large (nondifferential) exposure
misclassification at lower exposure levels, biasing my
results toward the null. -

Worker-selection bias may have contributed to some
underestimation of radiation effects in the Fernald co-
hort. Uranium processing at the facility involved the use
of large amounts of chemicals known to be respiratory
irritants, including tributy! phosphare, ammonium hy-
droxide, sulfuric acid, and hydrogen fluoride, whick were
the focus of an earlier investigation of respiratory disease
at Fernald * I found that exposure to these chemicals was
highly correlated with radiation dose; the 905 workers
highly exposed to these chemicals received almost dou-
ble the average radiarion dose (internal and exrernal)
and worked on average 2 vears longer than coworkers.
This observation suggests that workers heaithier and less
responsive to the toxic and irritating effects of these
substances may have selectively filled jobs entailing ex-
posure to lung irmitants and radiation. Although ! do not
know the extent to which baseline lung-cancer risk
might be affected by such selection forces, these forces
may well result in a net healthy worker effect for those
workers exposed to radiation at the highest levels, which
could bias all radiation results toward the null.

The sample of Fernald workers for whom ! had smok-
ing data had proportionately fewer smokers than the
adult U.S. white male population® (Tabie 7), which
may account for the cohort’s reduced SMRs for cardio-
vascular disease, emphysema, and all respiratory diseases.
Data from the sample suggested thar workers exposed to
higher levels of internal radiation might have been
shightly more likely 10 smoke (Table 7), bur the differ-
ence was not large enough to be likely to result in
confounding.* I was unable to adjust for smoking in my
analyses, but | may have adjusted indirectly for smoking
behavior by adjusting for pay-tvpe in the dose-response
analyses, because, compared with hourly emplovees, sal-
aried workers smoked less (32.8% vs 48.2% smokers) and
had lower mortality rates from tung cancers {RR = 0.53;
95% CI = 0.32-0.90) and from al} other smoking re-
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lated cancers together (RR = 0.54; 95% CI = 0.25-1.13
for oropharyngeal, laryngeal, esophageal, pancreatic, and
bladder cancers combined). Marching on age at death
and calendar time in these analyses might have also
helped to match for smoking habits specific to different
birth cohorts.

The results from this small cohort of radiation workers
underscore the importance of conducting a comprehen-
sive analysis of all data available for each worker popu-
larion included in a pooled study to explore and under-
stand the importance of issues related to length of
follow-up. selection bias, potential confounding and
worker selection associated with chemical exposures,
problems of exposure measurement, and effect modifica-
tion due to age atr exposure. A previously conducted
pooled analysis of uranium-processing workers could
only partially address these issues, since the relevant data
either did not exist or were available for only small
subsets of all subjects included in the analyses.
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