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PREFACE

Vibration of reactor core components, such as fuel pins, fuel assem-
blies, and control rods, has the potential for causing failure by fretting,
wear and fatigue, as well as causing anomalous reactor behavior as exhib-
ited in neutron-flux oscillations; vibration-induced failures of reactor
heat exchanger tubes are documented in the literature. The primary source
of energy exciting these vibrations is the flowing coolant, which addi-
tionally alters various vibrational characteristics of the component.

To provide a basis for assessing the state-of-the-art of flow-induced
vibration, to encourage the systematic application of diversely developed
techniques, and to provide a forum for currently developing insights into
the subject area, a conference on Flow-Induced Vibration in Reactor System
Components was planned to be held May 14, 1970, at Argonne National Labo-
ratory. On December 19, 1969, an announcement and call for papers was
issued. The response was excellent and a one-and-a-half-day technical pro-
gram featuring 15 papers was prepared. (An additional paper was submitted
for publication without presentation.) The meeting was attended by 62 reg-
istered participants; 41 from outside Argonne representing 19 different
organizations including AEC Laboratories, AEC Industrial Contractors,
Private Industry, and Universities. The papers which were presented dis-
cussed basic studies relating to parallel-flow- and crossflow-induced vi-
brations, and the analysis of specific problems and generalized approaches.

»

We would like to express our appreciation to Mr. Nicholas Grossman,
not only for his opening remarks, but also for his interest and support for
the meeting.

Mr. Ralph Carter served efficiently as program coordinator. We are
indebted to him especially for his liaison work with the services, editing,
and publishing groups, and also for collection of the papers, maintenance
of the registration list, and design of the program.

Our sincere thanks also to Mrs. Dorothy Carlson, for handling the
transportation, lodging, and banquet arrangements; to Mrs. Joyce Kopta for
invaluable assistance as proceedings coordinator, and in preparing this
volume for publication; and to Miss Joyce Stephens for secretarial work
involved in preparation of the initial mailing and transcribing the dis-
cussions from tape.

Finally, we thank the authors for taking the time to prepare their
papers and for discussing their particular research activities.



To expedite publication and distribution of the proceedings the dis-
cussion was edited without subsequent review by the discussers. Comments
of minor importance were neglected and some editorial work was required in
cases where the discussion was not clearly 'picked-up" by the microphone.
We extend our apologies to those discussers who find their comments missing
or unintentionally changed in meaning through editorial changes.

It is our hope that this publication will be useful as a reference
document and will also form the basis upon which work in the subject area

can be continued and expanded.

G. S. Rosenberg, Program Director
M. W. Wambsganss, Meeting Program Chairman

Argonne National Laboratory

June 30, 1970
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WELCOME

M. V. Nevitt
Deputy Laboratory Director
Argonne National Laboratory

I have the distinct pleasure and privilege to call to order this con-
ference on Flow-induced Vibrations in Reactor Systems Components and to ex-—
tend a word of welcome on behalf of the Laboratory. We have quite a few
conferences here at Argonne, and I'm sure it's no surprise to you that fre-
quently my boss Dr. Robert Duffield, the Laboratory Director, or I may be
called on to extend a welcome at the beginning of a meeting. We have re-
marked to each other many times that although we do it frequently, we
always feel a genuine sense of exhilaration in opening a conference. We
have this feeling particularly when the meeting involves a relatively small
group, such as this one, so that exchanges of ideas can take place in a very
informal way. We hope this meeting follows the pattern of being stimulating
and useful to all of you in attendance.

In a sense the topic suggests the extent to which there is specializa-
tion nowadays: You will be discussing cyclic translational motion in a
select group of bodies and assemblies, namely reactor internals and reactor
components. You will be treating a rather specific excitation source, the
coolant. On the other hand, vibration effects occur widely in reactor sys-
tems, so the subject does permit you to generalize to some degree.

If you don't mind a materials man - I'm a metallurgist - introducing
one caveat, I'll remind you that it is of equal importance to have an under-
standing, in the same depth, of the influence of these vibrational effects
on the materials of which the reactor components are composed. I judge
from the preamble to this conference, where comments were made about fret-
ting corrosion, about fatigue, and about wear, that at least a part of your
time will be given to materials considerations.

I'm not going to tell you very much about Argonne National Laboratory.
Our next speaker, Mr. Grossman, is going to review some of Argonne's past
and current interests and achievements in reactors and reactor components.
I shall simply say again we're glad you are here. Mr. Rosenberg and his
staff have tried to think of all of the things that can be useful to you
and that are necessary to make this a good conference. If they have for-
gotten anything, call it to their attention so that the Laboratory can be
the responsible host it wishes to be.

Thank you for coming, and I hope your conference is successful.
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OPENING REMARKS

Nicholas Grossman
Chief, Special Technology Branch
Division of Reactor Development and Technology
U. S. Atomic Energy Commission
Washington, D. C.

It is appropriate to briefly review the historical role Argonne
National Laboratory played in the development of commercial nuclear power.
The historical events that took place in December of 1942 under the Stagg
Field stadium, where the first nuclear chain reaction occurred, is well
known to all. The purpose of this first 'pile' was both to establish the
proof of principle of the chain reaction and to serve as a working model
for the graphite moderated plutonium production reactors. Perhaps it is
lesser known that the Manhattan Project staff explored other types of
reactor concepts with the specific thought of utilizing the heat of the
nuclear fission for practical power generation purposes. A patent applica-
tion--naturally classified as secret--was prepared--OSRD-97--and submitted
to the Manhattan District Patent Officer on ''Cooling a Reactor by Latent
Heat of Evaporation of a Liquid" in anticipation of the practicality for
such reactors. The patent officer reviewed and withdrew the application
and attached a statement to it stating in part: '"In view of the indication
that no way has been worked out for controlling a reactor of the type under
consideration, the case will be given inactive status until such time as an
operative device can be disclosed,"

Shortly after the establishment of the Atomic Energy Commission in
1947, long range plans were formulated to explore the potential uses and
assess the attendant risks involved in pursuing one of the mandates of the
Commission; namely, the development of the peaceful applications of nuclear
energy. One of the first steps taken was to design and build a Materials
Test Reactor--to be located at some remote test site., The basic experi-
ments were conducted here at Argonne to study the expulsion of the water
coolant under a variety of assumed operating conditions. These experiments
confirmed the soundness of the design approach and vindicated the foresight
of the pioneer Manhattan District staff. The next milestone came in con-
nection with the design of the CP-5, the Argonne Heavy Water Research
Reactor, when it was necessary to demonstrate experimentally that steam
would be expelled fast enough to shut down the reactor before the fuel
plates would melt, should the control rods fail to shut down the reactor.
Again, the experiments verified the premise that the steam formation was
sufficiently fast to control the reactor.



Early in 1950 a proposal was submitted by Argonne for a series of
experiments to establish more quantitatively the operating limits of reac-
tois under transient conditions. This proposal later became known as the

ili tor Experiment (BORAX), The success of these early :
Sigiigiegi;e;egeii a who?e series of BORAX'reactor‘ex?eriments that prov1ded
the engineering foundation for a whole fam}ly of liquid cooled reactorb o
designs. It was a natural follow-up that in 1954 Argonne proposed Fothu
a 20 megawatt Experimental Boiling Water Reactor power plant (EBWR?i et
significant part of the proposal was that the reactor was to be built no

at some remote test site, but right here at Argonne in the metropolitan
Chicago area.

One of the most unique aspects of the self-susta?ned n?c}ear chain
reaction is the production of new fissionable mater?al in adqltlon to the
heat generation. The desirability to design and bu%ld pract1ca1.systems
where this gain in fissionable material, compared with the material con-
sumed is substantial, has also been recognized at the very outset of the
reactor program, and here again Argonne took an early lead. You all know
about the event of the lighting of an electric light bulb from energy
derived from a controlled nuclear power source that took place for the
first time in the Argonne designed Experimental Breeder Reactor (EBR) at
Idaho--a scant nine years after the first successful nuclear chain reaction

was established under the Stagg Field stadium,

There is a common element in all these events: a systematic and
orderly approach going from the relatively simple tests to the more and
more complex systems; a program that has been pursued on a systematic basis
with carefully thought out experiments designed to establish, or refute,
the validity of concepts, propositions, or assumptions. As we are all
aware, from the standpoint of nuclear physics, a variety of mechanical
assemblies can be constructed in order to convert nuclear heat to electricity.
The fundamental cornerstone of the Atomic Energy Commission's reactor de-
velopment program rests on an orderly approach to assure a practical design
that is economical, safe, and provides the greatest potential for conserving
our national resources within a balanced environment. Needless to say,
there is no easy solution to these complex problems--and our jobs, as
engineers, are safe for a few more years.

One of the salient aspects of this working meeting is that it cuts
across traditional engineering disciplines and provides a strong interplay
among the various groups. It should also highlight the state of art per-
taining to the flow-induced vibration aspects in reactor design and assist
all of us to continue on a sound program. It is very appropriate for
Argonne National Laboratory to sponsor such a working meeting and I know it
will substantially contribute to our reactor development efforts.



RESPONSE OF A FLEXIBLE ROD TO

NEAR-FIELD FLOW NOISE

by
S. S. Chen and M. W. Wambsganss

Theoretical and Applied Mechanics Section
Engineering and Technology Division
Argonne National Laboratory
Argonne, Illinois

ABSTRACT

An analytical solution is obtained for the displacement
statistics of a simply-supported rod in parallel flow. The
system is described by Paidoussis' equation of motion and the
mathematical model for the turbulent-boundary-layer pressure
statistics is based on a phenomenological model developed by
Corcos. The derived model is successful in predicting the
basic trends and essential features of parallel-flow-induced
vibration. Numerical examples are given for comparison with
the experimental measurements and the reasons for the differ-
ences between the theoretical prediction and experiment result
are discussed. A parameter study is also made for the ranges
associated with typical reactor components. The study shows
theoretical prediction and experimental correlations to be in
good agreement.

INTRODUCTION

The vibration of reactor internals, such as fuel pins, fuel assem-
blies, and control rods, has the potential for causing component failure
by fretting, wear and fatigue, as well as causing anomalous behavior as
exhibited in neutron-flux oscillations. A number of studies [1-7] have
been conducted in order to predict the amplitude of vibration, to under-
stand the mechanism of parallel-flow-induced vibration, and to obtain
design fixes to eliminate it.

Earlier studies of parallel-flow-induced vibration of flexible rods
can be divided into two groups, those involving a deterministic approach
[1,2,3,6] and those involving a probabilistic approach [4,5,7]. 1In the



first group, no complete solution to the equation of motion was presented

and analyses were hampered by the lack of a complete description of the
Several empirical expressions were correlated based

forcing functions.
secondary

on the postulated causes of self-excitation, cross-flow, S
circulation etc., yet the real forces exciting the vibration were unknown.
The second group offered an alternative approach to the prob%em, Postu—
lating the vibration was excited by random pressure fluctuations in the
turbulent flow. Reavis [4] treated the rod vibration using the turbulent-
boundary-layer pressure obtained for turbulent pipe flows and for turbu-
lent boundary layers on flat plates. An integrated experimental-
theoretical study of the problem was initiated at Argonne National
Laboratory [5]. Gorman [7] conducted an experimeptal study of the pres-
sure statistics around a rod. Although it is shown that fairly good
agreement between experiment and theory is achieved, a basic result is

in question; the lateral cross-correlation of pressure does not agree

with that given in the other reports.

The best features of the existing information are utilized and an
analytical approach to the study of rod displacement statistics due to
turbulent-boundary-layer pressure fluctuations is presented in this paper.
The approach is essentially the same as that of Reavis, but the equation
of motion is that of Paidoussis [8] which accommodates the effects of
added mass, damping, axial force and the flow velocity on natural
frequencies. The data characterizing the pressure field is that obtained
by Bakewell [9]; measurements on a body of revolution. The analysis is
presented in dimensionless form in an effort to achieve maximum applica-
bility.

MATHEMATICAL MODEL AND ANALYSIS

Consider a simply supported rod immersed in an incompressible fluid
flowing with an average velocity V parallel to the x-axis (Fig. 1). The
rod has mass per unit length m and flexural rigidity EI. The vibration
of the rod is excited by the random pressure fluctuations in the turbu-
lent flow along the rod. The equation of small lateral motion was
formulated by Paidoussis [8] in his study of stability. If the damping
and random pressure are included, the equation of motion becomes

4 5 [ 2 7
EI-a—AZ—+>\I —-Y—34 +{MV2- e ' LAl c(lil—x)l—za
o . ol o R o 50

9 ,
] 1 M\ 3 3 1
+omv =L 4 = e 2, Sy) 1M 203
axat ch(d}V(at+Vax)+2d°TV 5‘1‘
ey azz
c 5 + M+ m) atz = q(x,t) 1)

where

2m d
q(x,t) = -fo E-p(x,é,t)cosede (2)
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Fig. 1. Simply-Supported Rod in Parallel Flow and
Pressure Distribution on the Surface of the Rod



and ) is internal viscous damping coefficient; c is effective viscous
damping coefficient which includes possible flow-dependent damping
mechanisms not already accounted for in the model, therefore, c = c(V);
T, is initial axial tension; % is length of the rod; M is added mass of
fluid; d is diameter of the rod; cy and Cr are drag coefficients in
normal and tangential directions respectively [8].

The appropriate boundary conditions are

9x
(3)

SR D7 yat = &

2
y =
axz

It is convenient to express the equations in dimensionless terms by
introducing the following quantities

/ 022
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Substituting Eqs. (4) into Egs. (1) and (3), we obtain
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The boundary conditions are
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Due to the presence of the Coriolis force term, 2fu é—ﬂ?, the system
does not possess classical normal modes [10]. We will look for the
normal modes by neglecting the Coriolis force term, damping effects and
variable coefficient term, and considering

Bl o
¥y Pa-geep -1+ 2 -0 )
13 13 9T

It is easy to see that the orthonormal set of functions associated with
this equation and the simply-supported conditions are

®n(§) A U e e (L 0 RSN (8)

Having a complete set of eigenfunctions, the solution to Eq. (5) is taken
as

w=1 q (e (&) 9)

Substituting Eq. (9) into (5) and using the orthogonal condition of the
eigenfunctions, we obtain
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+ A + z
an y " ndn €1 j Ok

nj’j »
+ = v
+ ey Jz bnjqj €, § 2,19 Q (10)
where
4 4 1
nn =nmTma+ 6+ 2 ECNBU
2 4 4 aed. Z 1
Xn =nn +n 7 [l -u"QA - 3 ecy)]
(11)

€1 = 2fu

S
o0, a0
gy = % ey + c,T)u2



Tt
23 J Pl » ot
5y S gt ]:n#J
[ n-j ntj
1 3%,
bnj=f w’n—ZldE= +7
- n
P el AL feiod 5o mldd J],n#J
(n-j)2 (n+3) ey
contd.
1
q = J Q¢ _de
o

The system of equations are coupled. However, making the following
simplifications:

(1) The terms induced by Coriolis force, ejI a;: i- are neglected.
The effects due to these terms are quite small when the flow
velocity is small compared with its critical value [10];

(2) The terms of €3I ajj q; are the coupling between odd'modes and
even modes, similar to that associated with elZ ans qj .
Since 53 is a small parameter, they are neglected;

(3) The matrix bpj has strong diagonal elements as can be seen from
Eqs. (11), and €7 is a small parameter, therefore, the off-

diagonal terms are neglected;

the equations of motion decouple and we obtain

% . o
Iy T 2cnann - ann B Qn (L2
where
2 4 4 2
Qn =n 7T +n nz [T - u2(l - % ecy) ]
(13)
i nn/(ZQn)

Recall that the dimensionless generalized force Qu(t) is random with
time. Assuming that the pressure field is homogeneous, the power
spectral demsity of the resulting line load, ¢Q (), is independent of
position along the rod, and the power spectral gensity of displacement,
¢ww’ at point £ may be shown to be

e (£10) = 00q(@) ] |1, @ |22 (0)5%(0) (14)
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where

B, () 7753

1 ]1/2
L(Q -Q ) + 4z 0 Q

V2 sin nng (15)

NG)

2 gl
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(E £',Q) is the longitudinal spatial cross- correlation function of the
forc1ng field at the particular frequency Q@ and J (2) is called the joint
acceptance of the pressure and mode concerned. The mean-square displace-
ment w- is given by

W) = J 0., (6,2)d0 (16)
o

These results are similar to those obtained by Powell [11]. The problem
left is to find the joint acceptance and power spectral density of the
pressure field.

TURBULENT-WALL-PRESSURE CROSS-POWER SPECTRAL DENSITY

The statistical properties of the wall-pressure fluctuations beneath
a turbulent boundary layer have been measured by many experimenters. The
data for the pressure statistics used in this analysis is that obtained
by Bakewell [9]. The reason for this selection is that Bakewell measured
the data on the surface of a body of revolution and in water tunnel, thus
closely approximating our case. Most of the other information has been
obtained for turbulent pipe flows [12,13] or for turbulent boundary layer
on. £lat plates [14,15,16].

Corcos [17] proposed the following expression for the cross-spectral
density of the fluctuating wall pressure

o [wx Wz | WX
\l’pp(w,x,z) = d>pp(w)A '\T' B (v—c-) cos kv—) 7

c’

where V is the mean convection velocity of the turbulent boundary layer;
X = x - x' and represents the longitudinal spatial separation between x
and x'; and Z = z - z' and represents the lateral spatial separation
between z and z'. The experimental results for V., A(wx/V), B(wz/Ve)
and °pp£w) obtained by Bakewell [9] are replotted in Figs. 2, 3, 4 and 5,
where §” is the boundary-layer displacement thickness and ®¢pp(w) has been
plotted on logarithmic paper.

L1



The convection velocity V. is a weak function of frequency. It is
higher for low frequencies and lower for high frequencies. In the calcu-
lations, it will be taken as

r =V /V=0.6+0.4 exp[-2.2(ws /V)] (18)

This expression correlates Bakewell's and Schloemer's [16] data quite
well as shown in Fig. 2. The expressions selected to represent the A and

B functions are
A(wi/vc) = exp(-0.10 ]m§/vc|)
e (19)
exp(-0.55 ,wz/VC,)

B(wE/VC)

which are shown plotted in Figs. 3 and 4. In these two figures,
Willmarth and Wooldridge's [15] data are also included for comparison.
Fig. 5 presents a comparison of the experimental data of Bakewell [9] for
a body of revolution in water flow, Clinch [13] for water pipe flow,
Willmarth and Wooldridge [15] for air flow on plate, and Skudrzyk and
Haddle phenomenological model [14]. For computational convenience, the
normalized power spectra of the pressure field (Fig. 5) are represented by

=5
QPP(f) =55 25 5 10 , S<0.2

5

(1.05 x 107°)s™ L Y P 0n2Eig e ge: (20)
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where

23] *
%p(E) = 0 (5)/o%v%s
(21)

5
S =ws /V, f = w/om

large energy density at low frequencies. The spectra measured at the
same.day with different amounts of sunlight differred by an order of
maganude. Consequently, there is a lower cut-off frequency below which
t@e signals were rejected in the measured spectra, This is important in
discussion of the rod vibration and will be explored again later.

17



RATIO OF CONVECTION VELOCITY
TO FREE STREAM VELOCITY, V¢/V
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Fig. 2. Dependence of Convection Velocity on Dimensionless
Frequency
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LONGITUDINAL CROSS-SPECTRAL
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LATERAL CROSS-SPECTRAL
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JOINT ACCEPTANCE AND POWER SPECTRA OF LINE LOAD

The statistics of the random force required is a one dimensional
line load while the power spectrum given by Eq. (17) is a two dimensional
pressure field. Therefore we have to convert the peripherally distribu-
ted pressure into a line load. This is accomplished by using Eq. (2) and
noting (Fig. 1)

z=%e (22)

The cross-spectral density of the line load q(x,t) is easily shown to be

N A (ux wx )
qu(w’x) d ¢pp(w) A \VC; cos ch: (23)
where
21 (27 -
\
X2 = % J f B\%£< cosfcos6'dede’ (24)
o ‘o c’

Employing the dimensionless parameters, given by Eqs. (4) and (21), and
substituting Eqs. (18) - (21) into Eqs. (23) and (24) we obtain

WQQ(Q,E,E ) = QQQ(Q)RQQ(Q’E’E ) (25)
and
2 1 2T (2w
Yol = Z'J J exp(-v|6 - e'|)cosecose'ded9' (26)
o o
where
0q® = 18 g3 uP0pp (@) 27
m™
Ryq(%:6,E") = exp(-0.1y[g = £"[)eos(y[e - £']) (28)
and
wd) _ (B2
v = 0,275 (v:) = 0.275 \stu)
y=2=8 (29)
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Carrying out the integral of Eq. (26), we have

3 : [ﬂ v(l—e—zw)] (30)
= 5 TR
! 2(\)2 +1) Vbl

which is shown in Fig. 6. By substitution of Eq. (28) into (15), the

integration yields

3% = F(an +y) + Far - v) (31)
n
where
exp (-0.10Y) [-0.10ysin (nm+Y) - (nnty) cos (nmty) J+nm (1+0.10y) +y
F(nnty) =

arl(artn)? + (0.101)%)

2 2
EXP(-0.low{[(0.lOYf—ﬁwtyf]cos&wty)O.20y@w¢ylsin(nﬂty)}—(O.lOY) +(nmty)
aF 2 2559

[(am+y)™ + (0.10y)7]

(32)

Using these expressions, the values of the joint acceptance were easily
calculated; plots are given for the first five modes in Fig. 7. The
physical significance of the joint acceptance is that it represents the
"effectiveness" of the pressure in exciting a mode of the rod. It will
be relatively large when the pressure correlation has a significant
contribution at the wavelength predominating in the mode concerned [ases

RESULTS
A. Qualitative Results

The parametric dependence of the solution may be expressed as
w(E) = a(a,s,a,g,s,r,ECT,ecN,u,g) (33)

0f course, other quantities of interest, such as bending stress, can also
be calculated.

Instead of presenting extensive numerical results, only a few repre-
sentative results are given. From the mathematical model, the following
qualitative conclusions may be reached:

(1) The response of the first mode dominates; the contribution from
higher modes is less than five percent. From a practical consideration,
a one-mode-approximation will give sufficient accuracy. This is consis—
tent with the experimental observation [255,6]%

(2) With the magnitude of the powef spectral density of the

pressure field proportional to the axial flow velocity cubed, as indica-
ted by available experimental results (Fig. 5), the rms rod displacement

18
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is proportional to flow velocity to the 1.5 to 3.0 power. The lower
value is for a system with a low fundamental natural frequency, hence low
Strouhal number, S, while the higher value is associated with higher
Strouhal numbers. As an approximation, we can write

= e 5

w = u y 5 % 0.2
¥« 20 0.2 <8 <3.5 (34)
Bead .8 3.5

This is based on the assumption that x2 and the joint acceptance are
constants. However, they are functions of frequency, therefore, the
exact power will depend on the parameters involved. For reactor compo-
nents it is most likely that S < 3.5, consequently the rms displacement
will be proportional to flow velocity raised to a power of 1.5 to 2.0.
It should be noted that the Strouhal number is higher for the higher
modes, the response of higher modes could vary to the 3.0 power. Since
their contribution is very small, it is of no significance in practice.

(3) The damping of the system increases linearly with the flow
velocity. The damping of nth mode is

= (35)

From the first of Eqs. (1l1) we can write

o
‘a T 20 (nno + ) (36)
n
where

n = nAWAa + 6

no
(37)

-1
N = > ecNB

For flow velocities much less than the critical velocity, @, is approxi-
mately constant and Eq. (36) is in qualitative agreement with experimental
results [5,18].

(4) The most important aspect of the problem is that the power
spectra of the pressure at lower values of Strouhal number are not known
accurately. The power spectra measured by various workers differ widely
at low Strouhal numbers (Fig. 5). This is due to the spurious distur-
bances arising in the test channels as acoustic waves [19]. It is
precisely in this lower range of Strouhal number which is of importance
to flow-induced-vibration in reactor application. This suggests the
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pressing necessity of making power-spectra measurements 1in this range of

Strouhal number.

B. Quantitative Results

Turning now to a specific numerical example, consider the following
dimencional valuess d = 0.5 ins m = 0.1675 1b/EtsiMi=R0-085 1bj/fts
E = 15 x 106 1b/in2; I = 1.28 x 1073 in; & = 36 in; V = 10 to 20 ft/sec;
this is the system of Test D in Ref. 5. These quantities lead to the
following nondimensional parameters; B = 0:58:0e = 72; u=t0-133 = 0.266.
The other parameters are unknown. Here we will assume that T = 0;
ecp = ecy = 1.0; o = 0; 6§ = 0.2; and 8§ = 0.002. The power spectra of
dimensionless rod displacements at midspan and quarter-point are shown
in Fig. 8. Due to the symmetry, the even modes do not contribute to the
midspan response. Also, these modes which are multiples of four con-
tribute little to the quarter-point response, since the quarter-point is
close to the nodal point of those modes. The rms displacement along with
the experiment data [5] are shown in Fig. 9. The experimental results
are measured at two perpendicular directions.

The theory predicts that the rms displacement is proportional to the
flow velocity with a power of 2.0 for V < 10 ft/sec and 1.5 for
V > 10 ft/sec. The general trends are in agreement with the experimental
measurements. The theoretical prediction at midspan (x = %/2) is lower
than those of experimental data. However, at quarter point (x = £/4),
the experimental data for the two directions differ considerably and the
theoretical values lie in between. In general, the theoretical results
and experimental data agree within order of magnitude. The discrepancy
might result from the following factors:

(1) The uncertainty of the parameters involved contributes to the
difference. The exact values of the parameters &, 8, o and T are not
available for this particular system. Also no experimental data are
available for estimation of ecp and ecy which makes direct quantitative

comparison difficult.

(2) When V is larger than 10 ft/sec, the Strouhal number, S, is
less than 0.2 in which dependable data for power spectra are not avail-
able. This is important when the flow velocity is large. As Willmarth
and Wooldridge [15] pointed out they obtained differences amounting to a
factor of ten from an air tunnel. In a water tunnel, the differences
might not be that large, however, there is still uncertainty associated
with the spectral density in the low range of Strouhal numbers.

(3) Acoustic and other effects can contribute to the experimental
results; the theoretical prediction is based on the turbulent-boundary-
layer pressure fluctuations only.

PARAMETER STUDY
Three different Strouhal number relationships have been utilized in

the normalization of the mean-square-value spectra, and in representation

of the eff?ctive diameter and joint acceptance associated with the random
pressure field; they are respectively
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v = 0,275 v
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Since the first-mode response is dominant, the rod will respond primarily
to frequencies in the range centered about its first natural frequency,
hence the Strouhal numbers associated with the first natural frequency

of the rod locate their respective range of effectiveness. A

parameter study allows us to define the realizable ranges on the Strouhal
numbers.

The ranges of parameters associated with our planned parallel-flow-
induced vibration experiments (these ranges are also typical of reactor
components and the environment in which they operate) are given in
Table 1. Based on the data in Table 1, the following "effective'" ranges

Table 1. Parameter Range

Parameter Range
Rod diameter, d 025 =~ 0:50 din.
Rod length, £ 364~ 48 in.

Fundamental natural frequency, £ 20 - 50 Hz
Fundamental natural frequency, w 125 - 315 rad/sec
Mean axial flow velocity, V 10 - 50 ft/sec

Mean convection velocity of
turbulent eddies, VC(VC%O.7V) 7 - 35 ft/sec

Displacement thickness, 6* 0.023 - 0.094 in.

of the Strouhal numbers are computed: (0.004 < S < 0,25),
(0.02 < v < 0.52) and (10 < y < 180). These ranges are shown on Figs. 5-
7 respectively.

From Fig. 5 it is readily observed that data in the effective range

of S are lacking. As discussed earlier, various investigators [13,15,19]
encountered measurement difficulties in making these low Strouhal number
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measurements. From Figs. 6 and 7, it is seen that curves of the
effective diameter, x, and the square of the joint acceptance ofethne
first mode, J2, can be approximated by straight lines of slopes 0.5 and
-1, respectively. The straight-line approximations on log-log paper

imply power function relationships and we obtain

x(w) = 1.3v1/2 = 0.68 (u.,d/Vc)l/2 3 0.02F<SvE<e0552 (40)

and

3 () = o.z.sfl/z = 0.45 (ma/vc)'l/2 , 10 <y < 180 (41)

Substituting Eq. (27) into Eq. (14), the mean-square-value spectral
density of displacement can be written as

e = 8 2 292
G lam e For iy ()37 (2) [Hy (@) [ 767 (8) 0pp () (42)

which assumes the first-mode is dominant. Let us further assume a
relatively lightly-damped system such that the rod is selective in
responding to frequencies near its first natural frequency. We can

now use the approximations given by Eqs. (40) and (41); substituting in
Eq. (42), the frequency dependence of the effective diameter and joint
acceptance cancels and we obtain

1.5
2

o (5,0 = 252 Fgeu® |1 (@) |22 () 8, (@) (43)

3

Within the effective range of Strouhal number, S, and considering
the effect of disturbances as discussed by Wills [19], approximate the
power spectral density of the turbulent wall pressure as

_.kz

*
A wd
@Pp(m) = k1 (_V_) (44)
where kj and k) are constants depending on the particular system flow

conditions. Substituting Eq. (44) into (43) and integrating we obtain
for rms displacement of the rod

F() = 1.73 x 107 __L o fue's
. T.50+0. 5k, €(kpetp)ein|y™
1

s _(l'kz) _(3+k2) (3+k2) (1—k2)
g2 i ek ¥ M (EI) 4 w2 gk (45)

where
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2 eC
ni=w2{1- g [T-’Mvztl-——T)]} (46)
A
1 KL

and G(kp,Zz3) is a function depending on ko and modal damping factor t1
(Fig. 10). For known system properties, the rms displacement is easily
calculated.

In typical reactor systems, the coolant velocity is relatively small
in comparison with the critical flow velocity, therefore the frequency,
91, is a weak function of V. In general, experiment has shown the
constant ky to vary from 0 to 1.0. With these observations Eq. (45) can
be expressed as

o o o o
yod 1g2yg3 (EI) 4 (47)
o = %15
a, = Eei.3:5
(48)
a3 = 1.9 2,0
u4 = =-0,75 v -1.0

This result compares favorably with the empirical correlations of
Paidoussis [6] and Burgreen et al [1] as shown in Table 2. It should be
noted that the development of their correlations are based on experimen-
tal results while Eq. (47) represents an analytical reduction of a
mathematical model. The general agreement between the theoretical pre-
diction and experimental results lends support to the validity of the
mathematical model.

»
Table 2. Comparison of Exponents with Experimental Correlations

parameters d L v EI

theory Tomiiles Zeam\i3 5 155 V2.0 50 =075 E =110

Paidoussis [6] 03353 150 332 1.85 -0.8

Burgreen [1] 077 3.1 2ed -0.77
DISCUSSION

The mathematical model has been successful in predicting most of the
essential features of parallel-flow-induced vibration: (1) the increase
of damping is proportional to the flow velocity; (2) the first mode
dominants; and (3) the rms displacement is proportional to the flow
velocity with a power of 1.5 to 2.0 for practical system.
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In design, Eq. (45) can be used to estimate the rms displacement of
a component satisfying the basic assumptions of the analysis. In general,
ky is taken as 5.25 x 10~5 according to the experimental data (Fig. 5).
The value of kj is unknown, and may be dependent on the system condi-
tions; it is taken to range from 0 to 1.

It should be noted that the model was formulated without considering
system-dependence-factors, such as pump pulsations [20], support excita-
tion, far-field effects, etc. The response obtained from the proposed
model will represent the basic level of vibration. If the other system-—
dependence excitations do exist, the vibration level is undoubtedly
increased.

In order to predict rms displacement more accurately, the experimen-
tal data for the power spectrum of turbulent-wall-pressure in the lower
range of Strouhal number is urgently needed. Although the response is
relatively insensitive to the pressure correlation [21], there is no
experimental data for the pressure statistics on the surface of the rod,
except those measured by Gorman [7] who measured the pressure difference
at two points diametrically opposite. Therefore the measurements of the
pressure-field correlation on the rod surface are helpful in assessing
the selected values used in this model. Of course, the measurements of
the other parameters, such as the drag coefficients, are also required
in order to make an analytical prediction more accurately.
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DISCUSSION

G. M. Smith (U, of Nebraska): What is the significance of the minus
sign on the exponent of the flexural rigidity?

Chen: If the flexural rigidity is increased, then the vibration
level decreases, and vice versa.

Smith: I see.

G. S. Rosenberg (ANL): I think that one characteristic coming out of
this study may be somewhat different from the kind of thing that Grossman
described. There was presumably one program under the stands, I don't
think there is going to be one acoustic excitation vibration or boundary-
layer excitation vibration study going on at a time.

I further hope we don't make the seemingly embarassing but erroneous
comparison between the time scales necessary for the detailed and reliable
understanding of the range of phenomena considered here and the nine-year
period between controlled fission and production of power from fission.
(See Grossman's Opening Remarks.) It is not at all uncommon for the ef-
forts to produce refinements to exceed, by far, the efforts to demonstrate
concepts. Enough philosophy, for now.

»

I think, however, you'll see some of the relationships between the
separate studies pretty soon., I gather that at least one consideration
will be given to the way in which dumping energy into the supports in-
fluences the response.
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EXPERIMENTAL DETERMINATION AND ANALYSIS OF VIBRATIONS
INDUCED BY THE NEAR-FIELD FLOW NOISE IN TUBES
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ABSTRACT

Boundary layer turbulence as a source of
excitation in single phase parallel coolant flow
as well as the near field and acoustic field
components of this flow noise are considered in
this work.

The mid-span response of a tube excited by
the near-field component of boundary layer turbulence
is determined experimentally.

Results show that only the fundamental mode of
the tube is excited. The RMS response predicted by
the boundary layer turbulence wall pressure corre-
lation is found to be of the same order of magnitude
as the measured RMS response.

However, the maximum amplitude predicted by
Paidoussis' empirical correlation is a factor of
b to 15 times greater than the measured RMS response.
The near field component of boundary layer turbu-
lence thus appears not to be very important under
conditions in which its empirical correlation has
been found to apply.
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INTRODUCTION

In a nuclear reactor, fuel rod and fuel assembly vibra-
tions due to parallel coolant flow can cause fatigue failure
of components, wear, and reactivity fluctuations, and set an
upper limit on coolant flow velocity.

Single rod and fuel-assembly vibrations da'czall_5 have
been empirically correlated by many investigatorsl-%. The
latest correlation due to Paidoussisl has been found to apply
satisfactorily to a wide variety of experimental data’,1l
Paidoussis empirical correlation was derived by dimensional
analysis from an equation of motion of the vibrating rod. The
forcing function used in his analysis was not clearly defined
and effects associated with damping were not explicitly ac-
counted for in the correlation.

Assuming boundary layer turbulence as the forcing function
and using the correlation function for the fluctuating pressure
at the wall in a turbulent boundary layer as described by
Corcoslh and BakewelllS, Reavis® derived the fundamental
mode RMS response of a pinned beam. A comparison of the re-
ported data 1-5 with his predicted RMS response revealed that
the reported maximum displacement ranged from 3.5 times the
predicted RMS response for small hydraulic diameters to 420
times the predicted response for large hydraulic diameters.
Taking the uncertainties in the reported data 1=D8Hte account,
the discrepancies between the reported data and his predicted
response thus appeared too large to be satisfactorily accounted
for by the forcing function used in Reavis® analysis.

The present work was carried oyt to determine experimen-
tally the contribution of only the near field boundary layer
noise to parallel flow induced vibrations. The apparatus was
carefully designed to eliminate all other far-field external
noises and thus bring-out the relative importance of the two
types of noise in vibrations of structures.

FORCED VIBRATIONS INDUCED BY SINGLE PHASE PARALLEL FLOW NOISE

Equation of Motion

The equation of motion of a cylindrical rod, execited by
single phase parallel flow noise is given by the equation

2

=

et g Dl e I O e N | (1)
ot 9x ot 2
9x ot
in which M = mass of rod per unit length
EI = rod flexural rigidity
m = virtual mass per unit length

=i5)



mean velocity of flow

V =
C = structural viscous damping constant
y = displacement at the axial distance x from one
end of the rod ;
F(x,t) = lateral forcing function per unit length of rod?

the effects due to tension and axial trdes
se drag force on the rod have
arises from the

In this equation,
tional force as well as transver

been neglected. The term m(%? 2z V%;)zy

motion of the virtual mass of fluid associated with the vibra-
ting rod.
The same equation (1) represents the equation of motion of
R e Pl owing Tnsdde dit. | The bermTiio I, V§_)2
Yy
ot Do
in this case arises from the transverse motion of the mass of
fluid per unit length inside the tube.

At sufficiently high mean velocity of flow and Bt =0k
the free vibrations described by equation (1) exhibits static
and dynamic instabilities. These instabilities, 1n thencaseNos
a cylindrical rod surrounded by axial flow are considered by
Paidoussisl9 while those exhibited by a tube with internal flow
are discussed by Housner20 and Harold?l. The experiment des-
cribed by this paper was limited to low velocities to exclude
such instabilities.

The forcing function, F(x,t), in equation (1) is the lat-
eral force per unit length exerted on the rod due to the pres-
sure fluctuations at the surface of the rod. This forcing
function depends on the flow conditions as well as the vibra-
tions of structures in contact with the fluid. In general,
there are three sources that contribute to the pressure
fluctuations.

First, the turbulence generated by the dynamics of the
fluid set up fluctuating stresses in the fluid and these result
in a fluctuating pressure field7,8,22, Secondly, the vibra-
tions of structures in contact with the fluid result in the
radiation of a pressure fieldl2,22, Thirdly, the pressure
field radiated by the dynamics of either the fluid or struc-
tures in contact with the fluid has a near field component as
well as a far (acoustic) field component9,22. Thus, the
acous?ic pressure field component associated with processes
occuring far from the vibrating rod may be transmitted at the

velocity of sound through the fluid medium to the surface of
the rod.

K Vhen the vibrating rod forms part of a closed loop flow
circuit, such as the primary coolant loop of a nuclear reactor,
sourceg of acoustic noise in the entire coolant circuit must be
taken into account. In flow circuits, with high velocity water,
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some of the important processes which contribute to the
acoustic pressure field are

1. Turbulence generated by sharp bends and sudden section
transitions.

Vortex shedding over submerged objects

. Boundary layer turbulence.

Flow pulsations caused by pumps.

. Other vibrating structures in contact with the fluid.
Coupling of the pressure fluctuations in a turbulent
geurce of Tlow to the flow eircuit.

AN\ W

EXPERIMENTAL WORK
Introduction

In all of the reported parallel flow experimental studies
in the literature, boundary layer noise was always present and
in addition all the other sources of single phase flow noise
were also present in varying relative strengths. This experi-
mental work was not aimed at developing vibration response
prediction correlation for this complex situation. Rather,
interest was focused on the response of a system excited by
boundary layer noise only. Furthermore, the study was limited
to the effects of the near field component only of boundary
layer noise so as to determine the relative importance of this
noise. The net effect of the acoustic field component of the
boundary layer noise depends on a larger number of factors and
so should be studied at a later stage. For instance, the
larger the hydraulic diameter of the flow field for a given
Reynolds Number, the larger is the effective acoustic noise
radiation volume; the nature of thesboundary of the flow field
influences both the spatial and frequency pattern of the pres-
sure waves that are set up; and the relative spatial location
of the vibrating structure in the pressure field influences
the net force exerted on the structure.

Object of the Experimental Work

For forcing functions that are random, the root-mean-square
response is a more appropriate response to determine rather
than the maximum displacement as reported in other experimental
data; the mode of response is also of interest to know since
most investigators agree that only the fundamental mode of
vibration is dominant. These two pieces of information may be
extracted from the power spectral density curve of the response.

The object of the experimental work was to obtain the power
spectral density curve of the mid-span displacement of a long
thin tube with turbulent flow of water inside it, and to com-
pare the mid-span RMS response with that response predicted by
presently available boundary layer wall pressure correlation.
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Equipment and Procedure

A schematic diagram of the experimental apparatus is shown
in Figure 1. It was designed to reduce sources and ?ffects (oo
the acoustic field component of single phase flow noise to the
sudden section transitions, and sharp bends

minimum. Pumps, e 2
The source of excitation

were eliminated from the test loop. [
in this experiment was primarily the near field component of

boundary layer noise.

Water for the tests was provided by a galvanized tank, 2
feet in diameter, 5 feet long, a capacity of 120 gallons, and
pressurized by a bottle of compressed air. Veloecity of the
water through the test section was varied by regulating the
constant pressure maintained in the tank.

The test section was the middle portion of a stainless
steel tube of an outside diameter of 0.250 inches, a wall
thickness of 0.010 inches, and a length of 6 feet. The tube
was supported vertically by two precision single row radial
ball bearings of an inside diameter of 0.250 inches and at-
tached permanently to the tube so that the separation between
them was exactly 5 feet and 9 inches.

The test section was connected to the tank through a vibra-
tion isolating joint and a conical reducer as shown in Figure 2.
The conical reducer had a smooth conical bore of cone half
angle of 19 degrees, a diameter at the large cone end of 3
inches and a diameter at the small end of 0.230 inches. This
construction reduced the likelihood of generating turbulence
upstream of the test section to the minimum.

The lower end of the test section was fitted with a L5 inch
long polyethylene tube whose lower end was about 2 inches above
the bottom of a collecting tank. The collecting tank rested
on two coils of flexible rubber hose, which acted as a shock
absorber to damp out any fluctuating momentum flux on the col-
lecting tank. The mid-span vibrations were measured using an
oPtical transducer and an amplification system. Schematic
diagrams of the transducer and the amplification system are
shown in Figures 3 and L respectively.

: Referring to Figtre §3, tthe phototube was Placed inside s
sh}eld which had 1/8 inch diameter slit. The light source
emitted a nearly isotropic beam of light through an 1/8 inch
Square slit. The light source ang the shield were positioned

irom t?e rath of the light beam, a certain amount of light was
iansmltted ?hr?ugh Che sl ity P e shield; the phototube was
sa:cigcvgll inside the shielgd s0 that all this amount of light
allowedltent :n the phototube active face. When the tube was
i O return to the freely hanging position, the phototube
D current was reduced to about one half. Small displace-
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ments of the tube from this equilibrium position were found to
be linear with changes in the output current.

Referring to the schematic diagram of the amplification
system of Figure L4, the biasing current was used to remove the
large d.c. component of the phototube output current. The
feedback gain of the operational amplifier was adjusted so that
0.001 inch displacement of the tube produced approximately
T volts change in the amplifier output voltage.

The recorded signal was analyzed using the power spectral
analysis system shown schematically in Figure 5. A typical
power spectral density curve obtained is as shown in Figure 6.
The fundamental mode frequency of the tube was calculated and
found to be 9.6k4 cycles/sec. The results showed there was no
response beyond 15 cycles/sec. at either the mid-span or
quarter-point of the tube, and hence only the fundamental mode
of the tube was excited.

The shape of the power spectral density curve about the
fundamental mode frequency was due largely to the finite fre-
quency band-width of the analyzer's filter. The narrowest band
width available was Af = 5 cps. By playing back the recorded
signal at four times the recording speed, it was possible to
reduce the effective band width to Af = 1.25 cps. Further
effects of the finite band width of the filter were eliminated
by normalizing the area under the power spectral density curve
with respect to the area obtained for a sine wave of known RMS
value. The measured RMS deflection was deduced from the
normalized area under the power spectral density curve.

Discussion of Results *

The results of the experiment are summarized in Table 1.
The measured experimental RMS response and the corresponding
response predicted by Reavis' expression® are given in Table 2
for comparison; the maximum amplitudes predicted by Paidoussis'
revised expressionl with K = 1 are also given in Table 2.

The correlations due to Reavis and Paidoussis apply to the
vibrations of a rod surrounded by external flow. In this work,
a tube with internal flow was found to be experimentally con-
venient. Although equation (1) has been shown to apply to
either a rod or a tube with internal flow under the approxima-
tions stated, there are two important aspects in which dif-
ferences may be expected between external and internal flows.

First, the near field boundary layer noise experienced by
an infinitely rigid tube due to internal flow will be similar
to the corresponding flow noise exerted on an infinitely rigid
eylindrical rod of diameter equal to the bore of the tubel7,18,
If the rod and tube are not infinitely rigid, then differences
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in the fluctuating pressure field may be‘expected du?btot?lr—
culation generated by the transverse motion ?f the vibrating
structure 23. However under conditions of high mean flow
velocities but small amplitude and low freguency transv?rse
vibrations as in this experiment, circulation effects will be

negligible.

Secondly, the forces exerted on the vibrgting structu?e by
the transverse motion of the mean flow are, in gen?ral, dif-
ferent. 1In external flow only, the transverse motion results
in dissipative drag force exerted on the vibrating rod-—-~7, :
though such transverse drag force is not expected to hav§ sig-
nificant effects for small amplitude and low frequency vibra-
tions with moderate damping. The second term of equation (L))

namely
2 z 2
Lles 34,2 _ 3%y vyo&x¥ , y2ox (2
igrt Vgl y s % T Cnb e U T )

represents the inertia forces generated by the transverse
motion of the mean flow, m being equal to either the virtual
mass associated with the vibrating rod for external flowl9, or
the mass per unit length inside the tube20, The term omy 821'
9x0t
is the inertia force associated with the Coriolis acceleration
of the mean flow and its effect is different for external and

internal flows. Its influence can be understood by rewriting
equation (1) in a form where 321 is considered as an ex-
¥ 9x0t

ternal force as done by Housner20,

For external flow, the inertia forces exerted by the
virtual mass are conservative19; but: for dinternal £low: thetnet
effect of the Coriolis acceleration force may be nonconserva-
tive depending on the shape assumed by the vibrating tube.

In the study of a similar problem of articulated pipes
conveying fluid, Benjamin?3 noted that if the free end of the
pipe was permitted to move transversely to the direction of
the mean flow, the hydrodynamic forces on the pipe were non-
conversative. Housner20 shows that if the shape of a mode of
a tube with both ends supported is symmetrical about the mid-
point of the tube and the Coriolis acceleration force anti-
symmetrical, the latter force does no work on that mode. In
particular, if only the fundamental mode of the tube is excited
and the mode shape y(x,t) and its first spatial derivative
satisfy the relationship

3y (x t)

= = Cy(x t) (3)
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in Yhich C1 is either a positive constant or a weakly varying
positive function of x such that both y(x,t) and 9y(x t
X

are symmetrical about the mid-point of the tube, then the Co-
riolis acceleration force is of the nature of a damping force.

The damping effect of the mean flow on the fundamental
mode vibrations of a simply supported pipe with internal flow
was observed experimentally by Harold22; a similar damping
effect was observed in this experiment. Thus, treating the
mixed-derivative Coriolis acceleration term as an external
damping force on the tube, the fundamental mode variation of
a tube with internal flow will be expected to be similar to
the corresponding mode vibration of a rod surrounded by axial
flow.

Referring to Table 2, the results show that the measured
RMS response is within 50% of the response predicted by Reavis'
expression® derived from boundary layer theory. This agree-
ment was expected: the boundary layer forcing function used
by Reavis to derive his expression has been found to apply
satisfactorily to experimental data with water as well as
airlT,1 , and his assumption that only the fundamental mode of
the tube is excited as been borne out by the experimental
results.

The calculated maximum amplitudes using Paidoussis' empir-
ical correlation are within a factor of 24 of the experimental
RMS response. Good agreement was not expected for several
reasons. First, the difference in the experimental set up and
the lack of far field noise 1in the present work make the
forcing conditions different. The noise level in the present
work is comparatively low. Secondlp, the damping ratio which
is an important physical quantity is absent from his empirical
correlation. The effective damping in this experiment was
considerably greater than the structural damping expected in
the structures of the reported datal->, Assuming the depend-
ence of vibration amplitude on the damping ratio as it appears
in Reavis' expression®, it is estimated that the increased
damping may contribute by a factor of 4 to the discrepancy.
Thirdly, for forcing functions that are random, there is no
simple exact relationship between the RMS response and the
maximum amplitude. If reasonable corrections are made for
the second and third observations, his corresponding RMS
response would be a factor of 4 to 15 times the measured
response. The near field boundary layer noise thus appears
not to be very important under the conditions his empirical
correlation has been found to apply satisfactorily.

CONCLUSIONS

The results show that only the fundamental mode response of
the tube was excited. This finding confirms other investiga-
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conclusion that for parallel flow induced vibratiﬁgg

tioxs! C b
1 rods, the fundamental mode response 1s dominant

in fue

The results also show good agreement with the RMS response
predicted by Reavis® expression derived from ?ounda?y lay§r
theory. The calculated maximum amplitudes using Paidoussis
empirical correlation are within a factor of 4 to 15 of the
experimental result. This large factor discrepancy suggests
that the near field boundary layer flow noise does not make
a very significant contribution to the parallel flow induced
vibrations under the conditions Paidoussis empirical correla-
tion has been found to apply satisfactorily.

As a general observation, the acoustic noise, which is
present in most experimental work reported previously, makes
an important contribution to the amplitude of the vibrations
in the structures. This is because the relatively long wave
length (inch to feet) of this noise results in large net
resultant forces applied to the vibrating structure. This
acoustic noise is not only produced in the test section, but
mostly at the inlet and outlet of the section and also in the
outside loop. Experimental data reported should therefore
attempt to clearly separate the inherent and characteristic
far-field noise caused by the loop and the one generated in
the test section. Because of its importance, a greater
emphasis in future work should be given to the far-field noise
and an attempt should be made to characterize the noise for a
well specified flow system.

Table 1. Experimental Results

Run 1 2 3 L 5
Mean Pressure in Tank(psi) 233 162.5 Q2T 5 102.5+ 8.5
Flow Velocity(ft/sec) 531 48.8 Ly.3 39.4 S
Voltage/0.001 in. defl. 6.25 7.00 Tl Mo 00T TS

=3 5 0.503 0.486 0.433 0.k2 L
Measured § (10 . 42150303
€¢ ®Rus =l 20.100 *0.100 *0.090 *0.080 *0.070

¢ Table 2. A Comparison of the Experimental Results
With RMS Deflection Predicted by Reavis® and Maximum Ampli-
tude Predicted by Paidoussisi.

Run 1 2 3 L D

Flow Velocity(ft/sec) 530 48.8 Ly.3 39.4 <Hiihale)

Experimentald (10_3 i et 0 4B 2 A
RMS ) %5300 %0l100 *0.090 *0.080 *o.970

)

6RMS (Reavis (1073 in) 0.416 0.403 0.312 0.270 0.252

2 M | -
S pax (Paidoussis™) (1073in) 12.8 12.6 12.3 i, 8o Sga e
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DISCUSSION
P. A, Lowe (Westinghouse-Bettis): I have a couple of questions, I

s - :
dlqn t understand whether in the Reavis correlation you were using the high-
noise or the low-noise correlation to compare your results,

Fenech: We used a high-noise correlation.

?owg: Okay. Then I was wondering about the applicability of the
correlation, if you had flow inside of a tube and, I believe, Reavis' and

:::e:aldoussis' experimental results are for flow around the outside of
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Fenech: We have sorted this out very clearly in our paper and didn't
want to go into the sort of complicated mathematics this would require. We
realize that in most cases flow inside tubes would be different from flow
outside tubes as far as vibrations are concerned. In the case at hand,
the differences are mostly due to the viscous friction in the transverse
direction to the flow; that is, when the tube is vibrating perpendicularly
to the flow of the liquid. The frequency measured is very low, about nine
cycles per second in the shell, These differences due to transverse fric-
tions are negligible., The other effect which is due to the convection
effect has been accounted for; that is, we corrected the Reavis correlation
to account for the different situations between inside and outside flow.

M. W. Wambsganss (ANL): I'm in general agreement with your conclu-
sions; however, I would like to clear up one point. I think in your
opening remarks you suggested that Dr., Chen's theory was in agreement with
Paidoussis' correlation, This is not what Dr, Chen was implying. In fact,
if you compare the two, I think Paidoussis would probably be an order of
magnitude or two greater. The comparison at the end of Dr. Chen's paper
was the result of a parameter study which showed that he was in agreement
with the way the parameters varied, but not in the overall magnitude.

Fenech: I didn't understand that part of Chen's paper and I'm glad
that point has been resolved.

G, S. Rosenberg (ANL): I think the agreement that Chen found had to
do with the functional form rather than with the ultimate numerical value,
but in the context of the last slide you displayed what seems interesting
is that there didn't appear to be any great disparity in the functional
relations. For the way in which the displacements change with flow veloci-
ty including your experiments, Reavis' correlation or Paidoussis' correla-
tion, it seemed that there is simply a systematic gross translation of the
curve, If true, this means that a possibility for scaling is near.

Fenech: I agree with your statement, I"am personally worried about
the acoustic noise produced outside, in the experimental loop, and propa-
gated into the experimental test tube, This noise is usually of very long
wavelength and, although its amplitude may not be high, because of the
high wavelength, its effectiveness on the amplitude of the vibration of
the tube would be greater than the nearfield noise.

Lowe: I might add one more comment about Paidoussis' work. I have
just been looking at it, and he recently reissued his correlation and the
amplitudes have increased by maybe 25 times. You indicated they were
already too large.

Fenech: I wish either he or Reavis would be here to justify such
action,.

J. C. Simonis (Babcock & Wilcox): In comparing your studies, say,
your study and Paidoussis' study, I wondered if you had looked at peak-to-
peak amplitudes, or maximum displacements as apparently Paidoussis had.

Do they agree when you look at them in this light any better than when you
look at them in terms of the rms value?
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We feel that when we talk about vibration induced by.statistl-

like nearfield noise, the maximum amplitude is @eanlngless
because you always find there is a probability.that you are g01ng'todhaye
an infinite displacement. Therefore, the meaning of maximum amplitude is
somewhat ill-defined. We did do some correction to try'to brgach a gap
between our measurement of the displacement and the maximum dlsplacewent
calculated by Paidoussis., And I think we did this using the correct%on
that you have between the maximum and the rms for a sine wave, or th1§ sort
of thing. I think that brought in a factor of about &, but.we are still
off with Paidoussis by a good factor of about 25, after making this ad-
justment between rms and maximum,

Fenech:
cal phenomena,

Simonis: So then you are saying that even if you'd go ahead and look
at your peak-to-peak values, you are still off.

Fenech: Well, when we adjust the maximum Paidoussis value to an rms
value, and compare our rms values with those of Paidoussis, we are still

off by a factor of 25 or so.

E. Kiss (GE-San Jose): I'm troubled by a question that was asked be-
fore--the difference between flow internal to a tube and flow external to
it, I haven't seen your paper, so I can't know what's in it, but it seems
to me there is a fundamental difference between internal and external flow.
That is, in internal flow you don't have a chance for crossflow. I wonder
if you'd comment on this--crossflow as an exciting mechanism?

Fenech: Essentially that was contained in my answer to Dr. Lowe,
That is, at low frequencies, which is the case in our experiment (9.67
cycles per second), the effect of the viscous force on the tube due to
crossflow is insignificant compared with the force due to flow of liquid
longitudinally to the tube, whether it's inside or outside. If the fre-
quency were of the order of 500 or 1000 cps, then I would think that the
correction for crossflow would be significant, but not in the low frequency
range we had,

B. L. Boers (ANL): I was wondering if you had compared your data to
that taken at IIT by Clinch, where he used a loop which had flow interior
to the tube, He was also very careful to eliminate extraneous vibrations,

Fenech: No, we haven't done this for the simple reason that we didn't

know about this result when we did our work. There is a possibility that
we will do this in the future,
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ABSTRACT

A method for calculating the probable response of a rod to pressure
fluctuations on its surface is shown in detail. The random pressure
field which acts on the surface of the rod is assumed to be similar to
the pressure fields which have been measured on flat plates in wind
tunnels. The mathematical model for a rod in parallel flow which is
used in the calculations is based on Bernoulli-Euler beam theory and
includes viscous damping. The results are presented in a series of
figures which expose the influence of variou$ parameters on the rod
response.

INTRODUCTION

The general problem of flow-induced vibration is obviously quite
complicated. The crux of the problem seems to exist in describing the
interaction between the motion of the structure and the fluid forces
which act on the surface of the structure. For some problems, such as
rods in parallel flow, it seems logical to assess the effects of the
interaction by first assuming that no interaction exists. If the
structural response, measured experimentally, cannot be satisfactorily
described analytically as a response to fluid forces which are assumed
to be unaffected by the motion of the structure, then the effects of
interaction must be included in the analysis.

However, exclusion of the interaction between motion of the structure
and surface forces does not result in an effortless calculation.
Numerous papers have been published on the response of plates to turbulent
pressure fields. The most recent paper (1) refers to but a few of them.
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Clinch (2) has calculated the response of the wall ofladpipefto ;::bulent
i ith experimental data for
d obtains very good agreement wi i
iigzaa:d gigher modes of shell vibration. Reavis (3) has presgnted a
methog for calculating the response of a rod to turbu}ent bounfary
layer pressure fluctuations which elimina?es the requirement of a
laige digital computer but which is restricted to the fundaginta}s
i i he identical problem i
ode of response. In this paper, t ; 1
:g?szggezcept that no assumptions are made which restrict the results to
the fundamental mode of vibration. A digital computer is used to explore
the effects of various parameters on the response of the rod to turbulent

water flow.

ANALYSIS

The response of a simply-supported rod to boundary layer pressure
fluctuations can be expressed in the form of the cross-spectral density
function, ¥ . (x,x’w) and its integral over-all frequencies, the mean-
square value, 'z&,xq . It can be shown (4) that §YY and ?2 take on
the following form.

§YY (xx’w)= EZZ Z sin% sin%"l Hm(w) Hn*(w)

L (€))

L
Fff(;‘-;', ﬁ-ﬂ:u)sinmlf‘;sin%i dsds'dnd g’
9600

=23

Yolx) = Jiw (x x’ w) dw (2
0

where Hn(u) is the frequency response function for the simply-supported

rod, and & (5,7,w) is the Ccross-spectral density function of the
random pressure field.

In the calculations, the following expression for Hnﬁu)was used (5).

4 i k D2 2 2 ; =1
H W= (1] |1 3%14%“,_ (2) + i2s(e) )
where o (&
S
An: nf
a%f: A;ﬁ%&;
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It is postulated that the random pressure field acts on only one
side of the rod and can be described by Corcos' (6) analytical expression
for § § N,w) . The cross-spectral density function, as proposed by
Corcos, 1s separable into its rectangular Cartesian spatial coordinates.
Corcos proposes that

4 olsl| glelnl) oo (- ws
§Pf(g'n'w)— ¢ (w) /\( uc) B( uc) cp(t uc (4)

where ¢(w)is the spectral density function for the pressure fluctuations,

Ngl

A ( is the amplitude function for § in the longitudinal
%&ownstream) direction, and

B Jﬁlﬂl is the amplitude function for § in the lateral (cross-

sfieam) direction.

It is interesting to note that the cross-spectral density function
in the lateral direction is real, namely

& wln| (
§P[’(0'77’°’) ¢ (w) 8( U, ) 5)

while in the longitudinal direction, the cross-spectrum is

W)= blw) (A 2lsl) exp (i w5 o
B, (5,0,0)= b )(A uc)ep( uc

In general, cross-spectral densities are complex functions.
»

The spectral density of the wall pressure was obtained by drawing a

straight line, fitted by eye, through data points plotted in Figure 2 of
reference (6). The expression used is

hz _’£
(ws(ws)Z <w5)<10
u el g 2ml )
b(w) =
ws 0
0 ) (Zwu) =

The cut-off frequency, (7}&;5 = 10, is somewhat arbitragy, although the
data indicate a sharp drop in spectral density beyond(iﬁu) = 10.
However, it was found that the frequency limit was never reached in the
calculations.
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The shearing stress at the wall, T, , is calculated from well-
known facts of the turbulent boundary layer 070 )

g e (8)
ey -

A= 20 1oy (Re/x)-0.8 ©

Equation (9) is the famous von Karman-Prandtl universal law of friction
and has been verified for Reynolds number up to 3.4 x 10°. The largest
value of Re used in the calculations is 3.1 x 10°. In order to
evaluate A by means of equation (9), the Blasius formula was used to
begin the iteration process in the calculations.

£

A = 10316 Re_ (10)

By itself, equation (10) is accurate up to Re = 1 x 10° and so the
iteration procedure was quite short (to 1% accuracy) for values of
Reynolds number below 1 x 10°.

Willmarth and Roos (8) have fitted curves through data reported by
Corcos (9) to determine the amplitude functions A and B of equation (4).
The results are

Al) = exp (-01145 1¥1) + 0.1145 [yl exp(-2.5 1) oh
B (8) = 0155 exp(-0.092 lgl) + 0.70 exp (-0759 |g] )
+0.145 exp (-210 lol) + 093 g exp(_q‘o lal) (12)
where = —% and g = LJZ_
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Finally, the convection speed of the random pressure field was
determined by using published data and fitting lines through the data
points. [Figure 9, reference (6)].

0.9 - 0.0 L5 ws < 3
Me - Errlioes B
| etk (13)
0.1 L g
! 2nu
Since the largest non-dimensional frequency used in the calculations was
WS = 2,81, the point of discontinuity was never exceeded.

2ru

The spectral density and mean-square value of the rod displacement,
equation (1) and (2) respectively, were evaluated using a digital
computer. The first attempts at digital analysis of the problem used
an excessive amount of machine time. Consequently, the double integrals
over the length and diameter of the rod were evaluated in closed form.
Since the results of the integrations are quite lengthy, only the
general procedure followed is presented.

By substituting equation (4) into equation (1), the following
expression is obtained:

oo oo |1
§ (xx W) = %ZZsmm"x&nm w)H w)lb(m)g A“’gs
d (14)
DD
CJ(P(L ﬂ(%il)smf-stn"“s dgds’ o\’]dﬁ
c

The portion of & which is the double 1ntegral over the length
of the rod, DIL, is written as follows:

w(S §
Bl s

sm&gﬁ_;i'))sinms_g_ sin"_ti' dgdg +

wS

L
DIL= ||e™®

sin MUE gin M5 dsds’ 4+
)' L L

0

45 i‘ﬂﬁ_l

([

)s.nmcs a5 dsd’ +

(15)

w -

'Zslﬁ%‘)lsm(- w(§-§7) )sm m‘L‘é sin n{r.g dgdsg’

C

O(__—H
oﬁc‘_,_ﬁ:
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The introduction of absolute value signs toSFhe a:ﬁznggzn:fi:h:n
i i i oted. ince
i s in the above expression is n ‘ t :
gsz;nguzzz?on the net effect is a mathematical convenience for setting
’

up the integration of the real part of DIL.

The integrands in the double integrals of DIL can Pe written zi;?zut
the absolute values and integrated. For example, the first term o
becomes

L §

& g/' ’ ’ ’
e“gsingig wy¥s |e sin g §” cos ¥s ds'ds  +

’

=% §

L gl
e’o(igs(n@;lg sin ¥ § Je“ﬂgsinpzé' sinys” dg’ds +
0
s ’
jea sings wsyg dgds’ +
)

L ’
- 5, 7 ’
1 Y
- SINBS cos V§
0

’

L

. 3 3
Jeﬁgsin‘szg' sinyg’ e%® sin@ig sinys dsds (16)
0

(o)

where o¢ = {145 @ = mi = NN = W
riiluc,ﬁlL,QZL,Yuc

The second term in DIL, expanded in the same way as the first term,
results in eight integrable terms.

The integration of the expanded terms is carried out by direct
methods and with the help of a table of integrals. Although the
integration process is not difficult, it is a tedious one.

The imaginary part of DIL was not evaluated. This restricts the
solution of equation (14) to cases in which m = n. That is, the cross-
spectral densities between different modes of vibration were not
calculated. Note that for M =mn, the imaginary part of DIL is zero due
to the fact that the sine function is odd with respect to its argument.
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The value of DIL down to a few simple, single integrals is as
follows for m = n:

L
DIL = A(_‘i—) + 8 e-"‘gsinég cosys ds +

|5
CS sinp§ siny§ dg + D £e sm@s ws¥sdg +
[0}

0

0

ESSC sin@s sin3§ d§+F Pong < sinps cos ¥ dg +
o]
s 5

GJ iy smeg smbgds + H(%) (17)
0

where o=l LI L B =mmw =S
1 uc ) 2 2‘ ) 6 L 9 X u

c
and A through H are constants containing the above four constants.

Returning to equation (14), the portion of §yy which contains the
double integral over the diameter of the rod, DID, is written as follows:

784 wl-7] - 2at, @221
Ue Ue

DD
wl 7l
DID= A55 e +.7e y.145¢ +
00

-4.0 ,(‘iJM

/ uC /
M _%2:211 € dndn (18)

The procedure and results of the integration of DIL and DID were
checked carefully. Skepticism in regards to the accuracy of the results

persisted until the value of & _ (x x,w) calculated by using the
"exact'' method checked with thodé obtalned by the slower digital method.

It was found that the FORTRAN IV program for the "exact'" solution was
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12-1/2 times as fast as the digital integration program. Consequently,

more extensive calculations were possible.

RESULTS

The results of the computer calculations are plotted in Figures 1
and 2.

Figure 1 is a series of plots showing the variation'of root-
mean-square displacement with a) water velocity, b) bending modulus,
c) critical damping ratio, and d) rod natural frequency. Table 1
shows the rod response at the mid-point and quarter-point of the rod
for the first three modes of vibration. All of the rms values have
been divided by 32.4 mils which is the calculated response for the
following case: U = 30 ft/sec., § = 0.05, fo =-15:Hz.

EI = 200 1bg-ft?.

TABLE 1 NORMALIZED DISPLACEMENT AT MID-
AND QUARTER-POINTS FOR FIRST
THREE MODES OF VIBRATION

Mode No. Normalized Displacement
Mid-Point Quarter-Point
1 1.000 0.707
2 0 0.0475
3 0.0078 0.0056
Total 1.0078 0.760

Figure (2) is a series of plots which shows the variation of
the normalized spectrum of rod response with a) water velocity,
b) bending modulus, c) critical damping ratio, and d) rod natural
frequency. Only the first mode response at x/L = 1/2 was calculated
for the preceding plots. The higher mode response as well as displace-
ment at x/L = 1/4, 3/4 is shown in a separate plot d). All of the
spectra have been normalized to unit mean square value.
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The following parameters were assigned the values shown:

s = 0,125 ft,

€ = 1.936 slugs/ft3 (H,0 at 70° F.)

7Y = 1,06 x 1075 ft2/sec. (H,0 at 70°F.)
T

D = 0.0416 ft.

E = 4.32 x 102 1b/ft2

The results show a strong dependence of rod displacement on water
velocity. The slope of the line in Figure 1 (a) is approximately = 2.
Also, the calculated displacement is inversely proportional to the
bending modulus. Damping and natural frequency appear to play secondary
roles in determining the rod response, at least over the ranges
explained for these parameters. According to the calculations, higher
mode response to turbulent boundary layer excitation is quite small.

It can be mentioned that the variation in rod response with damping
is in agreement with the results for a single degree of freedom system
excited by white noise (4).

The spectra show the relative frequency distribution of the
mean square rod displacement. It is interesting to note the shifts
in the spectrum due to changes in water velocity and rod damping.
The spectra for increasing water velocity show a relative decrease in
the lowest frequencies with increasing fluid velocity, and the results
for increased damping show a flattening and broadening of the peak at
the rod natural frequency, as one would expect. Also, the spectra
for increasing rod natural frequency show a relative increase in the
portion of the spectra just below the resonance peak. This result
indicates that the excitation spectrum begins to drop in power density
within the frequency range through which the rod natural frequencies
were varied.

CONCLUSION

It has been shown that the response of rods to a random pressure
field can be calculated provided that certain statistical descriptions
of the pressure field are known. Also, no approximations are necessary
in the calculational process (other than standard methods of numerical
analysis) provided that the analytical expressions which describe the
pressure field lend themselves to closed form integration over the
space variables. It should be mentioned that Bakewell (10) has
measured the pressure field on a body of revolution in water and has
reported results which indicate the pressure field is similar to air

2]



at plates and in pipes. However, the reader mus t
ﬁig:;igvziozldedgcing that the descript1op of the pressure g}eig :::gn
in the present analysis, accurately describes th? pressure 1§ns - beg
on a rod in parallel water flow. Among otber things, %: reyg gl o5
shown that the instantaneous pressures act}ng on opposite s1°e Sl
cross-section of a rod, are stat15t1call¥ independent or unc T e .
In general, it can be said that the precise measu?ements require Ao
assess the response of structures t9 the highly d1sturbeg f}ows :.mt .
exist in nuclear reactors do not exist. .Consequently, the 1nvesd1ga o
who desires to carry out an exercise similar to the one presente
must take great liberties with the information preseptly av§1lab1e.

An additional paper which may prove useful toward this end is that of
Schloemer (11) who has assessed the effects of pressure gradients on

wall pressure fluctuations in air flows.
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DISCUSSION
G. H. Toebes (Purdue U.,): 1In order to get the picture clear, what you

did essentially is to compute the response of a strip, a flat strip, loaded
on one side, which is rather different from the rod case.

Kanazawa: Right. That is somewhat misleading in that I said a rod,
although it's a matter of conjecture as to how you should warp the measured
pressure fields, The data for flat-plate measurements, probably should be
changed to conform to the boundary layer that exists on a rod. There is
data from Bakewell for some type of projectile on which he claims they
measured surface pressure fluctuations. However, I am very skeptical about

his results,

Toebes: Would you care to make a preliminary comment? If you have
the same strip loaded on both sides at the same time, the displacements
could, of course, get larger.

Kanazawa: That is a very good point, It brings up the problem of
correlating the pressure fluctuations on diametrically opposite positions
on a rod, Those are measurements that also have to be made, I didn't
mention it, but I meant to include it when I discussed the measurements
that had to be made. They should include the net transverse pressure that
acts on the rod. That is a very important point. If they are uncorrelated,
of course, you just double the intensity, Until somebody comes up with
those measurements, I think we are grasping at straws.

Toebes: One other comment. Students, as a classroom exercise, looked
at the loading of such a strip with transverse correlation, and we put on
not white noise but spectra that had a predominant frequency, like you
would expect due to wakes, and it made a large difference.

Kanazawa: Do you mean screens and grids?
Toebes: Yes,

G. S. Rosenberg (ANL): The only thing I'd like to throw up for con-
sideration is that, after listening to this, I am getting more and more
curious about what the chances are of getting '"some kind of characteristic
distribution function'" to permit one to 'do something' about crossing-rate
statistics, amplitude distributions, etc.
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Kanazawa: You mean, using a forced random-vibration typ? of model?
I myself think that if it's ever going to su?ceed, it's on this large
simply-supported model in an annulus, This is a very'good case to try
this out on, and I think the results of Chen and R?aVIS show that para-'
metrically you can do a pretty good job of describing what.goes on. It's
just a matter of getting the proper data for the forcing field acting on
the rod. I don't think the structure of the forcing field changes too
much, and we can rely on some data for spatial behavior of the pressure
field from people dealing with wind tunnels, But until we have more re-
liable data taken in the same test section in which the displacement
measurements are made, to get the two consistent, we're all sort of spinning

our wheels conjecturing.

Rosenberg: Well, let me take one more spin. In the context of what
we have been doing here, I think it's a big step to even bring up the sub-
ject of rod bundles. But some of us are most interested in getting to it,
What I was wondering is, don't we have to account a little more for
the test-chamber configuration, at least more than has been accounted for
in some of the work that I've seen presented here so far? There may also
be some practical conditions, where the acoustic properties of the media
and test geometry, for example, might be significant in adjusting the
displacement of the description functions,
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Normalized Displacement at x/L = 1/2
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NORMALIZED SPECTRAL DENSITY
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ABSTRACT
.

Structural support excitation of reactor gomponents may
result from various sources such as pumps, earth tremors, etc.
The dynamic response characteristics of slender tubes in parallel
flow with induced motion of the tube support structure have been
investigated. The results from experimental tests of clamped~
free and clamped-pinned tubes are analyzed in terms of flow
velocity and level of support excitation. Theoretical studies
of several damping models reveal that the response, of support
excited tubes in parallel flow, corresponds quite closely to
a viscous type damping model.

INTRODUCTION

It is well known that fluid flowing through a reactor core can cause
undesirable vibrations of reactor components such as fuel pins and control
rods., For the most part, the investigations reported in the literature
have been concerned primarily with the vibrations induced by parallel fluid
flow. A review of the literature reveals that very little is known about
the dynamic response characteristics of a long slender tube in parallel
flow with forced motion of the tube support structure. Structural support
exci?ations can come from various sources such as pumps, earth tremors,
valving, etc. In view of this, a research project was initiated in the

Engineering Mechanics Department at the University of Nebraska with the
following objectives:

a) Determine functional relationships of fluid flow
velocities and base excitation in relation to the
dynamic response.
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b) 1Investigate analytical models with various damping
mechanisms suitable for predicting the dynamic
response of slender tubes in coaxial flow with
support excitation,

The experimental results obtained from tests conducted on clamped-
free and clamped-pinned slender tubes (clamped end upstream) are presented
in this paper. The data show the effects of the flow velocity and level
of sinusoidal support excitation on the steady-state response. In the case
of a clamped-free tube, the parallel flow velocity appears to have a sig-
nificant damping effect on the tube vibrations. However, in the case of
the clamped-pinned tube the damping mechanism is essentially independent of
the flow velocity. Theoretical studies of the various types of damping
mechanisms (complex modulus, viscous, and viscoelastic) reveal that this
phenomeron can be explained to some extent from a theoretical point of view.

A study of the characteristics of the damping models investigated
shows that the peak response of clamped-free tubes for the first two modes
is best described by the linear viscous damping model. (Size of shaker
system limited studies to the first two modes.) It is also found that the
effect of tube length on the response can be taken into account by simply
considering the relation between a viscous damping parameter @ and the
fundamental circular frequency @, of the tube.

Of considerable interest is the comparison of the damping parameter O
of a clamped-free tube with that of a clamped-pinned tube. 1In the case of
the clamped-free tube, O increases considerably as a linear function of the
flow velocity. However, in the case of a clamped-pinned tube, & is found
to be essentially independent of the flow velocity.

TEST FACILITIES AND PROCEDURES

In general, the test facilities (see Fig. 1) for the experimental
studies consist of a water-recirculating system with a test section mounted
horizontally on a shaker table which is driven by an electrodynamic shaker
system. The test section consists of a 4-ft plexiglass tube 1-1/2 inches
inside diameter which is mounted on the shaker table with flexible hose
connections at the ends. The test cylinder (l/4-inch copper tube) is
mounted concentrically within the plexiglass tube. The clamped end condi-
tion of the cylinder is accomplished by a’combination of slender struts
and an airfoil section as shown in Fig. 2. To eliminate swirling motion of
the flow and to ensure uniform turbulence, a 6-inch-long straightener
section (small tubes and screens) is inserted in front of the clamped-end
support structure for the tube. The plexiglass tube, test tube support
section, and flow straightener section, are securely attached to a
2" x 6" x 5' plank which is bolted to the shaker table. The shaker table
consists of a 2-inch-thick aluminum plate supported by two thin vertical
plates which act as elastic springs for motion in the horizontal plane.

The shaker table is driven by an electrodynamic shaker so that the motion
of the entire test section is horizontal and transverse to the longitudinal
axis of the test section. Thus, the motion of the end supports of the tube
tends to excite flexural vibrations of the test tube in the horizontal
plane. The mean flow velocity is measured downstream from the test tube.
Vibration tests in air showed the support or anchoring system for the
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upstream end of the test tube to be essentially that of a fixed, or clamped,

end condition.

The dynamic response of the test tubes (clam?ed-free and clzm?ei- i
pinned) were measured by the output from two stréln gage§ mounte dln ern y
in the test tube near the clamped end. One stralg gage is located on a
horizontal diameter and the other on a vertical dlamet?r in order to measure
strains due to bending in both the horizontal and Yertlcal planes. The end
of the tube downstream is sealed shut and the strain gage leads are brought

out through the airfoil support section.

The steady-state strains (ep and ev) due to bending in the horizontal
and vertical planes were monitored by a true root-mean-squar? meter. The
resultant strain €. was used as a measure of the total dynamic response.
It can be shown that the mean-square value of the resultant strain,

&2, is
RPN 1
<3r :>—<<€h Ry @
where <€h2>and <€v2> are the mean-square values of the corresponding rms

values of €_and € Since the rms value of a variable is simply the

h
square root of the mean-square value, then the rms value of the resultant

strain, € is simply
= D :
el‘ <€h ev % ( )

Thus, the rms resultant strain 2. was easily obtained without giving
consideration to any phase relationship between N and €

Experimental data was first obtained for the vibration response of a
clamped-free tube 28 inches long in which the double amplitude ) of the
support excitation ranged from 0,02 inch to 0.14 inch., The flow velocity
u was varied from O to approximately 20 ft/sec. To determine the effect
of tube length on the viscous damping parameter &, data were obtained for
25 and 22-inch clamped-free tubes that were provided by cutting off the
free end of the 28-inch tube.

The 22-inch tube was pinned at the end downstream for the clamped-
pinned end condition. The pinned connection for the 22-inch tube was ob-
tained by soldering a 1/4" copper tube 1 inch long at right angles to the
test tube, This served as a bearing for a brass pin inserted through the
walls of the plexiglass tube., The brass pin was aligned vertically for
pinned action to bending in the horizontal plane but with considerable re-
sistance to bending in the vertical plane. For comparable strain levels,
the required displacement amplitudes of the support excitation for the
clamped-pinned tube were considerably less than for the clamped-free tubes.
pue to low displacement amplitudes and higher frequencies of excitation,
it was necessary to control on acceleration with the electrodynamic shaker
system used. The support excitation level for the clamped-pinned tube
ranged from 1g to 2.5g's (g = 386 in/seéz). The acceleration levels of lg
to 2.5g's resulted in double amplitude displacements ranging from approxi=-
mately 0.006 to 0.0165 inch, The displacement amplitudes were calculated
from the sinusoidal acceleration levels and corresponding frequencies.
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To facilitate the comparison of the experimental data with the viscous
damping model discussed later, the vibration response was expressed in
terms of the dimensionless quantity 2€_1%/p), where Er is the rms value of
the resultant strain, ! is the length of the tube, p is the distance from
the neutral axis to the measured strain, and 3/2 is the rms value of the
support excitation amplitude., For a given flow velocity and support
excitation amplitude, the response was determined as a function of the
frequency ratio F/Fo, where F, is the first mode natural frequency of the
tube,

VIBRATION RESPONSE OF CLAMPED-FREE TUBES

Typical strain-time responses of vertical and horizontal motions at
resonance (F/FO = 1) are shown in Fig. 3. The predominant horizontal
motion is due to the tube support excitation in the horizontal plane. The
vertical motion is due to the vertical excitation resulting from vortex
formations which are caused by the horizontal flexural vibrations of the
tube.

The general effects of the flow velocity on the ratio &,/éy of the
rms values of strain due to the vertical and horizontal motions are shown
in Fig. 4. Although the maximum value of €,/€,, for zero flow, depended to
some extent on the level of support excitation, the ratio was above unity
for all levels of support excitation used. It is noted that the inverted
peaks become more pronounced as the flow velocity increases. In addition,
it was observed during the tests that the vertical motion tended to remain
essentially constant throughout a frequency sweep for the higher flow veloci-
ties. For a given value of F/F,, the increase in the ratio &€y/€y is due
primarily to the self-induced excitation caused by the parallel flow.

These observations indicate that the "wiping" action of the coaxial flow
in effect disturbs or inhibits vortex formations.

As reported by other investigators (1, 2, 3), the vibrations induced
by fluid flow only () = 0) were found to dependyupon the flow velocity u
to some power as shown in Fig. 5. It is of interest to note that the re-
sultant rms strains for the 22- and 25-inch tubes are essentially identical
with &, « ul-73, This is considerably different than &, = ul.16 for the =
28-inch tube. At this time the authors have no logical explanation as to
why the exponent for the 28-inch length is considerably different from that
of the other two lengths.

The resultant rms strains for the 22-inch tube at resonance (F/F, = 1)
with parallel flow and tube support excitation are shown in Fig. 6. If the
flow-induced vibrations (zero support excitation) are excluded, it is ap-
parent that the resultant rms strains at resonance are a linear function of
the support excitation amplitudes for each of the different flow velocities
shown. It is also apparent that the coaxial flow acts as a strong damping
mechanism and that the magnitude of damping increases with an increase in
flow velocity. With sufficient support excitation, it is noted that the
response data for the lower flow velocity (u = 5.88 ft/sec) begins to
deviate from the linear relationship and tends to merge with the zero
data. Thus, it appears that the zero flow condition describes an upper
bound for the support excited system.
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for the 25- and 28-inch-long tubes exhibited the

same general response characteristics as that of the 22-in?h Eub?nszgzn in
Fig. 6. For a given flow velocity, the resultant rms strain €, 1
linear region may be expressed in terms of a slope P as

The response data

& « BL = £(U

on, f(u), of the flow velocity u. Log-log

i ich the slope £ is a functi : '
;?ozglzf the sloges f as a function of u are shown in Fig. 7 for the three

different lengths. From Fig. 7 it is found that

-0.81 3)

where S is simply a constant of proportionality which depends upon the
tube length. Thus, the resultant rms strain at resonance from the clamped-
free tubes in the linear regions may be expressed in the form

-0.81
u

Z, = S )
Equation &4 shows that the peak response of clamped-free tubes can be de-
scribed by the product of a linear function of support excitation and a

nonlinear function of flow velocity.

For the clamped-free tubes, it appears (see Fig. 6) that the dynamic re-
sponse is characterized by three separate regions as shown in Fig. 8. It
is realized that in reality the three regions are not as clearly defined as
those shown in Fig. 8, but that there is a gradual transition from one
region to another. The response to the left of dashed line 1 is due pri-
marily to a flow-induced forcing function. Between dashed lines 1 and 2,
the response can be described by a linear function (see Eq. 4) in which the
slope depends upon the flow velocity. Beyond 2, the response tends to
approach a limit described by the condition of zero flow.

VIBRATION RESPONSE OF CLAMPED-PINNED TUBE

The resultant rms strains at resonance for the 22-inch tube are shown
in Fig. 9. It is noted that the flow velocities for the clamped-pinned
tube are of the same order of magnitude as those used in the clamped-free
tube tests. However, it should be noted that the support excitation ampli-
tudes, )/2, are in the order of only one tenth of those for the clamped-
pinned tubes. A comparison of Fig. 9 with Fig. 6 shows that the strains
for the small support excitations of the clamped-pinned tube are, in general,
above the strain levels of the clamped-free tube.

It is imperative to note that the response characteristics, Fig. 9,
of the clamped-pinned tube are significantly different in several respects
from those of the clamped-free tube, Fig. 6. First, it is noted that the
resultant rms strains of the clamped-pinned tube, for the different flow
velocities, are linear functions of the support excitation which do not
pass through zero. Since the strains due to the flow-induced vibrations
(A = 0) were very small (around 5 micro-inches per in.), it can be con=-
cluded that the response must increase quite rapidly for small support
excitations somewhere below 0.005 inch DA. It is further noted that the
slopes of the response data are essentially independent of the flow velocity.
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The results shown in Fig. 9 suggest that the strain €r in the straight line
region is of the form

€x = b +my = g(u) + m) (5)

where b is the hypothetical intercept which is a function, g(u), of the

flow velocity u,and m is the slope, Relevant information on g(u) in relation
to system parameters is lacking at this time due to the limited studies
conducted to date on clamped-pinned tubes.

Another significant difference between the results shown in Figs. 6
and 9 is that the parallel flow acts as a strong damping mechanism in the
case of clamped-free tubes but is a rather weak damping mechanism in the
case of clamped-pinned tubes,

Some of the differences found between the response characteristics of
the two types of end conditions can be rationalized to some extent from a
study of damping models which now follows.

SYNTHESIS OF DAMPING MODELS FOR BEAMS GOVERNED BY EULER'S BEAM EQUATION

In order to get a quantitative insight into the effect of system pa-
rameters on the dynamic response of support-excited tubes in coaxial flow,
various types of damping models were investigated for comparison with the
experimental studies of the clamped-free tubes. The linear damping models
included complex modulus damping, viscoelastic damping, and viscous damping.
In the case of support excitation of beams, the motion of the supports
correspond to time-varying boundary conditions.

The partial differential equations governing the damping models in-
vestigated are as follows:

a) Complex Modulus Damping

2 4 2
B .22 8% . o (6)
o Rl

Q/

= E(1 + j5) = complex modulus
modulus of elasticity

T

loss factor
mass density
radius of gyration

where

E*
E
4
o]
7
r

b) Viscoelastic Damping
2 4 2 ) 2
B 9y, B 23 ,9%. )
R TR T

where E, r, and y are as previously defined. The viscoelastic constant F
is a parameter for the Kelvin model which is described by
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G=Ee+Fé

where o = stress due to bending
= strain
strain rate

m
I

me
]

c) Viscous Damping (proportional to velocity)

2
EEE ﬁﬁl o Ba 9Y _o (8)
v a{ﬁ Ay ot a:z

where C = damping coefficient
A = cross-sectional area of beam

If the ends (one or both) of the beam are subjected to sinusoidal
motion, steady-state solutions to Eq. 6, 7, or 8 may be taken in the form

el j=o-1 9)

where o is the circular frequency of the support excitation and X is a
function of x which depends on the conditions at the ends of the beam. The
substitution of Eq. 9 into either Eq. 6, 7, or 8, results in the equation

V- otz =0 (10)

=X

where k* is a complex quantity in which the imaginary part describes the
system damping. The general solution to Eq. 10 is the familiar equation

X = C1 cosh k¥*x + C2 sinh k¥*x + C3 cos k¥*x + CA sin k*x (11)
where the complex constants (Cy, Cp, C3, and C4) depend upon the boundary
conditions which include the support excitation at the ends. For comparison
purposes, the complex quantity k* for the different damping models are shown
in table I.

For a given set of conditions, such as exciting frequency, temperature,
etc., the steady-state response of a given beam may be described by any one
of the models if an appropriate value for the imaginary part of k* is se-
lected. However, a damping parameter value for a particular type of damping
may give poor results under different conditions than those for which it was
determined. A suitable linear model with an appropriate damping parameter
for the first mode should also describe higher order mode response. In the
experimental studies of the clamped-free tubes, it was found that the second
mode resonant response was in the order of 10 times that of the first mode
for a given support excitation and flow velocity. The ratio of the second
mode response to the first mode response was considerably less than the
factof of 10 for the complex and viscoelastic type damping. However, when
the viscous model was fitted to the first mode response of the experimental
d?tar the theoretical results of the viscous model were, in all cases,
within 10 percent or less (usually within 5 percent) of the second mode
response for the range of support excitations and flow velocities used.

There?ore, the experimental studies to date have been analyzed in terms of
the viscous damping model.
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TABLE I - Complex terms for different damping models

Damping Model k¥* Remarks
%
m2 y For a constant loss factor
Complex Modulus 1—7 (TEE)S %, the damping is indepen-
Er dent of frequency

2 % o) For constant values of E
Siaioslentic 7w 14 aE iy and F,.the damping parameter,
Erl E oF /E, increases with
frequency
2 % 1 For constant values of C, A,
Viscous 20 1-4¢ & and y, the damping parameter,
Erl Ay C/Ayw, decreases with w,

SUPPORT EXCITATION OF CLAMPED-FREE AND CLAMPED-PINNED TUBES
WITH VISCOUS DAMPING

For further discussion of the experimental results, it is essential
that we consider the effect of end conditions on viscously damped beams
with support excitation. The coordinate system and end conditions for the
clamped-free and clamped-pinned end conditions are shown in Fig. 10.

From Eq. 11, the strain at x = 0 is found to be
3 2 jot
€(0,t) = p’a—% = p(k¥*) [c1 = c3] e (12)
t

where p is the distance from the neutral axis to the measured strain. For
viscous damping (see table I), we may write

L
2 4\ c V¢
(k%) = Yw_z. 1-3j i . (13)
Er

We now define a damping parameter O in terms of the fundamental circular
frequency w, as

a = Cc/Aayw (14)
o

where C is a viscous damping coefficient and Ay is the mass per unit length
which includes the virtual mass of the fluid. From Euler's beam theory we

also have
28\ (o)
=) =|3) & (15)
Er (6}
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where k_{ is the eigenvalue corresponding to the first mode. Thus, we may
)

write from Eq. 13

f € fo : 16)
Sl (O 6
ot {5) 0 (2 o) :
o

where k ! = 1.875 (clamped-free)

kot = 3.928 (c lamped-pinned)

f = Exciting frequency, cps

EEaE Natural frequency of first mode, cps

From Eq. 11 and the end conditions shown in Fig. 10, we find for the
clamped-free beam

(cosh k¥ f cos k*f + sinh k*f sin k¥/ + 1)

= A
= 7 (cosh K*{ cos k*f + 1)
7 (17)
i TR i
= A
R S B
Similarly for the clamped-pinned beam, we find
ci% ) (sinh k*f + sin k*f = 2cos k*f sinh k*J)
1 2 2(cosh k¥{ sin k¥/ - cos k*{ sinh k*{)
Sk (18)
s oty
= _ A
C1 = C3 201 2
Denoting C, = xCi/Z and C, = xCé/Z, the magnitude of the steady-state

response can be formulated from Eq, 12 in the dimensionless form

2612
AP

= | n’cci - ) (19)

where k¥ g, Ci, and Cé depend upon the frequency ratio f/f0 and the damping
parameter O as noted in Eqs. 16, 17, and 18. An IBM 360/65 computer was
used to evaluate the right-hand side of Eq. 19 with a variation in the
variables f/fo and . A typical frequency-response curve comparing the

;§su1§i of Eq. 19 (@ = 0.225) with some experimental data is shown in
Ao L1,

; The computed results from Eq. 19 for the resonant response as a func-
tion of @ for the two different end conditions are shown in Fig, 12.

DISCUSSION
Values of the damping parameter O/ were determined from Eq. 19 so as to

:ﬂtCh the resonant response of the experimental data for the first mode.
Or comparison purposes, (! values were also determined for tests in air.
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Ratios of afluidﬁuair for the 22-inch tubes are shown in Fig, 13 as a func-

tion of the flow velocity. It is noted that the ratio for the clamped-free
case is, in general, considerably greater than the ratio for the clamped-
pinned case. Also the ratio for the clamped-free tube shows an appreciable
increase with flow velocity while the ratio for the clamped-pinned tube
changes very little with the flow velocity. These observations are con-
sistent with the results previously shown in Figs. 6 and 9.

In order to explain the results shown in Fig. 13, we refer again to
Fig. 12 and note the values of @ shown for the two types of end conditions
with u slightly less than 6 ft/sec. The value of @ = 0.1125 (clamped-
pinned curve) falls in the region where small changes in O tend to result
in an appreciable change of the dimensionless quantity Ze 12/p). Therefore,
this is one possible explanation as to why there is no apprec1ab1e change
in @ with the flow velocity in the case of the clamped-pinned tube. How-
ever, the value of & = 0.225 (clamped-free) is in a region where the re-
sponse is rather insensitive to changes in @. Thus, a small change in the
quantity 2€ /p)\ requires an appreciable change in a for clamped-free
tubes. Thls means that if the quantity 2e. #2/p) decreases slightly with an
increase in flow velocity an appreciable 1ncrease in @ is to be expected.
Therefore, it seems logical to expect a significant increase in @ with flow
velocity as shown in Fig. 13.

From a basic point of view, we must consider the damping parameter in
relation to the variables C, A, y, and w,. Undoubtedly the damping coeffi-
cient C depends to some extent upon the f1u1d viscosity, tube diameter, and
parallel flow velocity. If C, A, and y are assumed to be the same for
identical tubes having two different end conditions, then the & values for
the different end conditions should be related to each other by the system
frequencies since @ = C/Ayw . Considering the eigenvalues for clamped-free
and clamped-pinned tubes, tgls hypothesis gives

O(clamped-free) _ (3.928 A &k
O (clamped-pinned) 1.875 N

We note that the ratio of 4.4 is more than twice the ratio of the & values
(0.225/0.1125 = 2) shown in Fig. 12. This indicates that C is quite dif-
ferent for the two end conditions. The authors are of the opinion that the
fluid shear at the free end of a clamped-free tube has a significant effect
on the apparent value of C which was assumed constant all along the tube in
deriving Eq. 8.

The analysis of the data for the tests of the clamped-free tubes of
different lengths showed that &, for a given flow velocity, varied inversely
with the resonant frequencies of the different lengths. Since the frequency
wo is inversely proportional to the square of the length, we may write

where the subscripts 1 and 2 refer to tubes of lengths £7 and fj. Table II
shows that the ratio of the a's for the 28- and 22-inch tubes, for different
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TABLE II. Comparison of @ values for
28- and 22-inch clamped-free tubes

Flow Velocity, 4 : 28\% _ %1 (28-in. tube

ft/sec 7; w (EE) T @, (22-in. tube)
5.88 1761 1.60
10525 1T61 1257,
14,65 1:.61 1.66
18.5 1261 1.66

flow velocities, are all within 3 percent of the theoretical ratio

(!1/12)2 = 1.61. The good correlation between the damping ?arameter a and
tube Iength /£ is further evidence that a clamped-free tube in parallel flow
with support excitation behaves according to a viscous damping model.

In the case of clamped-pinned tubes, the effect of length on the
damping parameter O is currently not known since the tests to date have
involved only the 22-inch-long tube.

SUMMARY AND CONCLUSIONS

The following conclusions are based on the experimental and theoretical
studies of slender tubes (clamped-free and clamped-pinned) in parallel flow
with sinusoidal support excitation:

1) The vibration response characteristics of a clamped-free
tube are quite different from those of a clamped-pinned
tube.

2) The resonant response of clamped-free tubes is directly
proportional to the support excitation level in which
the slope of the linear function depends upon the flow
velocity (see Eq. 4).

3) The resonant response of clamped-pinned tubes also varies
linearly with the level of support excitation in which the
straight-line intercept at A = 0 appears to be a function
of the flow velocity (see Eq. 5). However, the straight-
line slopes are independent of the flow velocity.

4) The general response characteristics can be described in
terms of a viscous damping parameter ¢!. For clamped-free
tubes and a given flow velocity, the second-mode response
at resonance can be predicted quite accurately from a
velue of o selected to match the resonant response of the
first mode. As further evidence in support of the viscous
damping model, it was found that a varies as the square of
the tube length for a given flow velocity. This follows
from the fact that o = C/Ayw, in which w, is inversely
pProportional to the square of the length.
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5) 1In the case of clamped-free tubes, the parallel flow acts
as a strong damping mechanism which is characterized by a
significant increase in the damping parameter @ as the
flow velocity increases. However, in the case of the
clamped-pinned tube, the parallel flow had very little
effect on the vibration response and as a result the damp~-
ing parameter O appears to be essentially independent of
the flow velocity.

It is hoped that the research reported in this paper will serve as a
foundation for further studies of support-excited tubes in parallel flow.
Certainly more basic studies are needed to determine the effects and rela-
tions of tube diameter, flow velocity, and fluid viscosity on the damping
coefficient C. The validity of the viscous damping model for predicting
higher mode response of clamped-pinned and clamped-clamped tubes also needs
to be investigated. In addition, there is a need for studies of other
types of support excitation such as narrow- and wide-band random excitation.
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DISCUSSION

D. R, Miller (KAPL): I would like to offer a possible explanation of
a factor that would contribute to the damping behavior you observed.
When the tube vibrates laterally, water oscillates circumferentially in
the angular space between the rod and the tube. The water then has kinetic
energy. If I have longitudinal flow, some of the kinetic energy is lost.
There is the kinetic energy that would have been converted back to potential
energy in bending the tube when it's brought to rest. Some of that energy
is swept downstream, That effect is more pronounced with a cantilever than
it is with a clamped-pinned tube, So, I presume that this effect might have
been contributory. One way to get some insight into whether this might be
true is to note whether the natural frequency changed perceptibly with
flow velocity.

Smith: No, it did not.
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i i ivil Engineering Journal,
I recall a paper published in the Civil
ed vibration of a cylinder. There they foun? the
diminish with increasing flow velocity and with
o the response curve was chopped off. Ap-

i d the peak of response, was
arently what was happening, after they passe he pe nse , )
Ehat daiping was being intréduced by virtue of kinetic energy being carried

away rather than being converted back into elastic deformation.

Miller:
a paper on crossflow excit
frequency of vibration to
increasing response, and als

Smith: We recognize that there now have to be some basic studies. -
We're convinced that the viscous model is the best one; at least what we've
done so far indicates it's by far the best model, You can change conditions
for a given flow velocity, you can change length of tube and ené ?onditions,
or you can select parameters from one test and go to other conditions, but
we need more basic information on this constant C that includes a lot of

things.

Miller: I'd like to make another comment. I would not be surprised
if , having reversed the velocity in the tube, the direction of the flow in
the tube, with a cantilever, would very likely be unstable. I have seen
situations where that is true. With the flow impinging on the free end of
the cantilever, it is very likely to be set into the self-excited vibration,.

G, H. Toebes (Purdue U,): Possibly I did miss something in the pre-
sentation, but when a rod is moved, there will be a transient lift. This
transient lift propagates downstream with the outer flow velocity. There-
fore, data of this kind always should be presented in terms of the so-
called reduced frequency, as is common in all flutter calculations. You
presented a graph that showed damping as a function of velocity. If you
plot this as a function of reduced frequency, that is, displacement times
excitation frequency divided by flow velocity, you should probably find
that the slope of these curves is inversely proportional to the flow
velocity. Now, this had nothing to do with viscous damping of any kind.
It is a very normal reduced frequency that was being used in flutter
calculations,

P. M. Moretti (Westinghouse): I was puzzled by something you said
about the vertical vibration related to the horizontal vibration, What
was the frequency relationship between the vertical and horizontal vibra-
tions? Was it the same?

Smith: Yes, the same.

; Moretti: That's the way it looked in the picture. Do you know any-
thing about the phase relationship?

Smith: No, we didn't make a study of it.

Moretti: It just struck me that if it had the same frequency, then
the explanation that it was coupled in by some kind of hydrodynamic
Phenomenon like vortex shedding or eddy formation or something like that
is not apPlicable. It would probably be some peculiarity of the founda-
Elgn of zlther the whole tube or of the'cantilever, or whatever is in the
ts iﬁ anffthe fact that this does appear with flow velocity was only due
; e etffects that have been discussed now, which are these apparent

amping effects due to the translation of the induced velocities in the
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fluid, In any case, I don't think you could deduce from the horizontal
vibration that there is some kind of a boundary-layer vortex-shedding
phenomenon involved. This would appear then at a double or even higher
frequency, if it did appear.

Smith: Well, the strength of the vortex shedding should depend some-
what upon the amplitude and relative velocity between the fluid and the
tube. We get the largest amplitudes around resonance, of course, in the
horizontal plane,

S. S. Chen (ANL): For the clamped-pinned rod, I think you can see
that is a conservative system. In my judgment it is perfectly all right
to consider the rod, supported at both ends as a conservative system. But
I wonder about a cantilevered rod, because that is essentially the same as
a cantilevered rod subject to the follower force; that is not a conserva-
tive system but you treat it as a conservative system. I wonder if that
may explain some discrepancy over there. Since a clamped-free rod is the
nonconservative system, my question is how good is it to treat a noncon-
servative system as a conservative system?

Smith: I didn't follow that.

Chen: Well, if you have a rod immersed in parallel flow and supported
at one end only, then that is the same as a rod subject to a follower
force; that is, a force which is always tangent to the free end.

Smith: The whole system moved parallel, We didn't just move one end.

Chen: Yes. But the fluid force always acted directly tangent to the
end of the deformed rod.

G. S. Rosenberg (ANL): I think what he was trying to do was account
for the possibility of a longitudinal drag force which is tangential to
the rod and acts as a follower force. That is where you have a nonconserva-
tive system,

Smith: Once again, this hasn't been a basic study. We lumped a lot
of things into this constant C and were looking for a mathematical model
we could use.
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UNSTEADY MOMENTUM FLUXES IN TWO-PHASE FLOW
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ABSTRACT

The steady and unsteady components of the momentum flux in

a two-phase flow have been measured at the exit of a vertical
pipe. Measured momentum-flux data hawe been machine processed
by standard random-vibration techniques to obtain the power
spectral density curves, From these curves, the predominant
frequency and the rms value of the unsteady momentum flux
have been obtained. The effects of the average flow velocity,
volumetric quality, system pressure, flow-channel size, and
geometry on the unsteady momentum fluxes have been observed,
It has been found that the fluctuation of momentum fluxes is
important only in the low-frequency range. The maximum
values of unsteady momentum fluxes appeared in either the
high void slug flow or the low void annular flow regime. The
experimental results have been correlated and suggestions
have been made for constructing the power spectral density
curve of momentum fluxes under untested conditions, In the
sample problem, using the experimental results, the effect

of the unsteady momentum flux on a steam generator U-tube

has been studied,

INTRODUCTION

Depending on the flow regime one might find either gas bubbles,
liquid drops, slugs, or waves in a two-phase flow, These are all accom-
panied with severe pulsations in pressure, void fraction, and momentum
fluxes, The knowledge of these fluctuations is of considerable importance
to the development of the two-phase flow technology and its application

* Not presented orally at Conference.
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to engineering problems. In spite of this, little work rﬁlating to.the
unsteady nature of two-phase flow has been done. ngen?v iglthe Eirst :
investigator known to have made a systematic investigation of th? unsteadi-
ness in the wall pressure of an air-water mixture flowing in horizontal
pipes. His method of data reduction was not specified. Therefore, t@e use
of his results is limited, Hubbard and Duckler? also made pressure-time
measurements of an air-water flow in a horizontal pipe. Random vibration
techniques were applied in their data processing. Because they primarily
aimed at the characterization of flow regimes, complete data of fluctuating
wall pressure were not presented. Recently, Nishikawa, Sekoguchi, and Fukano
reported the measurements of pulsating pressure in upward air-water flow
through a vertical tube.3 Their data were presented in terms of auto- and
cross-correlation, standard deviation,and frequency function of pulsating
pressure, The results of unsteady pressure investigations are closely
related to those found in this work but are not the same because the quan-
tity measured here, momentum flux, is not the same as pressure drop.

Since the three time-varying quantities, void fraction, pressure,
and momentum flux, are all interrelated, measurements of the fluctuation
in either one of them would lead to the understanding of the others, How-
ever, the momentum flux variations are the best to work with because they
are defined experimentally at a surface while the void fraction and the
pressure drop are defined over a volume and a length, respectively. Fur-
thermore, our knowledge of unsteady momentum fluxes may be very useful
in solving some important engineering problems, For example, the fluctua-
tion of momentum flux in a two-phase flow is a possible source of the
structural vibrations of heat exchanger U-tubes and reactor fuel elements,

Recently, much attention has been devoted to the study of flow-'
induced vibrations, especially that of reactor fuel elements.-9 In most
publications on this subject, investigations were restricted to single-phase
flow., Quinn” is the first investigator known to have conducted tests on
single rods and multirod assemblies in both single- and two-phase flow.
Paidoussis® made the attempt to deal with two-phase flow by introducing a
time-independent void fraction into the density term of his empirical ex-
pression, A fluctuating two-phase flow, however, can excite vibrations
which no steady flow can, and such a model will not show these vibrations.

The objectives of this investigation were twofold: (1) to obtain
information of the unsteady nature of two-phase flow which could be useful
in the fundamental understanding of the two-phase phenomena; and (2) to
provide basic information that can be applied to various two-phase flow-
induced vibration problems,

Since no previous work has been done on this subject, every aspect
of the unsteady momentum fluxes needs to be studied. In this work, effort
has been made to explore the effects of geometry, pressure, and flow rate
on the unsteady momentum flux, As this is an exploratory investigation,
none of these variables has been investigated in great depth,

PHYSICAL BASIS OF MOMENTUM FLUCTUATIONS

; 'From the geometries of the various flow regimes shown in Fig, 1, it
is obvious that when a two-phase mixture flows through a pipe section there
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is the random variation of flow density with respect to time and position
in the plane of that section, In either the bubbly or the mist flow, the
variation of the total mass flux across a section is very small, In high-
void annular flow, one would expect a moderate variation of flow density.

In low void annular flow and slug flow, violent fluctuations of flow density
take place,

The velocity distribution in a two-phase flow of one flow regime is
quite different from that of other flow regimes. For the bubbly upflow,
the discrete gas bubbles move at higher speeds than the liquid phase. 1In
a mist upflow the liquid drops move at much lower velocities than the gas
phase., For the slug flow, the core of liquid in the center of a pipe moves
at a velocity about 20% faster than the mean velocity in the pipe.l0 The
gas bubbles move even faster than the liquid slugs, The average velocity
of the waves at the interface of an annular flow is on the order of one-
tenth of the gas core velocity.11 The waves may account for a large part
of all of the liquid flow; under some conditions the thin film between
waves is stationary or even downward-moving.

In the bubbly and mist flow regimes, although the density and veloc-
ity are not uniform at a flow section, the total momentum efflux from a
section is almost a constant with respect to time, For slug and annular
flow regimes, the velocity of the increased liquid portion, i.,e., waves in
annular flow or core of liquid in slug flow, is always higher than the
average velocity of the liquid phase. Thus, one can expect the momentum
flux fluctuation to be in phase with the flow density fluctuation but with
somewhat larger amplitude than the latter. The pictures in Fig. 2 are
samples of the momermtum flux fluctuation in different flow regimes. In
Fig. 2a, the voltage reading representing the average momentum flux is
02105 volt, This can be considered in the annular flow regime as sketched
in Fig., le., When liquid waves passed through a flow section, the momentum
flux sharply increased and appeared in the picture as separate upward peaks.
In Fig. 2b, the voltage reading of average momentum flux is 0.57 volt,
This is probably in the slug flow regime corresponding to Fig. 1lb., As a
large gas bubble moved across a section the momentum fluxes suddenly dropped
to almost zero, The picture in Fig. 2c shows the fluctuation of momentum
fluxes of a two-phase flow which may be in the flow regime shown in Fig. lc
or 1d,

EXPERIMENTAL MEASUREMENTS

The experimental apparatus is shown schematically in Fig. 3. By
means of a turning tee the momentum fluxes of the air-water flow at the exit
plane of the vertical test pipeare converted into a force which acts upon
the beam built inside the tank, Appendix A describes how the turning tee
actually works, The displacement of the beam is then picked up by a trans-
ducer, 1In the measurement of the steady momentum fluxes, the voltage
reading on the vacuum tube volt meter (VIVM) is proportional to the time
average of the momentum fluxes. In the unsteady momentum flux measurement,
the turning tee and beam combination is a dynamic system and can be treated
as a linear time-invariant vibratory system of single degree of freedom,

In the frequency domain, the response of a dynamic system isg equal to the
excitation times the transfer function of this system, The momentum fluxes
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of the two-phase flow from the test pipe are the excitatio? to Fhe beam-tee
system while the beam deflection is the response. A special filter set
simulating the inverse of the transfer function of the bgam-?ee system has
been designed to convert the response signals to the exc1tat10? signals,
After being rectified, amplified, and filtered, the electric signals from
the transducer are recorded on the magnetic tape.

The fluctuation of momentum fluxes in a two-phase flow is closely
related to the flow regimes which can be determined by the average flow
velocity, V = (Q, + Qf)/A,, and the volumetric quality, B =Q./(Qy + Qf).12,13

’ g = Lileps At 8
Hence, the average flow velocity and the volumetric quality have been chosen
as two major variables in this investigation. Most of the experiments were
conducted in the velocity range of 55 ft/sec to 250 ft/sec and volumetric
quality range of 50 to 100%. Test pipes with different sizes and cross-
section geometries have been used., The diameters of three round pipes are
1, 5/8, and 1/4 in, The different geometries are round, rectangular, tri-
angular, and annular, The cross-sectional areas of these pipes are shown
in Fig, 4. The flow areas in the four pipes in Fig, 4a-d are approximately
equal, The length of the 1/4-in,-diameter pipe is 7% ft and the lengths of
the other five pipes are all about 8% ft, In the annular pipe three sets of
spacers were soldered on the innmer tube, The distances from the pipe inlet
to these three sets of spacers are about 2, 4, and 6 ft, respectively, The
pressure at the exit of the test pipe was maintained at one atmospheric
pressure for most of the experiments, To investigate the effect of pressure
upon the unsteady momentum fluxes, a few tests were run with the exit pres-
sure kept at two atmospheric pressure,

The random nature of the two-phase flow fluctuations suggests the
application of statistical analysis to the recorded signals of unsteady
momentum fluxes in two-phase flow, Figure 5 shows the arrangements of
instruments for obtaining the power spectral density curves of the unsteady
momentum fluxes Wp(f). The area under the power spectral density curve is
the mean square of the momentum flux,l%

(e}

E 5] =L W (E)dE. (1)

From the spectral density curves obtained in most of the experiments it has
been seen that beyond 50 cps the magnitude of unsteady momentum flux in two-
phase flow is very small, As an approximation, the upper integration limit
in Eq. 1 can be replaced by 50 cps.

EXPERIMENTAL RESULTS

The steady component of momentum fluxes Pgt was measured directly in
the experiments; the root-mean-square value of the unsteady momentum fluxes
Prms Was obtained from the power spectral density curve by using Eq, 1. As
a measure of the relative magnitude of the fluctuation, the ratio Pppq/Pgt
is defined to be the unsteadiness of the momentum fluxes., The energy in
the spectral density curves was distributed in a very broad frequency band,
However, in most of the curves there was a region which contained more
energy than the rest, The frequency at the center of this region is desig-
nated as f,, the predominant frequency, This is one of the quantities
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which is needed to complete the statistical description of the unsteady
two-phase flow,

General Observations

In the experiments using rectangular pipe, appreciable transverse
vibrations of the test pipe occurred. No such appreciable structural vibra-
tions were observed in the tests using other pipes. This is probably due
to the fact that the rectangular pipe has a low natural frequency of vibra-
tion in the direction of its small dimensions. This natural frequency falls
in the range which contains the major part of the fluctuation energy of
momentum fluxes,

When experiments were run with the annular test pipe, the flow re-
sistance to the two-phase mixture was much higher than in other test pipes.
The power spectral density curves of these runs are quite different from
those using test pipes of other geometries, Shown in Fig. 6 is a typical
set of spectral density curves of the unsteady momentum flux under the same
flow conditions but with different channel geometries, For annular test
pipe, the energy in the spectral density curve is so evenly distributed that
no specific location along the frequency axis can be assigned as the pre-
dominant frequency f.. The spacers between the inner and outer tubes and
the relatively small hydraulic diameter were both suspected of being re-
sponsible for the high flow resistance., Regarding the even distribution of
the energy in the spectral density curve, the spacers were thought to have
broken some of the large disturbances in the two-phase flow and increased
the number of small disturbances., It resulted in a reduction of the total
fluctuation energy.

When the volumetric quality B was less than 70%, another pattern of
spectral density curves appeared. A sample curve of this pattern is shown
in Fig. 7a. 1In contrast to the curve pattern shown in Fig. 7b, it seems
impossible to assign a single value of f, to curve a. Since at high volu-
metric quality the waves or the slugs of the liquid phase are the distur-
bances in the two-phase flow, whereas in the relatively low P region, pre-
sumably the slug flow regime, the lengths of liquid slugs and gas bubbles
are comparable and both may be viewed as the disturbances. Therefore,
there is no single value of frequency that can be assigned as f..

General Trends

The maximum value of Prpg has been found to occur in either the low
void annular or the high void slug flow regime.

The effects of the average flow velocity and pipe diameter on the
unsteadiness of momentum fluxes are shown by the correlation presented in
Fig, 8, The value of Prms/Pst is seen to increase with decreasing V. This
implies that when V increases, the unsteady component of momentum fluxes
increases at a slower rate than the steady component. The fact that the
unsteadiness of momentum fluxes increases with decreasing pipe diameter
indicates the better mixing of the gas and liquid phases in a large pipe
than in a small pipe., Probably surface tension (through the Weber number)
determines the size of dispersion, It has been observed that, for the same
flow conditions, the unsteadiness is the greatest for the flow in the
rectangular pipe and is the smallest in the annular pipe. Spacers in the
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annulus appear to break up the flow. The result presented'in Fig. 9 shows
that a higher system pressure tends to depress the unsteadiness of the momen-
tum fluxes. Since in a low or moderate-pressure system the density of the
gas phase is increased almost in proportion with pressure, the'dlfference
between the densities of the liquid and the gas phase is reduced. As a re-
sult, the density fluctuation as well as the momentum fluctuation is reduced
too. It is felt that in going to higher pressure in a steam-water system

the changes in gas density are the most important changes in property which
take place.

For the predominant frequency of unsteady momentum fluxes, all the
experimental results were correlated together in the form of f./V versus B
and presented in Fig, 10. In the range of B above 70%, f. is proportional
to V and increases with decreasing B. In the relatively high B range, the
increase of V is equivalent to the increase of gas flow rate; the decrease
of B is equivalent to the increases of liquid flow rate, Both of them will
increase the number of liquid slugs or waves in a two-phase flow which is
the frequency of disturbance in the flow, It has been reported in refer-
ences 11 and 15 that the disturbance wave frequency in a two-phase flow does
increase with liquid or gas flow rate. The frequency of pressure fluctuation
in a two-phase flow has a similar trend exceft it has been reported to be
inversely proportional to the pipe diameter,: whereas f. has been found al-
most independent of pipe diameter., It can be seen from Fig. 10 that the
predominant frequency is slightly increased under higher system pressure.

Since the unsteady momentum fluxes of a two-phase flow may be af-
fected by surface tension and gravity force, it is suggested to correlate
the Pypg/Pgt data and the f, data by the dimensionless groups, weo‘aPrms/Pst
and (ch/V)(Fr/weo-S) respectively, Scales in terms of these dimensionless
groups are also shown in Figs, 8 and 10.

CONSTRUCTING A SPECTRAL DENSITY CURVE FOR UNTESTED CONDITIONS

From the observation made on the spectral density curves plotted in
the experiments, it has been found that most of the curves can be repre-
sented approximately by a triangle as shown in Fig. 1la., If the area under
the spectral density curve is denoted by Apsd then Eq. 1 can be written as

i 2

(==]
AL J; (DA = (2,

The area of the triangle is

1 =

Zth (Prms) 2 @
Two empir%cal equations relating the value of f to the length and position
of the tr%angle base line were obtained statistgcally from available spec-
tral density curves, The two equations have the form

Le=f£ + 22 (4)

L

S OBE (5)
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where Lg and L are all in units of cycles per second. With the aid of

Eqs. 3-5 one can construct an approximate spectral density curve from given
values of P.;o and f,. For the purpose of comparison, a pair of the true and
the approximate spectral density curves are shown in Fig., 1l1b,

For a two-phase flow with B< 70% or a two-phase mixture passing through
an annular pipe with spacers inside, the spectral density curves are close
to the band-limited white noise spectrum. In these cases a rectangle can be
used to simulate the spectral density curves for untested conditions.

In general it is possible to estimate the values of Pypg and f, of
the unsteady momentum fluxes in any two-phase flow from the limited results
of this investigation and then to construct the spectral density curve. The
only limitations on this statement are there is no high-pressure data and no
very low volume quality data available, For a two-phase flow with low values
of B, the unsteady component of momentum fluxes is not important, as shown in
Fig. 8. For a two-phase flow at very high pressure, the density difference
between the liquid and the gas phases is small and the unsteady momentum
fluxes are also probably unimportant, The suggested procedure for construc-
ting a power spectral density curve for untested conditions is as follows.

1. To estimate the steady component of momentum fluxes either from
Ref. 16 or by the simplified relation

o 2
Py, =Pl -P)V (6)

for low system pressure, and by
2
= % + 7
o= lpik B) pgﬁ]v (7
for high system pressure.

2. For given values of V, D, and B, pigck Prpg/Pgt from Fig. 8 and
designate this value as (Pyps/Pst)Q-

3. The unsteadiness of the momentum flux being considered is

p
B £ N g 8
Prms L QPrmﬁ) (0.85)1°g2(52)’ (8)
st st 0

where p, is the density of the gas phase in the two-phase flow to be studied
and p, is the density of air under standard conditions. This adjustment of
the value of unsteadiness is made on the grounds that the increase of gas
density will reduce the difference between the densities of liquid and

the gas phases and depress the fluctuations of momentum fluxes., In Fig. 9
the average reduction rate of Pypg/Pgt by doubling the system pressure is
about 15%. Since no other information is available, it is suggested to use
the result in Fig. 9 as a rule of thumb, i.e., when the density of the gas
phase is doubled the unsteadiness is reduced by 15%. This rule takes care
of the primary property variable in two-phase flow systems, the gas density.

4. Combining Eq. 6 or 7 with Eq. 8, the value of P,.o can be
determined.
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5. For given values of V and B obtain fc from Fig. 10.

6. Construct the desired power spectral density curve by applying
Eqs. 3, 4, and 5.

Equations 6 and 7 are based on the homogeneous model for evaluating
the momentum flux, This model is used in spite of the fact that the bulk
of the data taken are in the annular or dispersed flow regime. The justi-
fication for this is contained in Ref. 16, where it was found that the mo-
mentum flux in two-phase flow was generally described better by a homogeneous
model than by a separated flow model even though the slip velocity ratio was
appreciably different from 1, As far as the errors associated with this
procedure are concerned, the homogeneous model was used to reduce the low-
pressure data whichare reported here, It should then be used to predict
untested conditions by using these data. As the pressure increases, the
homogeneous and slip models for evaluating momentum flux approach each other,
so extrapolating to higher pressure is not dangerous. As indicated in Ref,
16, better estimates of the momentum flux can be made if another parameter
was used to describe the momentum flux data., This would add appreciably to
the complication of using the suggested procedure without, it is felt, a
compensating increase in the accuracy of the resulting predictions,

EXAMPLE PROBLEM APPLYING THESE RESULTS
The sample problem to be presented is the two-phase flow-induced
vibration of a U-tube in a steam generator. The major assumptions in the
following analysis are:
; 1. The U-tube is treated as an equivalent mass spring system with a
single degree of freedom, since an excessive amount of energy is required to
cause a mechanical system to vibrate with significant amplitude at a mode

higher than the fundamental one.

2. The two-phase momentum fluctuations travel at the average velocity
of the mixture,

The U-tube model is shown in Fig. 12. Being treated as a vibrating
system of single degree of freedon, its equation of motion is

M X+ Ck+kx=F, (5)

where k is the stiffness of a cantilever beam,
T i it (10)
and Me is the equivalent mass of the U-tube. The transfer function of this

system takes the form

H(W) =

. (11)
k - Mew + icw
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It can be shown that the relation between the spectral density of the ex-

;itat%gn F(t) and the spectral density of the response x(t) has the following
orm:

2
S,@) = [H@w) | sp(w). 12)
Consequently, the power density spectrum of the response is

Sp (W)
S () = 5 . (13)

G Meu.:z) + c?

In terms of experimental spectral density,

W ()
; .
[k - u_@rH)?] + c?nn?

w () = (14)

Now, the remaining problem is to find the spectral density of the
transverse force F, Referring to the model in Fig, 12, at time t, if the
momentum flux in the two-phase flow at the upper bend is P(t), then that at
the lower bend is P(t + Ty), where T, is the time interval for the flow to
travel through the distance L, and can be expressed as

b
L

b

{ ey
- v (15)

Therefore, the total vertical force acting on the U-tube is
F(t) = A _[P(t) - P(t +T)], (16)
it S o

where At is the flow area inside the U-tube. The auto-correlation function
of F is

Rp(T) = E[F(t) F(t + D)]. an
Substitute Eq. 16 into 17 and consider the limiting case of T = 0.
R(0) = A, 7[2R,(0) - 2R,(T))), (18)
where
Ry(0) = | S, au, as)
© iwT
Ry =] s e ° . (20)

Therefore, Eq. 18 becomes
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jw Sp() dv = 2 2 At2 j (1 - cos mo)% Sp(®) dw. (21)

00

The relation between the power spectral density curves of F(t) and P(t) is
thus found to be

Sp(@) =2 J2 Atz(l - cos w’ro)% Sp (@), (22)

or

L(£) =2 J2 Atz(l - cos ZTTfTo)% W, (£). (23)

£
The term (1 - cos 2TTfTo)2 is a periodic function,

From the spectral density curve of the momentum flux in the two-phase
mixture flowing within a U-tube, one can construct the spectral density curve
of the vibration amplitude by using the relation

2 \2 Atz(l . ces ZTTfTo)%
W () = : Wy (£ . (26)

[k - Me(zﬂf)z] + CZ(ZTTf)z

The mean square of the vibration amplitude of the U-tube is
2 2]
E[x"] = j W_(f)df, (25)
5 X

Suppose the physical quantities of a steam generator U-tube are given
as the following:

Tube data:

Stainless steel tubing

0,D, = 0.5 in., Wall thickness = 0.05 in.
L¥="20"£t, Lb =1 EEN(Fig a1y

C/Cc = 0.01 (assumed)

Flow data:
Steam and water mixture
P = 2400 psi, V = 70 ft/sec, B = 90%

By following the suggested procedure, the power spectral density curve of

the momentum fluxes in this steam-water flow was constructed. With the help
of Eq. 24, the power spectral density curve of the U-tube vibration amplitude
was also constructed, Then the mean square and the rms value of the vibra-
tion amplitude were found to be E[x2] = 0.13 in.2 and Xrms = 0.36 in,
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On the general subject of flow-induced vibration, many investigations
have proceeded directly from the flow conditions to the vibration solutions
without studying the nature of the interactions between the flow and the
mechanical structure, Obviously, the results of these investigations can
only be applied to systems similar to those which have been investigated.
Furthermore, following the approach used in the other investigations, it is
difficult to understand the actual mechanism of the flow-induced vibration.
For instance, the vibration frequencies of rods subjected to parallel flow
are found close to the natural frequencies of rods in many experimental
studies, Based on this fact, some investigators believe the mechanism of
parallel flow-induced rod vibration to be a self-excited vibration. In the
example presented here, the U-tube problem is essentially a forced-vibration
case because the tube bend will still receive the impulses of the two-phase
flow even if it is rigidly fixed by some means. Nevertheless, the major
vibration frequencies of the U-tube were found to be close to its natural
frequency. This shows that the frequencies of forced vibrations may also be
close to the natural frequencies of the mechanical systems if the excitation
is of a random nature, In the present study, the flow-induced vibration
problem was solved by applying the exciting force of known magnitude and
frequency to a model appropriate to the system being studied. This is a
more fundamental way of approaching such problems although the model and the
analysis in this study are by no means perfect.

CONCLUSIONS
The conclusions of this investigation may be summarized as follows:

1., The fluctuation of momentum fluxes is important only in a rela-
tively low frequency range. Under all the tested flow conditions, the major
part of the fluctuation energy is contained in the frequency range below
50 cycles/sec,

2, The unsteady component of the momentum fluxes in a two-phase flow
increases with increasing average flow velocity at a smaller rate than the
steady component does. The maximum values of unsteady momentum fluxes ap-
pear in either the high void slug flow or the low void annular flow regime.

3. The unsteadiness of momentum fluxes, the ratio of the rms value
of the unsteady momentum flux to the steady momentum flux is inversely pro-
portional to the average flow velocity to the 0,8 power and pipe diameter
to the 0.4 power, Among the tested pipe geometries the unsteadiness is the
greatest in the rectangular pipe, High system pressures tend to suppress
the unsteadiness of momentum fluxes,

4, Above 70% volumetric quality, the predominant frequency of un-
steady momentum fluxes increases in proportion with the average flow velocity
and increases almost linearly with decreasing volumetric quality. The system
pressure, the size, and the geometry of the flow channel do not have a signifi-
cant effect on the predominant frequency. Below 70% volumetric quality, the
fluctuation energy of unsteady momentum fluxes is distributed rather evenly
in the low-frequency region,

5, Based on the experimental results, a method of constructing the
power spectral density curves for untested conditions has been suggested.
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6, The presence of obstacles in the flow channel, such as the spacers
between the reactor fuel elements, depresses the pulsation of momentum fluxes
and results in an even distribution of the fluctuation energy in the low

frequency range.

7. In two-phase flow systems, appreciable structural vibrations can
be excited by the unsteady momentum fluxes, With the experimental results
in the present investigation, the rms value of the vibration amplitude can
be predicted by applying random vibration techniques, The vibration energy
of the mechanical system is concentrated around its natural frequency,

APPENDIX A

Accuracy of the Unsteady Momentum Flux Measurement
Using the Turning Tee

The vertical force acting upon the beam through the turning tee is

ry o J] vt 2 [[f ov s - [[] oe a5
C.& [SAA C.V.

The control volume in which the change of the vertical component of momen-
tum flux takes place is shown by the dotted lines in Fig. 13, Then Eq, 26
can be written as

] 3
Fy = pVv Ax ar =5 pVAx Lt - pgAth, (27)

where Ax is the inlet area of the tee and equal to (ﬂ/4)D2. Suppose the
density of the two-phase flow varies sinusoidally, namely,

p = pm(l = sin wkt), (28)

where pp is the mean flow density and Wy is the fluctuation frequency. Thus,
Eq. 27 becomes

2 2
F = i
y PmV Ax + pmV Ax sin wkt + wk pm VAth cos wkt
(29)

-ngAth - pmgAth sin UJkt.

For the larger turning tee used in the experiments, both D and L, are equal

to }-3/8 in. The flow conditions are assumed to be B = 80% and V = 100 ft/sec.
Hav1?g'these numerical values, the term ppgAyLy in Eq, 29 is found to be
negligibly small, The vertical dynamic force acting on the beam is then

W L
X : ket
Fd = Fm(51n wkt + —— cos wkt) (30)
or
uLe)*
Fd =\J1 + v Fm sin (wkt + 9), (31)
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where Fy is the amplitude of the force due to the unsteady momentum fluxes
in the flow

] 2
Fm = pmV Ax' (32)

S%nce the upper limit of the frequency range of interest is 50 cps, the
highest value of Wk would be 100 T rad/sec, For the given values of W, L,
and V, Eq, 31 becomes

F, = 1.06 F_ sin (1007t + @), (33)
This shows that, under the specified conditions, in the measurement of un-
steady momentum fluxes, the maximum error which occurs at the highest
frequency is 6%.
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NOMENCLATURE
Ap Cross section area of L Length
pipe Lb Length of U-tube bend
A Area under the spectral
pe density curve of momen- Lf EengEh, Hip. Ll
tum fluxes LL Length, Fig. lla
" Flow area of U-tube Me Equivalent mass
c Damping coefficient P Momentum £1ux
C Critical damping ¥ rms value of unsteady
c s rms
coefficient momentum fluxes
D Diameter (in,) it Steady momentum fluxes
E Modulus of elasticity Prms/Pst Unsteadiness of momentum
* fluxes
F Force
Fr Froude number = Inertia Qf Volune Elow zate. of yetes
force/Gravity force Qg Volume flow rate of air
£ Frequency RF(T) Auto-correlation function
fc Predominant frequency of of £ooqey. by, 1
unsteady momentum R _(T) Auto-correlation function
fluxes (cps) P of momentum fluxes
fo Central frequency of the SF(w) Spectral density of force
narrov band filter S _(w) Spectral density of momen-
Af Band width of the narrow P tum fluxes
band filter Sx(w) Spectral density of vibra-
H(w) Transfer function tion amplitude
h Height of the triangle B Time
in Fig, lla \' Average flow velocity
IY Moment of inertia of (ft/sec)
U;tu:eYcro:s-s;itio?zarea W Weber number = Inertia
BEes L R = force/Surface tension
k Spring constant force



WF(f) Experimental spectral Pe Density of liquid phase

density of force pg Density of gas phase
wp(f) Expefimen;al speiﬁ;al E Average density of a
gTHSIty S via two-phase flow
uxes
L Time lag, variable
w_(f) Experimental spectral
b density of vibration To Time lag, constant
amplitude ¢
Ci lar frequenc
X Vibration amplitude G 1 y
8 Vol eatel uality wk Frequency of density
AT e b fluctuation
flowing void fraction i
P Density of air under

standard conditions
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MEASUREMENT, INTERPRETATION AND CHARACTERIZATION

OF NEARFIELD FLOW NOISE

M. W. Wambsganss and P. L. Zaleski

Theoretical and Applied Mechanics Section
Engineering and Technology Division
Argonne National Laboratory
Argonne, Illinois

ABSTRACT

The nearfield component of flow noise has been identified
in earlier studies as a primary excitation source in the
parallel-flow-induced vibration of flexible rods and its meas-
urement and characterization as the cruxes of the problem.

This paper reports on an experimental study of the flow noise
on the surface of a test element in annular water flow. Three,
longitudinally in-line, pairs of miniature pressure transducers
were constructed on the surface of a tubular test element.

The instrumented test element was concentrically mounted within
a test section which is part of a water flow loop. This
assembly was used to obtain pressure-time measurements of the
flow noise. The nearfield mean-square-value spectral densities
and rms pressure coefficients were computed from a pressure-
difference signal using a subtraction process, with a
diametrically oppnsite transducer pair, to null out the farfield
noise. Normalization of the mean-square-value spectra is
discussed. Convection velocity ratios, mean eddy lifetimes,
and correlation lengths are computed from broad-band, longitu-
dinal, space-time correlations. In general, the results are

in agreement with those from independent studies of the
statistics of wall-pressure fluctuations in pipe flows and flow
over flat plates. The low-frequency behavior of the nearfield
mean-square-value spectra is believed to represent new data.

INTRODUCTION

High-velocity, heat-removing coolant in reactors and associated plant
equipment represents a source of energy which can excite the structural
components which it contacts. With the trend toward increasing plant
size and power density, resulting in higher coolant velocities, flow noise



as a source of excitation which can lead to structural damage is
increasing in importance. It is difficult to reduce or eliminate flow
noise since a significant portion of it is locally generated. Therefore,
it is more practical to design the structural components to survive in
the noise environment. This is an objective of the structure-fluid
dynamics program at Argonne: to develop new methods of analysis and
testing that can be used by designers in designing to avoid potentially
detrimental flow-induced vibrations of in-core and out-of-core components.

Clearances between adjacent components within a reactor are
inherently small, therefore, small displacements of these components can
be critical. There have been a number of studies, both theoretical and
experimental, of the parallel-flow-induced vibrational response of
flexible rods, both singly and in clusters; for example, see references
listed in Ref. 1. In these studies, flow noise has been identified as
the primary excitation mechanism; and its measurement, interpretation,
and characterization are the cruxes of the parallel-flow-induced
vibration problem.

Flow-noise can be divided into nearfield and farfield components.
In the nearfield the pressure fluctuations are due to the adjacent fluid
only; the energy density remains close to the source and does not radiate
outward. Pressure fluctuations generated by turbulent eddies do not
propagate and are an example of the nearfield. The farfield consists of
all true noise in the system. The associated pressure fluctuations
propagate at the speed of sound and radiate to large distances. Sources
of farfield noise include pump pulsations, valve scream, cavitation,
and the like. Flow noise within a reactor can be expected to be made up
of nearfield and farfield components, both of which can excite structural
response.

In the study of parallel-flow-induced vibration of flexible rods,
the test element is generally centrally located within the test section,
that is, the test element and test section axes are coincident. It is
reasonable to assume that the farfield (acoustic) noise travels through
the test section as a one-dimensional wave at the speed of sound in the
fluid. Therefore, at a given instant of time, and at a given section
along the rod, the contribution from the farfield to the pressure on the
surface of the rod is equal around the circumference of the rod. Since
the wavelengths associated with the low-frequency acoustic noise are
generally long in comparison with the wavelengths associated with vibra-
tion of the structure, it is assumed that the farfield does not
significantly contribute to forcing structural motion. Based on these
observations it is concluded that the nearfield represents the primary
source of excitation.

Solution of the analytical model describing rod response requires
mathematical characterization of the convecting, random pressure field
associated with the nearfield [1]. Assuming a homogeneous pressure field,
the cross-spectral density provides this characterization. Corcos [2]
proposed a phenomenological model to describe the cross-spectral-density
given by

1)



wp(g,n,w) = @p(w)A(mE/UC)B(wn/UC)exp(-ng/uc) (1)

where w is frequency, U; is convection velocity, £ and n are the
separation distances in the longitudinal and lateral directions
respectively, and ¢ (w) is the wall-pressure, mean-square-value (power)
spectral density, A(+) is the functional dependence of ¥, on the
longitudinal (streamwise) coordinate, £, and B(*) is the functional
dependence of ¥p on the lateral coordinate, n. Corcos' model provides
good agreement with experiment as well as lends itself to mathematical
computations because of the separability of the mean-square-value
spectral density, and longitudinal and lateral effects. Therefore,
Corcos' model is widely used and has been employed in the analysis of
the response of a flexible rod to parallel-flow [1,3,4]. Upon inspection
of Eq. 1 it is seen that characterization of the nearfield requires
studies of the mean-square-value spectral density and of the narrow-band
longitudinal and lateral space-time correlations.

There have been a considerable number of experimental studies
performed over the past decade [for example 2,5-12], and many of the
basic features of the nearfield are understood today. However, the
majority of the experiments have been performed in air tunnels and
involve measurement of the boundary-layer pressure fluctuations on the
surface of a flat plate or the wall of a pipe. There have been only a
few experiments performed in water tunnels; Bakewell [11] measured the
statistical properties of the fluctuating pressure on a body of revolution
and Clinch [12] studied the wall pressure field at the surface of a
smooth-walled pipe.

While experimental results from independent studies agree well at
the higher frequencies, the low-frequency spectra vary widely and, in
general, it can be concluded that reliable results are not available in
this frequency range. Yet this is precisely the range of interest in the
study of flow induced vibration of flexible rods (simulating reactor
components), since this low-frequency range encompasses the range of
first-mode natural frequencies at which the rods predominantly respond
[1]. Further, the majority of the studies have been concerned with fully-
developed turbulent flow which exists after the flow has traversed a
sufficient number of diameters down a uniform flow area channel. However,
in a reactor system there are any number of flow disturbers present which
can increase the flow noise intensity and contribute to increased
displacement amplitudes. (Results of a preliminary experimental study
which was conducted to determine the effect of external flow spoilers on
vibration amplitude showed rms displacements to be three times greater
when a 0.5 in diameter rod was mounted at the entrance to the test
section, crosswise to the flow direction [13].) A question which arises
is over what length will an increased turbulence level induced by an
upstream obstruction be maintained. In general, a study of the flow
noise field associated with flow conditions more closely approximating
those in an actual reactor is indicated. Also, there has been little
published on flow through an annulus [4].



Motivation for this study is provided by (1) the need for information
in the low frequency range from annular flow tests under conditions more
typical of those of reactor systems and (2) the lack of published state-
of-the-art experiments to satisfy this need. The object of this paper is
to describe the experimental facility, instrumentation and the initial
results obtained from pressure-time measurements of the wall-pressure on
a cylinder in annular water flow.

The experimental facility consists of a test section with an inside
diameter of 2 in., capable of accepting test elements up to 48 in. long,
and mounted in a 500-gpm water loop. The test element is a l-in.-dia.
tube on the surface of which are flush-mounted three, in-line pairs of
diametrically opposite miniature pressure transducers. The low frequency
behavior of the nearfield was obtained by using a subtraction process
with a diametrically-opposite transducer pair to null out the acoustic
noise. the rms pressure coefficient, mean-square-value spectral density
and longitudinal decay properties of the convecting random pressure field
are computed.

EXPERIMENTAL FACILITIES

The water flow loop (Fig. 1), used in the experimental study, is an
open system in which a centrifugal pump delivers water to a 2-in. i.d.
test section at flow rates up to 500 gallons per minute. Acoustic
filter systems were designed and installed in the flow loop to attenuate
extraneous low-frequency noise; the filters are similar to those used by
Paidoussis [14]. As shown in Fig. 1, one filter system was installed
upstream of the test section and one downstream in order to isolate the
test section from possible sound sources in the rest of the loop. Each
consists of three chambers (representing semi-infinite cavities) that are
connected to the flow channel by a short pipe located near the bottom of
each chamber. These cavities are mounted axially along the channel and
are air-filled during operation. The response of the system is that of
a high-pass filter; calculated cutoff frequenties are greater than 400 Hz.
The effectiveness of the filter systems was evaluated and an attenuation
of the low-frequency mean-square-value response of the pressure on the
order of 20 db was achieved; this amount of attenuation while reducing
the low-frequency farfield noise level is not in itself sufficient to
eliminate the "masking' problem caused by the noise.

To obtain a flexurally-rigid test section, and thereby reduce
acceleration effects, a relatively massive V-shaped stainless steel
channel was designed (Fig. 2). This test section features a removable
flat-plate cover and houses a 2-in. i.d., plexiglass tube which forms the
flow channel. The tube is split to permit accessibility to the test
element. The test section will accommodate test elements of 36 or 48 in
lengths. The test-element supports approximate fixed end conditionms.
Provisions are made for applying a slight tensile force to the test
element. Additional isolation of structural-borne vibration of the test
section is provided by the use of flexible bellows and sections of rubber

pipe (Fig. 1).
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INSTRUMENTATION AND DATA PROCESSING

As discussed in the Introduction, characterization of the nearfield
requires knowledge of the mean-square-value spectral density and the
narrow-band, longitudinal and circumferential space-time correlations.
These characterizing properties are obtained from pressure-time histories
measured at closely-spaced intervals along and around the test element.
To make these measurements, miniature pressure transducers are needed.
The small size is required to obtain direct pressure measurements over a
sufficiently broad frequency range; larger sized transducers average the
high frequency (small wavelength) eddies resulting in a loss of resolu-
tion. While there are relationships for correcting for finite transducer
size [2], these corrections have certain inherent inaccuracies and, 1f
possible, it is felt desirable to avoid their use. Small size is also
required to obtain transducer spacings that will permit computation of
the correlation (decay) lengths and other characterizing properties of
the pressure field. This need for small size is made clear in the
presentation of results to follow.

Sufficiently small transducers are not available commercially and
since Clinch [15] showed the feasibility of constructing and using small
units, it was decided to construct our own at Argonne from ceramic
piezoelectric material. At the time the transducer work was initiated
it was not believed to be as much of a development program as a con-
struction effort. However, because our study required the sensors to be
flush-mounted on the surface of a test element possessing inherent
flexibility and because we were interested in the low frequency behavior
of the nearfield it became apparent that some innovation beyond the work
of Clinch was necessary, in particular, (1) the need to eliminate base
strain sensitivity from the sensors, and (2) the necessity of obtaining
devices which had good, demonstrable low frequency response, were
identified.

A schematic of the miniature pressure transducer assembly is given
in Fig. 3. The transducers are constructed in situ, that is, the units
are built directly onto the tube, following a procedure, which evolved
slowly with each set of transducers, as outlined in Appendix A.
Originally the sensors were designed to be built on a 0.5-in. diam. tube
using ceramic squares, 20 mils on a side. However, various problems
associated with transducer construction, sensitivity and reliability of
these small units were encountered. To circumvent several of these
difficulties, a larger diameter test element (l-in. diam. tube) was used
and the sensing area of the transducer was increased a factor of approx-
imately 9 by using 1/16-in. ceramic squares for the sensors; this
contributed to the ease of construction and improved the sensitivity and
thus the signal-to-noise ratio. The 48 in. long, tubular test element
was instrumented with three, longitudinally in-line pairs of
diametrically-opposite pressure transducers located at a section 24 in.
from the test section inlet. The transducer pairs were spaced 0.1 and
0.2 inches apart. The leads were run through the tube and out through a
support fin so as not to disturb the flow field or oscillate the leads.
(Transducer calibration and frequency response is discussed in Appendix
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B.) For comparison purposes test section wall pressure was also measured
at two locations using commercial transducers which were flush-mounted
in the wall.

The test procedure called for measuring wall pressure-time histories
for a range of mean axial flow velocities. (Mean flow velocity in the
annulus is obtained indirectly by measuring the mean volumetric flowrate
with a turbine-type flow meter.) A schematic showing the instrumentation
and data processing sequence is given in Fig. 4. For each mean axial
flow velocity tested, the pressure-time data were recorded on magnetic
tape for subsequent processing. The mean-square-value spectral densities
were obtained from an analog spectrum analyzer by slowly sweeping the
frequency range with a constant-bandwidth filter while plotting the time-
average of the square of the signal; the sweep-rates, filter-bandwidths,
and averaging-times used are given in Table I. Broad-band space-time
correlation plots were obtained using an electronic analog correlator
which gives the time-averaged product of signals from two transducers,
one signal delayed in time with respect to the other. The pressure
difference from diametrically-opposite pairs was obtained using a sign-
changer and adder built from operational amplifiers.

Table I. Spectrum Analysis Parameters

Frequency Filter Sweep Averaging
Range (Hz) Bandwidth (Hz) Rate (sec/kHz) Time (sec)
20 - 80 = ‘ 3600 1
80 - 500 10 1100 i
500 - 10K 50 210 1

MEAN-SQUARE-VALUE SPECTRAL DENSITY

In computing the response of a flexible rod to nearfield flow noise
excitation, perhaps the most important quantity in characterizing the
random pressure field is the mean-square-value (MSV) spectral demsity [1].
The MSV spectral density represents the frequency distribution of the
mean-square of a signal. For a homogeneous pressure field, as assumed
in the various studies referenced, the MSV spectrum is independent of
position along the flow channel at which it is measured.

MSV-spectra were plotted from the six miniature pressure transducers
flush-mounted on the instrumented test element. Transducers numbered 2
and 5 (Fig. 4) represent a typical diametrically-opposite transducer
pair. Experimental curves® corresponding to a mean axial flow velocity

* .
The experimental data discussed in this paper were obtained prior to the
installation of the acoustic filter systems in the loop.
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of 39 ft/sec are given in Figs. 5 and 6, as measured by transducers 2 and
5 respectively. In Figs. 5 and 6 distinct pressure peaks occurring at

a frequency of 60 Hz and multiples up to 300 Hz can be observed. These
pressure peaks have been identified as pump-induced pulses; 60 Hz
corresponds to the running speed of the pump while 300 Hz represents the
vane-passing frequency. In Figs. 7 and 8 MSV-spectra have been sketched
from experimental curves for the range of flow velocities tested; the
pressure peaks identified with the pumping operation have been neglected.

The corresponding spectra from each of the two transducers agree
well, both qualitatively and quantitatively. This good agreement indi-
cates a homogeneous pressure field at the particular section along the
test element. In the high frequency range (f > 600 Hz) the spectra vary
with flow velocity as expected; the energy content of the pressure field
increasing with mean flow velocity. The results in this frequency range
agree quantitatively with those of Clinch [12]. At the low frequencies
(f < 600 Hz) there is a significant contribution due to extraneous noise;
this was also observed by Clinch [12] and by Willmarth and Wooldridge
[16]. This low frequency noise is nearly invariant with flow velocity
as shown in Fig. 7 and 8.

The low frequency noise is suspected to be farfield noise which
masks the contribution to the measured MSV-spectra from the nearfield.
Its presence also makes it difficult, if not impossible, to obtain
meaningful cross-correlation measurements in the lower frequency range.

As discussed briefly in the Introduction, it is reasonable to assume
that the farfield noise travels as a one-dimensional wave at the speed
of sound in the water. Therefore, at a given instant of time, and at
a given section along the test element, the contribution to the surface
pressure from the acoustic noise is equal around the circumference of the
element. Since the wavelengths associated with the low-frequency acoustic
noise are long in comparison with the length of the element, it is
assumed that the acoustic noise does not 51gn1f1cantly contribute to
forcing motion of the element. In an attempt to circumvent the problems
associated with the presence of low-frequency acoustic noise, the use of
pressure differentials taken across the test element was considered.
The reasoning here is that with the acoustic noise being equal in
magnitude and phase on the circumference of the element it would subtract
out.

Let us consider the process of computing the MSV-spectra from the
pressure-difference signal

P(t) = pB(t) i N O (2)

where subscripts A and B refer to diametrically-opposite transducers.
Mathematically the MSV-spectral density may be defined as

o, (W) = f Ry (e 3 3)
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where Rp(t) is the stationary auto correlation function for P(t) given by

Rp(1) = %i: % J P(t)P(t + 1)dt (4)

An equivalent definition, which is more appropriate for those cases in
which measurements are obtained on analog devices, can be written [17]

T
i Sl e 2
%(5) = re g0 T(AE) J SR ()

where sz(f,t) is the squared instantaneous amplitude of the signal in

the narrow-frequency band from f to (f + Af). In actual practice the
averaging times are finite and infinitesimally narrow frequency bands

are unattainable. An approximation to the above equation which represents
the machine computation of MSV-spectral density, can be written

2
<PAf(f’t)>

1
XS A (6)

%) = 1G5

s
J PAf(f,t)dt =
o

where < > denotes a time average.

Dropping the subscript Af and substituting Eq. 2 into Eq. 6 obtains
i & 2
e, () = TGH Jo [pp(£,t) - p, (£,t)]7dt (7)

which expanded can be written
»
A
= ALE 2
TCAE) JopA(f,t)dt

i
¢P(f) = J pB(f t)dt + ——

T (Af)

T
2
T T(AE) JOPB(f’t)pA(f,c)dc -

The first two integrals on the right-hand-side (RHS) represent the MSV-
spectral density of the overall pressure measured by transducers B and A
respectively, that is, QP (f) and ¢ (f). For a homogeneous field at the
given section

® (f) =90 (f) =29 () 9)

Py Py total

The third integral on the RHS of Eq. 9 represents the cross-spectral
density between pressure signals p,(t) and pp(t). The farfield contribu-
tions measured by each transducer will be in-phase, since the transducers
are located at the same section, hence they will correlate. However,
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the nearfield contributions are random and unrelated and thus will
correlate to zero. Therefore, the third integral gives the MSV-spectral
density of the farfield contribution only, Qfarfield(f)' In the computa-
tional process this is subtracted from the MSV-spectral density of the

total pressure

<l>P(f) . 2[q)tot:al(f) % ¢farfie1d(f)] (10)

and the term within the brackets in Eq. 10 then represents the desired
quantity, the MSV-spectral demsity of the nearfield noise. The factor of
two in front indicates that the spectrum computed from the pressure
difference is twice the magnitude of the nearfield spectrum.

Pressure differences from diametrically-opposite transducer pairs
were obtained using an analog subtractor made up from operational
amplifiers. MSV-spectra for the pressure-differential signals were
plotted for the range of mean flow velocities tested. A typical experi-
mental plot is given in Fig. 9; nearfield MSV-spectra sketched from
experimental results are shown in Fig. 10.

A comparison of curves from Figs. 5-8 with the corresponding curves
in Figs. 9 and 10 shows that the subtraction process efficiently cancels
the "extraneous'" low-frequency noise and pump pulses and thus supports
the hypothesis that is is acoustic in nature. In general, the nearfield
spectra are relatively flat out to a cut-off frequency, implying band-
limited white noise; the magnitude, or energy content, increases with
mean axial flow velocity. However, it should be noted that the levels
between the high-frequency (turbulent eddy) spectra obtained from a
single transducer and those from a corresponding pressure-difference
signal consistently differ by a factor greater than the two as given by
Eq. 10. This discrepancy has not yet been resolved; equipment gains and
calibrations are being checked as a possible source of error. The low-
frequency behavior of the nearfield is believed to be new information and
is of importance to the understanding and prediction of flow-induced
vibration of reactor components, again since structural vibration
frequencies can, in general, be expected to fall in the low frequency
range.

The pressure peak exhibited by the curves of Fig. 10 occurs at a
frequency which can be associated with the natural vibration frequency
of the instrumented test element (V44 Hz). The pressure peak itself is
assumed to be the result of a slight vibration of the test element. The
bending strain induced by this motion (of the order of 0.1 mil) is
sensed by the miniature pressure transducers which are somewhat strain
sensitive despite design and development efforts (Appendix A) which,
while greatly relieving the problem, were not completely successful in
eliminating strain sensitivity. In the subtraction process the trans-—
ducer "output" due to test element straining is doubled because the
strains add. This doubling is further amplified through the squaring-
process associated with the computation of MSV- spectra. It is
interesting to note that the magnitude of the peak is greatest at the
lowest flow velocity and shows a decreasing trend with increasing mean
flow velocity. If we assume that the excitation causing the low-level
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test element vibration is independent of flow velocity (as it might be
if it were structure-borne from an external source), the decrease in
amplitude might be explained by the associated increase in effective
system damping which has been shown to accompany increasing flow
velocity [18].

In Fig. 11 we have plotted a MSV-spectrum obtained from a pressure
measurement on the test section wall using a commercial pressure trans-
ducer with a large sensing area (%0.25 in. dia.) relative to that of the
miniature transducers on the test element. A comparison of the spectrum
of Fig. 11 with those from miniature transducers as given in Figs. 5-8
clearly illustrates the need for small size. The larger diameter
transducer averages out the high frequency eddies and a loss of resolu-
tion at the high frequencies results. While it is true that we are
primarily interested in the low frequency behavior of the nearfield, the
high frequency response is, nevertheless, required to obtain those
insights and information basic to an understanding of the flow
phenomenon.

RMS PRESSURE COEFFICIENT

As discussed earlier, the surface-mounted pressure transducers
measure an overall pressure fluctuation containing contributions from
both the nearfield and farfield. In our study of the nearfield, a
characterizing quantity of interest is the root-mean-square (rms)
pressure. As shown in the preceeding section, working with a pressure-
difference signal from a diametrically-opposite transducer pair proved
to be an effective technique for eliminating the farfield contribution.

Let us consider this technique in computing the rms pressure of the

nearfield. With the pressure difference given by Eq. 2, the mean-square-
value is given by

N o s

2

<3(e)> = % J P e L J (py, - pA)Zdt (11)
o o

where < > again denotes a time average. Expanding Eq. 11 obtains
T T i
2 1 2 2 it 2
<P™> = = - = —
T jo det T Jo pAdet + T 3 pAdt (12)

In Eq. 12 the first and third integrals on the right-hand-side (RHS)
represent the mean-square-value of the overall pressure fluctuations
which, for the case of a homogeneous pressure field, will be equal.
Therefore, we can write

1 T
296, Skl 2 1
<Di> =9 [T L ppdt - T Jo pAdet] (13)

The second integral on the RHS of Eq. 13 represents a cross-correlation
between pressure signals pA(t) and pB(t). The contributions from the
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farfield being equal and in-phase at a given section along the test
element will correlate while the fluctuations due to turbulence being
random and unrelated will correlate to zero. In the computational
process the farfield contribution to the overall mean-square pressure
subtracts out and the term in parenthesis represents the desired
quantity, the mean-square pressure associated with the nearfield.
Therefore, the rms-value of the nearfield pressure is equal to the
rms-value of the pressure difference divided by the square root of two.

The rms-pressure coefficient is defined as

i) 1/2
2 2
TR UL (14)
P q 5 q

where q is the dynamic pressure
i 2
qQ=35° U (L5)

and pf is fluid density. The rms-pressure coefficients obtained using
Eq. 14 are plotted as a function of Reynolds number for two transducer
pairs in Fig. 12; a high-pass filter with a cutoff frequency of
approximately 80 Hz was used in computing the mean-square pressure. From
Fig. 12 it can be seen that the pressure coefficient is approximately

a constant of 0.010 over the range of Reynolds number. This result is

in qualitative agreement with that obtained by Clinch [12] and others;
Clinch determined a value of 0.007 for this ratio independent of Reynolds
number,

NORMALIZED MEAN-SQUARE-VALUE SPECTRA
In an attempt to characterize the nearfield pressure fluctuations,
a normalization of the nearfield MSV-spectra was attempted. Assume that
the individual spectrum can be represented by the equation
2, () ., £ £ (U)

8, (U,£) = B (16)
BNMEIE > e £ > £ (D)

The mean-square-value is equal to the area under the MSV spectrum curve
3 o
<p>=| ¢ (U,f)df 17)
5B

Substituting Eq. 16 into Eq. 17 and integrating gives

2
<p>=

n=-1 ¢ofo > (18)
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From the results of other investigations and as shown in Fig: 125
the rms pressure coefficient is approximately a constant

, 172
s gSPIREs (19)

Substituting for <p > in Eq. 18 and rearranging obtains

T ne=:t 2.2 4 (20)
= G
Qofo 48m ppf

To normalize the spectra we will look for parameter groupings which are
functions of the mean axial flow velocity, say, gl(U) and gz(U), such
that

¢ (1) fo(U)
g, (0 =hy gz(_U) =C, 5 G and C, are constants, (21)

The conventional method is to characterize frequency by a Strouhal
number

S (22)

where L is a characteristic length; therefore, let

g, (V) = U/L . (23)

Different investigators have used different parameters for the character-
istic length; for example, the boundary-layer displacement thickness,é”,
is used by Bakewell [11], Schloemer [10] and others, while pipe diameter,
d, has been used by Corcos [19] and Clinch [12]. Similarly both the free
stream velocity and the mean convection velocity have been used for the
characteristic flow velocity. Use of the boundary-layer displacement
thickness and pipe diameter lend themselves to characterizing flow over

a flat plate and pipe flow respectively. However, for annular flow we
have chosen the hydraulic diameter,

4 =D-4d (24)

where D is test section inside diameter and d is test element diameter.
In Fig. 13 the nearfield MSV-spectra are plotted as a function of

S = fdh/U. As can be seen from Fig. 13, normalization of frequency using
Eq. 23 does a reasonable job of correlating the spectra; the "break
frequencies" of the spectra occur at an approximately constant Strouhal
number value of 4.
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Using Eq. 25 with Eq. 20 gives

2L2iL8
GCwn JUad
@050 g nte i ppf h (26)
g, (M 4n g, ()
where
= (27)
S0 fodh/U
By inspection, one is led to try
(28)

3
gl(U) =p.U dy

as the normalization factor. This again is the conventional method of
presenting spectral data. In Fig. 14 we have plotted the non-dimensional
MSV-spectra. However, we see from Fig. 14 that the normalization factor
given by Eq. 28 tends to "overcorrect" the spectra associated with

lower flow rates; normalization by a factor with flow velocity to a lower
power is indicated.

In an earlier report, Clinch [20] suggested a ''new' method* of
plotting wall pressure spectra by using the normalization factor (o%ng),
where v is the kinematic viscosity of the fluid and UT is the
friction velocity which is related to the mean flow velocity as

w /m? =k (29)

where k is an empirical constant which varies from 0.0015 to 0.0016

over the range of Reynolds number of interest. The results of this
attempt at normalization are shown in Fig. 15. For the flow velocities
greater than 14.5 ft/sec the spectra normalize reasonably well. The
discrepancies associated with the curves corresponding to flow velocities
of 9.7 and 14.5 ft/sec can be attributed in part to inaccuracies in
measuring low flowrates.

SPACE-TIME CORRELATIONS

Space-time correlations from longitudinally- and circumferentially-
spaced transducers give information from which the convecting and
decaying properties of the nearfield can be computed. For this initial
study our instrumented test element gives us only three longitudinally-
spaced measuring stations and none circumferentially-spaced. Broad-band
space-time correlations using differential pressure signals were obtained
from the variable time delay correlator (Fig. 4) for the frequency range
from 300 Hz to 15 kHz. Typical correlation plots for two flow velocities
are given in Figs. 16 and 17.

- A
It should be noted that in his later paper [12] Clinch reverts to the
"conventional" method of normalizing with (D%U3d)-
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The curves are plotted as a function of time delay with each curve
representing a different pressure transducer separation. The curves
have been normalized such that the zero time delay, or auto correlation,
value corresponds to a correlation coefficient of one. As can be seen
from Figs. 16 and 17 the individual correlation curves.peak at a glven
value of time delay and the peak amplitude decreases with 1n?rea51ng'
separation distance. The peaking of the correlation cu?ves is aﬁsoc%ated
with the convection of the pressure field and a convection velocity is

defined as
= (30)
U = /T

The decreasing amplitude of the peaks is associated with a loss of
correlation as the pressure field is convected. If we use an exponential
to approximate the envelope of the peaks, the "time constant' associated
with the exponential, that is, the time it takes for the response to
reach 37 percent of its initial value, gives a measure of the average
eddy lifetime, 6. Knowing the eddy lifetime and the mean convection
velocity a longitudinal correlation length, or length over which the
eddies remain correlated, can be defined as

L =U6®6 (31)

The computed convection velocities, average eddy lifetime and longitudinal
correlation length are given on Figs. 16 and 17. In general these

results are in quantitative agreement with those of Clinch [12] for
turbulent water flow in a pipe.

Results from broad-band space-time correlations are of interest in
obtaining a basic understanding of the characteristics of the nearfield.
However, in calculating the response of structural components to the
nearfield excitation it is necessary to have information relating to the
narrow-band, statistical behavior of the nearfield. Data analysis of
narrow-band filtered signals is planned. Based on the results of earlier
investigators [9,11,12], it is expected that the convection velocity and
eddy lifetime will be frequency dependent; the low-frequency, large-size
eddies being located at a larger distance from the surface of the flow
channel will be convected at a higher velocity and remain correlated for
a longer time than the high-frequency, small-size, eddies which are
closer to the surface.

In several of the earlier studies [9,11] the filtered, longitudinal,
space correlation functions are expressed as a function of the Strouhal
number, f£/U., only. However, Clinch's data [12] do not conform with
this manner of representation particularly at low frequencies. Clinch
suggests expressing the longitudinal correlation amplitude A in the form

A= exp(‘E/Lx) (32)

where the correlation length is frequency dependent. Because of this
difference in interpretation and of the importance of low frequency be-

havior to our study further investigation is indicated and is, in fact,
planned.
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As can be seen from Figs. 16 and 17, close-spacing of pressure
transducers is required to obtain a sufficient number of data points to
characterize the longitudinal decay of correlation with sufficient
accuracy. This requirement points out the need for small-size pressure
transducers.

CONCLUDING REMARKS

In general, results obtained from an experimental study and
characterization of the wall pressure on a cylinder in annular water flow
showed good agreement with earlier investigations of wall pressure
fluctuations in pipe flow and in flow over flat plates. The following
specific conclusions may be drawn:

(1) Low-frequency "extraneous' noise can be effectively eliminated
by taking the pressure difference from a diametrically-opposite, pressure
transducer pair; this supports the hypothesis that the noise is acoustic
in nature and not a part of the nearfield.

(2) Nearfield mean-square-value spectra are essentially flat out
to a flow-velocity-dependent cutoff frequency. The data at low-
frequencies is believed to constitute new information.

(3) RMS pressure coefficients are approximately constant over the
range of Reynolds number tested. However, the average value of 0.010 is
greater than the 0.007 value reported by several investigators of
turbulent boundary-layer flow.

(4) A Strouhal number representation of frequency satisfactorily
normalizes the spectra with respect to frequency. This result is in
agreement with that arrived at from independent studies of flat plate
and pipe flows with both air and water.

(5) The magnitude of the spectra was most effectively normalized
by nondimensionalizing the spectra as %,/P¢vUr, that is, by scaling with
the square of the mean flow velocity. The conventional method of
normalizing by scaling with the cube of the flow velocity tended to
"overcorrect'" the spectra associated with the lower flow velocities.

(6) Convection velocity ratios, average eddy lifetimes, and
longitudinal correlation lengths obtained from broad-band space-time
correlations were in general agreement with results from independent
studies of turbulent flow in pipes.

In addition to the above conclusions which were drawn from the test
results, the feasibility of constructing reliable miniature pressure
transducers that are sufficiently strain insensitive to operate on the
surface of a tubular test element possessing inherent flexibility was
demonstrated in the course of carrying out the experimental program.

Plans for future work include:

(1) A study of the structure of the nearfield. In general, turbu-
lent flow can be considered to be made up of turbulent eddies that are
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continually being created and destroyed. These eddies have asso?iat?d
with them a length scale and a time scale. The upper limit on size is
determined mainly by the size of the apparatus, or flow channel, while
the lower limit is determined by viscosity effects [21]. If we take the

wavelength given by

c

to be representative of eddy size, it is easily seen that with an upper
limit being the width of the annulus, low-frequency eddies (say

f < 300 Hz) cannot exist for the range of flow velocities tested. It
is hypothesized that the low frequency contribution to the mean-square-
value spectra as shown on Figs. 9 and 10 is due to slow variations in
fluid flow which, while not belonging to the turbulent flow per se, can
be considered as part of the nearfield. Support for this notion is
given in photographs of flow through a channel [21; Fig. 1-10, p. 13].
The statistical descriptions of these slow flow variations might be
expected to be significantly different from those associated with the
turbulent-eddy flow.

(2) The measurement of narrow-band space-time correlations and
characterization of the results. This study will result in information
relating to the frequency dependence of the statistical properties of
the nearfield. Special consideration will be given to the interpretation
of results from low-frequency-centered bandwidths as an aid to under-
standing the structure of the nearfield.

(3) Determination of the effect of various flow spoilers on altering
or contributing to the energy content of the nearfield. Included will be
a study of the feasibility of characterizing various spoilers via a
pressure measurement. The homogeneity of the pressure field downstream
from a spoiler and the decay length, as the length required for a
disturbance to die out, will be investigated.

(4) Instrumentation of a 0.5-in. dia., tubular test element with
from 5 to 7 longitudinally in-line, miniature pressure transducers.
This instrumented test element will yield additional data points from
space-time correlations and will be used to study the nearfield noise
within a bundle of 7 elements with and without wire wrap.
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APPENDIX A. TRANSDUCER CONSTRUCTION

The present construction details evolved slowly with each set of
transducers which were built. The following techniques more or less
represent the state of the art in transducer construction in our program.

Although these details are rather straightforward when described, it
must be remembered that all construction was done using a 40 power
microscope. The unit used was a Carl Zeiss operation microscope. Because
of the self-illumination and large depth of field offered by this unit
it is felt that this is an excellent choice for this type of work.

The 1 x 2 x 0.01 inch sheets of ceramic material® were sliced into
0.020 in. square wafers by the Argonne Optic Shop. Although the square
shape effectly behaves as a larger diameter circular unit they were used
because of the relative ease with which they were obtained. Also, in
actual usage the effective sensing area is more dependent on the opening
in which the transducer is placed rather than the ceramic size.

Upon receipt, the wafers were cleaned and inspected for chipping or
size defects. The polarity of each piece chosen for assembly was
determined and color coded with a colored lacquer. An additional purpose

*
PZT 5H obtained from Clevite Corporation.
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of this lacquer coating was to seal and ipngulate the sides or edges of
the piezoelectric material. It was found that if this was not done it
was possible to create a partial short circuit on the edges of the
ceramic square with the silver filled epoxy solder used to cement the
pieces together and thus greatly reduce the electrical output of the
finished transducer. The paint was easily chipped and scraped free of
the metal surfaces of the square in the appropriate spots for subsequent
soldering.

Actual construction of the units was accomplished by stacking the
elements in the order shown in Fig. 3. Because virtually any shift in
orientation of the individual elements would result in gross misalignment
on this miniature scale, the assembly is done in discrete steps allowing
the epoxy solder to harden between steps.

The transducer construction was done in situ - that is, the units
were built directly onto the test element rather than fabricated com-
pletely and installed when done. An oversize slot or flat was milled
into the test elements where the construction was to take place and all
penetrations were made on this flat for the coaxial lead wires which
connect the completed unit to the charge amplifiers. The tragpsducers
were electrically connected to these coaxial lead wires with .002 in.
gold wires. Silver filled epoxy solder was used to accomplish this also.
The slot area immediately surrounding the pressure sensor was then built
up to the original tube size, using an epoxy plastic. An annular gap of
< .010 in. was maintained between this plastic and the transducer. This
operation essentially formed a pressure port exposing the transducer only
to the fluid immediately above it. The final operation consisted of
plotting the sensor in an RTV silicone rubber. This provided electrical
insulation for the transducer and filled all gaps so that no depressions
or protrusions were present in the area surrounding the transducer. The
area was inspected microscopically for smoothness so that the flow would
not be disturbed. .

APPENDIX B. CALIBRATION

Since one of the primary requirements of the transducers was to show
good demonstrable frequency response in the range of 10 to 100 Hz, a
small, low frequency dynamic pressure calibration chamber was built to
operate in this region. This device consists of a small cylindrical
(2-1/2 dia. x 4 in. long) pressure chamber fitted with an electro-
mechanical valving system capable of oscillating the pressure in the
region 5 < £ < 150 Hz. The ends are flanged for easy access and are
sealed with O-rings.

The end flanges are fitted with a pressure tube penetration which
allows the installation of a test rod through the chamber. In operation
only the section of the test element on which the transducers are located
is within the calibration chamber. The remainder of the test element
protruded through the pressure tube penetrations. The chamber is thus
kept to a small size yet permits the calibration of any length specimen.
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Because of the variation in transducer sensitivity with ambient
pressure, the calibration chamber is normally maintained at a fixed,
preselected mean pressure level. During actual test loop operation, the
test section pressure is also maintained at this same pressure level.
This simple procedure eliminates the necessity of changing the equipment
calibration settings during tests due to pressure variations and thus
reduces the possibility of introducing calibration errors.

In operation the frequency of the pressure pulsations are varied
over the region of interest using the Honeywell frequency sweep and
tracking filter section of the data analysis system. The pressure level
is servo-controlled at a pre-selected level using an Atlantic Research
Model Lc-60 Transducer as a control. This commercial unit was initially
calibrated using a step change in pressure. This procedure produced very
good agreement with the calibration factor provided by the manufacturer.
A block diagram of the control scheme is pictured on Fig. 18. With
proper charge amplifier settings the constructed transducers have produced
effective calibration factors of approximately 3.0 volts/psi.

DISCUSSION

None.

FREQUENCY SWEEP
OSCILLATOR

AIR

CONTROL PRESSURE
TRANSDUCER

CHARGE
AMPLIFIER

Fig. 18. Calibration Control Scheme
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CONDUCTIVITY CELLS FOR FLOW INDUCED VIBRATION MEASUREMENTS*

G. R. Sawtelle

Engineering Mechanics Section
Physics and Engineering Division
Battelle Memorial Institute
Pacific Northwest Laboratories
Richland, Washington

ABSTRACT

This report describes the development of a conductivity
cell instrumentation for measuring flow induced vibrations in
long, slender fuel pins. The design, construction and evalua-
tion of conductivity cells and associated signal conditioning
equipment is discussed in detail, providing the background for
the underlying theory, operating procedure and limitations of a
particular instrument, the PNL Impedance Detector.

INTRODUCTION

The Vibration Problem

Flow induced vibrations have generated failures in various
reactor components. 1) Generally these failures occurred in
regions of highly turbulent flow and vortex shedding. In the
Fast Test Reactor (FTR), heat generated in the fuel bundles
will be removed by pumping large quantities of sodium past
closely spaced, spiral wire wrapped fuel pins. The resulting
turbulent flow conditions, ideal for removing heat efficiently,
may generate flow induced vibrations. Failure of the fuel-
element cladding can occur from vibration-induced fretting,
and such an event could cause a costly reactor shutdown. The
severity of vibrations must be evaluated for the contemplated
design, so that if serious, appropriate measures can be taken
to reduce or eliminate vibrations.

In general, theoretical methods to predict flow induced
vibrations are not available; any theoretical treatment would
be extremely difficult because of the complex geometric and

* This paper is based on work performed under United States
Atomic Energy Commission Contract AT (45-1)-1830.
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time varying boundary conditions present'in the spiral wirg
wrap fuel design. Furthermore, the forcing function associated
with flow induced vibrations is not well defined. Several
investigators have derived empirical gquatlons(2,3,4f5) for
single pins with known support condlylons; however, in
comparing these equations with expe;1mental results of other
investigators, differences arise which have yet_to bg recon-
ciled. Because of the uncertainties in predicting vibrations
of single pins, experiments are required.

An experimental evaluation of flow induced vibrat@ons
requires appropriate measurements to establish the fatigue
life and wear rate of fuel pins. Since the precise failure
mechanism in a fuel pin is unknown, a knowledge of the mode
shapes and frequencies may provide much of the information
needed to relate pin motion to failure. Mode shapes and
frequencies can be determined by measuring the displacement
histories in two orthogonal directions at various axial
locations along the pin. Since the spacing between fuel pins
in a bundle can be quite small, vibration transducers
(i.e., sensors) externally mounted on the pin may disturb the
flowing coolant; hence internal or surface mounted transducers
are required. In addition to being small enough to mount
within the fuel pin, the transducer should be capable of
resolving amplitudes of at least 1 mil and preferably 0.1 mil.
Although vibration-induced damage might not be expected at
amplitudes below a fraction of a mil, fretting corrosion has
been encoun?efed at relative motion amplitudes of much less
than 1 mil. (6 From mode shapes and amplitude data relative
motion amplitudes at the fuel pin wire wrap contact points
can be estimated.

The preferred test would measure vibrations under proto-
typic reactor conditions which include exposing the fuel pin
to sodium in excess of 1000 °F under a radiation environment.
The ideal transducer would then be capable of operation in a
1000 °F, radioactive, sodium environment and be small enough
to mount within the fuel pin diameter. Since state-of-the-art
instrumentation does not meet these needs, a suitable
low-temperature, out-of-reactor environment must be used to
develop instrumentation and data analysis techniques. Water
can be used as a Reynold-modeling coolant; it has the same
kinematic viscosity at 200 °F as sodium at 900 °F. Therefore,
transducers required for flow induced vibration measurements
should be capable of 200 °F operation.

Apparently four transducers have been used for various
fuel pin size and spacer configurations; each has different
capabilities and limitations. Other types of available
transducgrs may be potential candidates. For example a small
rod or pin could be attached to‘a fuel cladding and extended
through the wall of the flow duct to an external displacement
sensor. This type of sensor may provide nonprototypic
constraint and flow distortion and hence is not a desirable
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instrument. The following discussion indicates the limitations
of four types of transducers and why the conductivity cell
method was chosen for flow induced vibration measurements

at PNL.

Variable Reluctance Coils

Variable reluctance coils have been mounted inside a
1/2 inch OD thin wall tube about 3 feet in length and suspended
on a taut wire to detect the tube vibrations.(7) 1In this case

the pin must be supported from both ends such that the variable
reluctance coil mounting wire can be placed in tension to
provide rigid support. This device, requiring an internal
support does not appear applicable to a long small diameter
fuel pin.

Strain Gages

Strain ?ages have been mounted on the outer and inner
wall(2,3,5,8] of fuel pins to measure flow induced vibrations.
Although strain measurements provide a direct strain reading
useful for fatigue failure prediction, the mode shape of the
fuel element must be known to determine the amplitude of
vibration. 1In grid spacer fuel design, the support locations
are generally known; the fundamental mode shape and frequency
(which has been found to be the dominant vibration freguency)
can be determined readily from experiments and/or analysis.
However in a wire wrap support design the location and
constraint provided by the wire wrap is difficult to predict.
The spiral wire wrap design provides a potential support

at 6 locations, 60 degrees around the pin, and at 6 inch

axial intervals as shown in Figure 1. However since a 217 pin
bundle fits loosely in its flow duct; and because of construc-
tion tolerance and inherent pin bow, only a portion of the
potential supports may be in contact at any instant in time.
Hence the interaction between fuel pins is more complex in

the wire wrap design because of the multiplicity of potential
contact points whereas in the grid plate design the inter-
action of fuel pins takes place primarily at the grid spacer.

Assuming that the mode shape is known, the practical
measurable threshold vibration amplitude using strain gages
in an FTR fuel pin can be determined from the following
analysis. Assume the fuel pin deforms into sine waves along
its length.

y = A sin 1% (1)

where A is the amplitude coefficient and L is the span length
x is the axial location.
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FIGURE 1. Fuel Pin and Spiral Wire Wrap Spacer Design

Recall that the strain (€) for a uniform beam in flexure

_o_Mc_ 2%
ElIF T I et (2)
e
and thus e ™ —27 A (3)

where is an outer fiber stress

Youngs Modulus

bending moment

cross section moment of inertia

distance from neutral axis to strain location,
i.e., inside radius of the fuel pin (0.100 inch
is the current design).

OHREMmQ
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The maximum strain level occurs at (x = L/ ) the midpoint
of the span and is directly proportional to the“amplitude of
vibration(A), the fuel pin radius and inversely proportional
to the square of the span length(L). Assuming a 10 microstrain
threshold, the minimum detectable amplitude would be about
0.3 mil peak (0.6 mil p-p) for a 6 inch span length which
corresponds to a frequency of about 300 Hz. Since each wire
wrap contact may not act as a support, the effective span may
range between 92 inches, the full length of the fuel pin, to
6 inches where every potential wire wrap contact acts as a
rigid support.

Figure 2 indicates the predicted vibration threshold
versus frequency (span length) for a strain gage sensor. For
reliable measurements a signal to noise ratio of 10 to 1 is
desired and the practical measuring level may be an order of
magnitude above the indicated threshold. Hence the strain
gage is not feasible for small vibration amplitudes.

EFFECTIVE FUEL PIN SPAN, INCHES
36 30 24 18 12 6

T T I T

STRAIN GAGE NOISE REGION

STRAIN GAGE

10MICROSTRAIN —|

PEAK AMPLITUDE, MILS

ACCELEROMETER’

NOISE REGION
OR ACCELEROMETE
AND STRAIN GAGE

5] 10 30 100 300 500
FREQUENCY. H7

FIGURE 2. Strain Gage and Accelerometer Threshold
Deflection Amplitude
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Accelerometers

Accelerometers small enough to fit inside an FTR fuel
pin (0.200 ID) have recently become commercially available:*
Accelerometers provide an output proportional to acceler?tlon
which must be twice integrated with respect to time to yield
displacement histories. The equivalent noise level for an
accelerometer of this size is about 0.06 g based on the manu-
facturer signal conditioning specifications.

Assuming harmonic motion and an error free integration,
the threshold amplitude level can be determined as follows.
The equation defining time dependent harmonic motion 1is

y = A sin wt (4)

where y is the position or amplitude for any time t. A is
the peak amplitude coefficient. w is the circular frequency
in radians.

The second derivative of y with respect to t; the acceleration
(¥)

¥y =A wz sin wt (5)

hence the maximum acceleration

2 - 2
Ypax = T AW (6)

and¥ocenrs. at sin ot = 1.

Converting y from units of length per time2 to number of g's
(386 in.z/sec = 1 g) and circular frequency to hertz
(v = 2mf) reduces equation (6) to

9n

A= 5 (7)

0.102f
when 9, is the equivalent noise level in g's.

For a frequency of oscillation of 100 Hz the threshold noise
lgvel is 0.06 mil; however, as shown in Figure 2 the threshold
rises rather rapidly for lower frequencies. The accelerometer
like the strain gage does not permit low amplitude, low
frequencies measurements.

* The author is aware.of three units, one a biaxial (measures
1n two orthogonal directions simultaneously) piezoelectric
type, the other two are uniaxial piezoresistive types.

Cbluﬂbia{kseard1 Endeveo Corporation Kulite Semiconductor
Laboratories Inc. 801 S Arroyo Parkway Products Inc.

MacDade Bldv. and Bullens Lane Pasadena, Calif. 1039 Hoyt Avenue
Woodlyn, Pa. 19094 91109 Ridgefield, N.J. 07657
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Conductivity Cell

The conductivity cell method has been used at Atomics
International (9) for the study of mixing parameters and
vibrations of bundles of fuel rods. This device consists of
a conductivity cell located either in a fuel pin (or in the
flow duct wall) and appropriate signal conditioning elec-
tronics to provide an electrical signal proportional to the
spacing between the probe (cell) and an adjacent fuel pin.
This instrument operates on the basis that probe impedance
varies with distance between the cell and its mating surface
in a uniform electrolytic solution.

The conductivity cell method provides a signal proportional
to the relative spacing between two surfaces. Although the
relative spacing between two pin surfaces may be directly
related to wear, the location of one probe surface is required
to establish the mode shapes. The absolute motion of the
central pin in a bundle of pins using conductivity cells
requires algebraically summing the relative amplitudes along
a line of pins, one in each row back to the flow duct. This
operation may require considerable manipulation of the output
signal to establish motion in two orthogonal directions.

A prototype of the Atomics International conductivity
cell was adapted to the original FTR fuel pin, (viz, 0.25 0D
fuel clad and 30 mil wire wrap spacing) and was evaluated in
the PNL Engineering Mechanics Laboratory. Initial testing
indicated additional development was required to improve the
sensitivity and response characteristics of the probe to an
acceptable level for the FTR fuel pins. However because of
its potential capability of measuring low amplitudes of
vibration (0.1 mil, independent of frequency) the conductivity
cell was chosen for PNL flow induced vibration testing of FTR
fuel assemblies. The following sections describe the develop-
ment of the conductivity cell instrumentation: the PNL
Impedance Detector.

SUMMARY

In the Fast Test Reactor (FTR), heat generated in the fuel
bundles will be removed by pumping large quantities of sodium
past closely spaced, spiral wire wrapped fuel pins. The
resulting turbulent flow conditions, ideal for removing heat
efficiently, may generate flow induced vibrations. Analytical
predictions of flow induced vibrations are extremely difficult
because of the complex geometric and time varying boundary
conditions present in the spiral wire wrap fuel design; hence
experimental techniques are required to evaluate FTR fuel pin
bundle vibrations. In the FTR development program, both
water and sodium flow tests are planned. Because of the lower
cost and less demanding instrumentation requirements, FTR fuel
assemblies will be initially tested in water.
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The slender FTR fuel pins vibrate like beams under 3
parallel flow; frequencies and displacemgnts can be determined
by measuring the displacement histories in two orthogonal
directions at several axial locations along the pin. Pre§ent
commercially available strain gages and accelerometer§, will
not sense small deflections at frequencies corresponding to the
lower pin modes. The conductivity cell however has beep used
to measure vibration amplitudes of much less than one mil
independent of frequency of vibration.

The conductivity cell system initially developed by
Atomics International was modified for the FTR fuel bundle.
Several dominant parameters which affect the performance of
the conductivity cell instrumentation have been evaluated:
the dimensions of the cell, insulation and pin spacing
respectively, the electrolyte concentration and temperature,
and excitation level. In addition, since the probe impedance
is dependent on the external circuit parameters, the Wheatstone
bridge components must be adjusted to provide four-equal-
resistance arms to obtain maximum sensitivity and linearity.

Absolute displacement histories along the length of the
fuel pin is the most desirable form of vibration data.
Neither strain gages nor accelerometers directly measure
displacement though each provide absolute data. The
conductivity cell method measures displacement directly and
can sense low vibration amplitudes. However, unless the
motion of one of the probe surfaces is known, this method
provides only relative displacement. The major disadvantage
of the conductivity cell method is that the simulated coolant
must be an electrolyte solution in which the concentration
and temperature can be carefully controlled.

A 19-pin instrumented bundle was tested initially as part
of FTR fuel bundle development program. Fuel pin vibrations
were below the noise level (0.3 mil) of the instrument and
after testing for a few hours at elevated temperature and
pressures, some of the conductivity probe lead cables leaked
water. The instrument has since been modified to provide a
threshold noise level of 0.01 mil peak-to-peak. Although
inconclusive, results of a recent shaker test on the 19-pin
fuel bundle have shown the conductivity cell instrumentation
to be a viable method. Clear noise free signals of (1) a
nearly pure sine wave (2 mil p-p) at low g levels, (2) a
distorted sine wave indicating the nonlinear effect the wire
wrap supports at an intermediate g level and (3) pin-to-pin
and pin-to-wall impact at the upper g level have been observed.

. Further testing of 217 pin, FTR fuel bundles are planned
using the conductivity cell method. The current instrument
will bg refined to improve the.annoying drift problem by
replacing the operational amplifier and d-c power supply with
better quélity, more stable units. Additional development
efforts will be directed at the design of a reliable cell and
instrument lead penetration seal.
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DISCUSSION

THE PNL IMPEDANCE DETECTOR

The PNL Impedance Detector Instrument contains the
appropriate signal conditioning electronics to provide an
electrical signal proportional to the spacing between an
insulated cell and an adjacent fuel pin. A complete circuit
diagram and photographs are included in Appendix I.

The PNL Impedance Detector consists of four electrical
sections: (1) the middle chassis provides calibration,
monitoring and the necessary switching; (2) a 100 kHz
excitation oscillator provides a 100 kHz sinusoidal excitation
signal for the seven bridge circuits; (3) the bridge-detector-
amplifier circuit provides the major signal conditioning and
the necessary resistors and capacitors for completion of a
Wheatstone bridge in which (4) the probe isione ileq.

The seven bridge-detector-amplifier circuits and the

100 kHz excitation oscillator are of printed circuit construc-
tion. Printed circuit design allows one to construct seven
electrically identical channels and provides a compact unit.
The seven bridge-detector-amplifier circuits and the 100 kHz
excitation oscillator are mounted in an all metal chassis to
provide shielding from electromagnetically radiated noise and
hence is inherently less susceptible to noise.

Middle Chassis

The middle chassis contains a d=-c power supply, switching
circuits, a null meter and the calibration level set which
is a voltage divider potentiometer hereafter referred to as the
calibration level set. The power supply provides d-c excitation
for (1) the solid state components in the 100 kHz excitation
oscillator, and (2) the operational amplifier in the Bridge-
Detector-Amplifier circuit, (3) a calibration signal used to
adjust the operational amplifier circuit gain, and (4) a d-c
reference signal for the calibration level set. The null meter
is used with the calibration level set to measure the various
d-c voltage levels.

100 kHz Excitation Oscillator

The 100 kHz Excitation Oscillator circuit contains an
oscillator, amplifier, and rectifier. The oscillator amplifier
circuit provides an adjustable level 100 kHz sinusoidal
excitation signal (6 volts peak-to-peak maximum) for the seven
bridge circuits. A rectifier circuit provides a d-c signal
proportional to the peak-to-peak excitation signal that can
be monitored and adjusted using the null meter-calibration
level set circuitry.
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Bridge-Detector-Amplifier

The Bridge-Detector-Amplifier circuit contains (1) the
necessary resistors and capacitors for completion of a
Wheatstone bridge, (2) a detector, (3) a 10 kHz low pass
filter and (4) an amplifier circuit. The operation of the
Bridge-Detector-Amplifier circuit can best be explained by
examining the operating procedure and referring to Figure 3.
Initially the operational amplifier d-c balance and gain are
adjusted, and the Wheatstone bridge is balanced. 1In a balanced
condition the bridge output of the instrument is zero. However
when the probe impedance changes (due to a change in probe
spacing) an unbalanced bridge results in the appearance of a
100 kHz output signal which is transformer-coupled to the
detector circuit. The detector senses both the amplitude and
direction of the unbalance (an increase or decrease in imped-
ance corresponding to an increase or decrease in probe spacing)
and provides a demodulated signal to the 10 kHz low pass filter.
The low pass filter then removes any remaining 100 kHz excita-
tion signal and other extraneous signal above the 10 kHz
cutoff frequency. The demodulated and filtered information
signal is then amplified by the operation amplifier.

EXCITATION DETECTOR LOW PASS FILTER
100KC Lt e iy I'____'—]
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OPERATIONAL AMPLIFIER
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FIGURE 3. Bridge-Detector-Amplifier Circuit
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PROBE DESIGN CONSIDERATIONS

The desired characteristics of a good probe design are
that, (1) the probe provide sufficient sensitivity to permit
accurate and reliable measurements for the amplitude range of
interest; and (2) the probe and lead cable be physically small
enough to mount several probes inside a fuel pin. Since the
electrical characteristics of an electrolytic cell must be
considered when designing a suitable probe, we will briefly
discuss (1) the electrolytic conduction theory, (2) polariza-
tion, (3) electrolyte selection, (4) lead cable selection
and (5) probe configurations.

Electrolytic Conduction

Current flow through an electrolytic solution takes place
due to the motion of ions between the immersed electrode
surfaces. Current flow through an electrolytic solution is
similar to electron flow through a solid material in that the
effective resistance (R) of the electrodes is directly
proportional to the electrode spacing (L) and inversely
proportional to the electrolyte conductivity (C) and electrode
surface area (A) i.e.,

L
Furthermore, OHM's law states that the voltage (V) across the
electrodes is equal to the product of the current flow (I)
and the effective electrode resistance (R). That is

V = IR (2)

Combining Equations (1) and (2) one can see that

v L
R(!T(!EK. (3)

Since the electrolyte conductivity (C) and the electrode area
(A) are to be constant for a given test, it is possible to
apply a constant voltage (current) to the electrodes, measure
the resulting current (voltage) and relate the measured
current (voltage) to the spacing of the electrodes.

The sensitivity (S) of the electrode or conductivity
probe is the ratio of the change in output signal (V) to a
change in probe spacing (L)

AV
= — 4
S = i1 (4)
which is related to the change in probe resistance, is from
Equation 1

S a = 0 =% .« (5)



This equation indicates that maximum sensitivity can be
obtained by using a small probe area and a small electrolyte
conductivity (i.e., weak electrolyte).

Polarization

Polarization(l0) refers to a condition in which the ratio
between the current flow and voltage of an electrolytic cell
differs from a constant. That is, for two different voltage
levels, all other factors being equal, the ratio between
voltage and current, (the effective resistance) does not :
remain constant. The reliable and accurate operation of this
instrument depends on the assumption that the effective probe
resistance is dependent only on the probe spacing. S@nge'
polarization may cause an erroneous signal, ways to minimize
polarization effects will be discussed.

Polarization phenomena are conveniently classified into
two categories: concentration polarization and overvoltage.
Concentration polarization implies the existence of a thin
layer of solution immediately adjacent to the electrodes.
Overvoltage ordinarily results from the slow rate at which the
electro-chemical oxidation and reduction process occurs at one
or both of the electrodes. Experimentally, concentration
polarization can be reduced by (1) diluting the electrolytic
concentration, (2) increasing the mechanical agitation of the
solution and (3) increasing the size of the cell. Overvoltage
can normally be reduced by (1) decreasing the current density
at the electrode, i.e., decreasing the probe excitation voltage
and (2) increasing the temperature of the electrolyte.
Mechanical agitation and increased temperature is automatically
accomplished for flow testing at elevated temperatures;
increasing the cell size (area) and reducing the excitation
level reduce the sensitivity whereas diluting the electrolyte
results in an increase in sensitivity of the conductivity cell.

Electrolyte Selection

A weak concentration of NaNO; was found to be an adequate
electrolyte for all the probe eva uations; hence other salts
were.not evaluated. Since the flow loops used for testing of
the instrumented fuel bundles are of carbon steel construction,
LiOH was added to raise the PH level. Raising the PH Level
to 10 Feduces the oxidation rate of carbon steels, limiting the
formation of oxide particles which may affect the conductivity
of the solution and change the electrode surface properties.
Since reducing the electrolyte concentration increases the
sen51§1v1Fy of the probe and diminishes the effects of
polarization, samples of local tap water, distilled water and
a sample from the loop in which the testing was to be conducted
were measured to determine theit conductivity in relation to
various concentrations of NaNO3. A solution concentration with
a conductivity §llghFly higher than the above samples was chosen
because a solution with a conductivity much less than the
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test loop.sample may be subject to conductivity fluctuation
due to oxidation particles forming within the loop which will
create erroneous signals.

An undesirable characteristic of electrolytes is that the
conductivity changes with temperature; hence the conductivity
probe sensitivity depends on and must be calibrated at
temperature.

Lead Cable

A miniature, low capacitance, low noise coaxial cable is
required as a signal lead to the probe because: (1) the small
size allows more cells to be located within a small diameter
fuel pin, (2) the low capacitance keeps the capacitive reac-
tance of the cable small compared to the probe impedance change,
(3) low noise levels keep spurious signals due to cable motion
at a minimum and (4) coaxial shielding minimizes stray electro-
magnetic pickup. Atomics International (11) has had success
using a single insulated lead within the fuel pin then extending
the lead to the signal conditioning equipment with a shielded
cable; however, at PNL shielded cable was used throughout.

In either case grounding of the shield should occur at only
one location to prevent ground loops. A Microdot* "Mini-Noise"
miniature coaxial cable (Microdot number 250-3808) was used;
however a smaller diameter (0.0450 OD) Microdot cable could

be considered.

Probe Configurations

The conductivity probes used in fuel pin vibration
measurements consist of one or two insulated cells flush
mounted in the surface of either thesfuel pin cladding or in
the flow duct wall (see Figure 4). 1In the one-cell design,
the insulated cell faces an adjacent fuel pin which is an
electrical ground. In the two-cell design, the insulated
cells are aligned to face each other.

The sensitivity of the probe is affected by both the
effective cell area and the portion of stray current flow to
ground. Since the probe resistance change is only dependent
on the portion of current flowing between the cell and the
adjacent fuel pin surface, the stray current path ii undesirable.
The two-cell design used by Atomics International (11) may be
more sensitive since the effective cell area is less. The
single-cell design has provided sufficient sensitivity for the
PNL instrument.

Since the stray current does not contribute to the change
in resistance of the probe with spacing and may increase
polarization effects at the cell surface, it is undesirable.

¥ Mini-Noise is the trade name for cable manufactured by Micro-
dot Inc., and is advertised as having low noise characteristics.

153



DESIRED

CURRENT PATH
\ [/
JI,
STRAY CURRENT PATH
f—\_,ﬂ . W M~ (1 W
FUEL __H—
PELLET

L\ L\|"'

= = L\‘
EPOXY | 1)
INSULATION

=l = = [
SHIELDED WIRE I

ONE CELL DESIGN TWO CELL DESIGN

FIGURE 4. Conductivity Probe Configurations

The stray current can be reduced by increasing the insulation
thickness and reducing the cell size. However the fuel pin
diameter limits the insulation diameter, while polarization
and construction tolerances limit the practical minimum size
of the cell. Randall et al(9) have suggested an insulation
thickness which is twice the mean probe spacing. Large
insulation diameters may be easily provided in cells mounted
in duct walls. For small pin diameters with large mean
spacing, some form of thin surface insulation may be required
to minimize the stray current path and increase the probe
sensitivity. Small cell sizes are limited by the increase in
polarization and ease of fabrication. Cell sizes ranging
from 15 to 62 mils in diameter are practical.

Figure 4 shows a typical instrumented fuel pin cross
section in which the fuel pellets are drilled to permit the
}ead cable to pass through the center of the pin; the cell
1nsu}ation plug also requires removing a relatively small
section of the fuel pellet. The shield on the cable is potted
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into the insulation plug and hence provides shielding to the
cell without having a multiplicity of ground paths. A suitable
ground is provided by attaching a ground cable from the test
section flow duct to chassis ground of the PNL Impedance
Detector.

Constructing reliable probes requires special considera-
tion. The major difficulty lies in getting the fuel pin end
cap welded to the cladding without overheating (damaging) the
lead cable insulation. The PNL probes were made using a
cable with a taped teflon outer jacket. However an extruded
jacket should provide a more reliable waterproof seal.

CALIBRATION AND EVALUATION

Procedure and Apparatus

For experimental calibration a test basin and a prototype
cell (including the lead cable length) were constructed. Two
probe configurations were calibrated: (1) pin-to-wall and
(2) pin-to-pin. The cell was mounted in the flat bottom of
the basin and in a short length of fuel cladding fastened to
the bottom of the basin respectively. Each cell faced a short
length of cladding attached to an electromagnetic shaker. The
shaker was used to control the mean probe spacing as well as
the dynamic amplitude. An optical displacement follower
(OPTRON) provided a calibrated voltage proportional to
displacement; this signal was compared with the Impedance
Detector output to determine the sensitivity of the probe
(see Figure 5).

ELECTROMAGNETIC
SHAKER

e[(t)  VOLTAGE a
TO DISPLACEMENT

BASIN CONTAINING M) VOLTAGE @
ELECTROLYTIC SOLUTION  py “Jroeo o T0 DI'SPLACEMENT

DETECTOR
TO PNL IMPEDANCE DETECTOR

FIGURE 5. Conductivity Probe Calibration-Evaluation Apparatus
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Once the calibration apparatus was constructed and set up,
the Wheatstone bridge was balanced. Since the probe impedance
depends on the external circuit characteristics, tr%a} and
error has provided the only reliable method of obFalnlng a
balanced bridge. The probe resistance was determlped from
the potentiometer setting in the balanced bridge c1rcglt. The
resistors in the bridge circuit were adjusted to provide four
equal resistance bridge legs; this optimized the bridge ;
sensitivity and linearity. The probe sensitivity was determined
with the aid of a dial micrometer by statically moving the
probe a known distance and comparing with the change in output
voltage of the Impedance Detector. By using the electromagnetic
shaker, the probe was dynamically excited; comparing the output
of the Impedance Detector with the optical displacement follower
provided dynamic calibration. Accurate calibration of the
conductivity probe required controlling the (1) electrolyte
concentration and temperature, (2) the probe mean spacing
(3) the vibration amplitude and (4) the bridge excitation level.

Experimental Probe Evaluation

Early in the conductivity cell development program several
probes were constructed to experimentally determine the elec-
trical characteristics, in particular the probe impedance to
be matched in the bridge circuit. The effects of carrier
frequency and probe spacing were measured. The probe impedance
was calculated from oscilloscope voltage measurements across
the probe and a resistor in series with an excitation oscillator.
Though the loading effects of the oscilloscope and measuring
circuit directly influenced the probe impedance, the following
trends were observed.

(1) The impedance of an electrolytic cell is complex in that
both resistive and capacitive effects are present.

(2) The resistive and capacitive reactance components (and
thus the impedance) decreased with increasing frequency
for frequencies between 20 and 200 kHz.

(3) The reactive component was reasonably constant for a given
probe and was somewhat smaller than the resistive portion
for spacings on the order of 0 to 60 mils.

(4) An aging process occurred in which the impedance of the
probe increased with the square root of time (stainless
steel cell surfaces).

Figures 6 and 7 show the probe impedance versus spacing
for various excitation frequencies for pin-to-pin and pin-to-
wgll gonfigurations. Notice the probe impedance decreases
with increasing frequency and the decrease between 100 kHz
and 200 kHz is less than between 20 kHz and 50 kHz or 50 kHz
and 100 kHz. This effect is thought to be due to polarization
effegts which become less evident at the higher frequencies.
Considering the above and the observation that capacitive
reactance of the lead cable increases at higher frequencies,

a 100 kHz signal was selected as the carrier frequency.
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Signal Conditioning Circuit Evaluation

Prior to selecting the design of the PNL Impedance
Detector several breadboard circu%§§ including a Qrototype gf
the Atomics International circuit and a PNL bridge 01rcg1t X
were constructed and evaluated. To determine the better circuit,
the A.I. circuit (Figure 8) and the PNL bridge circuit
(Figure 9) were examined for three properties: ; S
(1) 60 Hz noise and harmonics introduced by the circuit into
the output signal

(2) Harmonic distortion of.the voltage signal generated in
the circuitry when the conductivity probe is vibrating
at 100 Hz (2C. Hz overtones)

(3) The ability to produce a d-c signal which is proportional
to static displacements or movements of near zero
frequency

Both circuits were capable of measuring static displace-
ments. The probe was then excited at a frequency of 100 Hz
with a vibration amplitude of 0.6 mils. A spectral density
plot, with the vertical scale adjusted to give an effective
filter band width of unity was made of the signals produced
by the two circuits (see Figures 10 and 11).

The spectrum of the A.I. circuit exhibited 60 Hz noise
plus harmonics of the 60 and 100 Hz signal. Although the
PNL bridge circuit sensitivity is less (32 mV compared to
86 mV for the A.I. circuit) the spectral noise level was
below the 100 Hz input signal level, hence the bridge circuit
was capable of lower measurement amplitudes.

To evaluate frequency response, the output of the bridge
circuit was measured and plotted with the Spectral Density
Analyzer for various constant power input levels to the shaker
as shown in Figure 12. The frequency control on the shaker
was swept through a range for each constant power input setting.
This created the lines which slant downwara toward the lower
right indicating that the vibration amplitude decreases with
increasing frequency as expected from harmonic analysis.
Horizontal lines were constructed from a similar simultaneous
plot of the optical displacement follower signal. The
gctual vibration amplitudes, are not horizontal lines. This
indicates a slight nonlinearity in the electromechanical
shaker system. The drastic change at 900-1000 Hz results
from resonance of the rod connecting the shaker and the probe.

The PNL Impedance Detector was then designed and con-
structed using printed circuits and the bridge circuit design.
The low pass filter was replaced with a commercial unit, and
the.ogerational amplifier feedback circuit was slightly
modified. After a brief checkout and calibration of the PNL
Impe@apcg Detector, the first flow test was performed. The
sensitivity at 110 °F test temperature using a 0.1 wt% NaNO
solution was 60 mV/mil. The data gathering system consistea

158



SIGNAL

GENERATOR OUTPUT
HIGH =~ =AW

FREQUENCY

ELECTRODE 4

FIGURE 8. Atomics International Circuit

HIGH FREQUENCY
EXCITATION

TO ELECTRODE

1A

il

FIGURE 9. PNL Bridge Circuit

r

1159



1000
500 h
|
|
100 |- |
= |
SN |
o |
< Nl
- Nl
[S l I
2 ol
S = |é|| |
4
=
= =
AETE
1 ! ||!||Al| ln (o e 1 1
10Hz 100 Hz 1000 Hz

INPUT = 0.6 MIL pK-pK VIBRATION AT 100 Hz

FIGURE 10. Spectral Output of Atomics International Circuit

100
50 —
>
P
a
=
L
=
=
>
E
= %! |
E £l
3 =z
=
o
1 ...1....][ A D L ARl
10 Hz 100 Hz 1000 Hz

INPUT = 0.6 MIL pK-pK VIBRATION AT 100 Hz

FIGURE 11. sSpectral Density Plot for PNL Bridge Circuit

160



800

LINES OF CONSTANT
ACCELERATION

100 [~
2 MILS 0.5
g X 0.4
= 0.3
=
&
>
= 0.1
= 10
2 NOTE: HORIZONTAL
= LINES ARE CONSTANT
= 5 [-DISPLACEMENTS

1 L ) L L Il.lllll ! L
100 Hz 1000 Hz

FIGURE 12. Voltage Output of the PNL Bridge Circuit
for Various Displacements and Frequencies

of the Impedance Detector, a d-c amplifier and a magnetic

tape recorder. The combined system noise level was about

20 mV p-p. Spectral analysis of the resulting data was
inconclusive: The data revealed little difference between
no-flow and flowing conditions. Because of the excessive
noise present in the system the sensitivity of the Impedance
Detector had to be improved to reduce the system noise level.
Conceivably the vibrations might have been below the predicted
0.3 mil threshold of the instrument.

Modifications
The instrument was then modified to increase the

sensitivity. A resistor which had initially been included to
provide a linear output over a wide conductivity probe
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displacement range was eliminated: initial flow test

revealed that since the maximum amplitude may be only a few
mils this resistor was not required. The effect of electrolyte
concentration on probe impedance and instrument sensitivity

was evaluated (see Figure 13). At zero probe spacing the probe
resistance does not go to zero as expected because of
polarization and contact resistance. The largest sensitivity
was obtained for a NaNOj electrolyte concentration of 0.03 wt%:
the bridge resistors were adjusted to provide a 4-equal-arm
resistance bridge. The operational amplifier gain was
increased from around 300 to 1000 which accentuated a low
frequency (less than 1 Hz) drift problem however, since the
drift could be easily filtered without loss of information the
drift was tolerable. The effect of 100 KC excitation level on
sensitivity was evaluated. As shown in Figure 14, the
sensitivity increased linearly with excitation up to 12 volts
p-p (the maximum capability of the oscillator) indicating no
apparent polarization or other undesirable effects.

5K
0.01%
&K -
PIN-TO-PIN CONFIGURATION
FUEL PIN = 0.25" OD
INSULATION = 0.125" OD
CELL = 0.062" OD
(%]
=
e =
= e
S
s
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S XK
= 0.07%
0.1%
1K
0 1 | | | 1
0 10 20 30 40 50 60
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FIGURE 13. Probe Rgsistance Versus Probe Spacing
for Various NaNO3 Solution Concentrations
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The spectral output of the modified instrument was then
evaluated at a 100 KC excitation level of 12 volts p-p;
500 mV/mil sensitivity. The probe was excited at a constant
300 Hz, 0.2 mil p-p and the output spectrum plotted as shown
in Figure 15. Except for a 120 Hz component the spectral
noise level was two orders of magnitude below the signal level.
A portion of the 120 Hz component was due to the shaker input
as indicated on a similar spectral plot of the optical
displacement follower output.

An experiment was conducted to determine the transverse
sensitivity (the probe sensitivity for motion of the pin
perpendicular to the cell face and to the pin axis) of the
probe. For a transverse vibration of 1 mil p-p amplitude,
the sensitivity was 22 times less than the normal sensitivity,
hence this probe was relatively insensitive to motion in the
transverse direction.

Noise measurements including spectral noise analysis with
no probe vibrations were conducted in an attempt to determine
the noise source. It was found that the operational amplifier
noise contribution was minimal and independent of the 100 KC
excitation signal level. The spectral content of the noise
as shown in Figure 16 is primarily 60 Hz and 60 Hz harmonics.
The measured p-p noise level was only 5 mV at the operational
amplifier output. A sensitivity of 500 mV/mil provides a
0.01 mil noise level which should be quite adequate.

TEST RESULTS

Fuel pin vibration tests were conducted on a 19-pin
bundle contained in a flow duct. The lower part of the duct

163



«NOTE: PORTION OF 120 HZ
100~ NOISE DUE TO ELECTROMAGNETIC
SHAKER INPUT

Sl

o=

OUTPUT, mV (PEAK TO PEAK)

1 MLIMITED BY ANALYZER LM

0.5 1
10Hz 100 Hz 1000 Hz

INPUT = 0.2 MIL pK-pK @ 300 Hz

FIGURE 15. Spectral Output of PNL Impedance Detector

%)

=

2%

E OS5

-

w

%

-

(Y% )

(&)

<

5

o

>

01 1||l L dt I1|1||| 1 Il 1111111
10 100 1000
FREQUENCY, Hz
FIGURE 16. Background Noise Spectrum of PNL Impedance Detector

164



was hexagonal with lexan windows whereas the upper section
was a circular lexan tube. Eight instrumented fuel pins were
installed, one with a strain gage and seven with conductivity
probes. 1In addition three wall probes were installed in the
hexagonal duct located as shown in Figure 17.

The initial flow tests were conducted with the duct
rigidly clamped to a support fixture. As discussed earlier,
the fuel pin vibration data was inconclusive. After testing
at elevated pressure and temperature (110 °F, 100 psig)
for a few hours, several conductivity probe lead cables were
leaking water; some of these probes appeared to be working
with no detrimental effects while others would not permit
balancing the bridge circuit and hence were inoperative. The
author feels that those leaking probes which continued to
operate, had permitted water to pass through the outer jacket
into the shield only, whereas in those which had failed, the
water had entered to the center conductor and shorted the
probe. Seven of the twenty-one original probes are still in
operating condition and were used in recent shaker testing.

The most recent testing was conducted with the duct
mounted on bellows which permitted forced vibration of the
test section. The 19-pin assembly (designated B-1l) was
attached to a beam which provided a nearly pure lateral
translation input to the fuel bundle reducing the natural
flexual modes of the nonuniform flow duct. Accelerometers
were attached at various locations as shown in Figure 17 and
their output recorded as the exciting force was swept through
a frequency range of 2 Hz to 5 kHz. Several critical
frequencies were observed i.e., where one or more
accelerometers were excited at larger g levels or their
output wave form was out of phase or distorted as compared
to the majority of accelerometer traces indicating that the
duct was not undergoing pure translation.

At a frequency of about 40 Hz, the response of all
accelerometers attached to the flow duct exhibited a high
complex frequency wave form obscuring the 40 Hz fundamental
input. Simultaneously, an audible sound suggested a
significant increase in the activity of the fuel pin bundle.
At maximum g levels (3 g) the pin vibrations were easily
perceptible visually--particularly when strobe light
illumination was used.

The conductivity cell signals were recorded on a strip
chart recorder as the shaker was swept through the frequency
range discussed above. The wave forms for the conductivity
cells were generally harmonic for most input frequencies. At
a shaker frequency of around 40 Hz, the response signals for
various pin cells became remarkably clean, i.e., free of
harmonics and modulation--this is characteristic of resonance
and indicated the probable lowest natural frequency of the
pins. The output from a duct wall probe (2wW) and a
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pin-to-pin probe (2A) was photographed from oscilloscope
traces as shown in Figure 18. Notice the response waveforms
for probe 2W are nearly sinusoidal at the lower g level and
becomes increasingly distorted to the point of clipping at
1.2 g. This distortion is indicative of the nonlinear
constraint provided by the wire wrap support; between the pin
and duct wall the wire wrap contacts at 12 inch intervals
whereas at the opposite side of the pin contact will be made
on each of two pins 120° apart at 6 inch intervals.

CONDUCTIVITY PROBE - 2W AT 38.9 HZ

A=A

A-0.1q B - 0.26g C-12g

CONDUCTIVITY PROBE - 2A AT 38.9 HZ

T— »

A - 0.056q B -0.2g C 132
FIGURE 18. B-1 No-Flow Shaker Test Data

The trace of probe 2A is more complex because it senses
the spacing between two pins rather than between the wall and
a pin as in probe 2W. The maximum amplitude of the two traces
at 1.2 g in which contact occurred as indicated by the clipped
signal are about 10 and 12 mils respectively: the test section
was designed for a duct-bundle clearance of 20 mils. The
amplitude of probe 2W at 0.1 g input is 2.5 mil p-p which
corresponds to a voltage amplitude of 250 mV p-p and is
completely noise free. This data demonstrates the clarity of
waveforms achievable with conductivity cells. One can see that
much lower amplitudes should be perceptible.
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CONCLUSIONS AND RECOMMENDATIONS

The PNL Impedance Detector is capable of making reasonably
accurate and reliable vibration measurements to less thgn
0.1 mil peak to peak. Although the instrument can provide
useful data, a few problems do exist--none of which are
considered insurmountable. The conductivity cell method
provides a signal proportional to the relative motion be?ween
two surfaces rather than an absolute strain or acceleration
as in the case of a strain gage or accelerometer, respectively.
None of the three major vibration sensing instruments provides
a signal directly proportional to absolute motion. Where
sufficient amplitudes of vibration are present either the
accelerometer or strain gage could provide direct absolute
amplitudes; however the strain gage signal must related to an
effective bending mode to determine displacement amplitude and,
the accelerometer signal must be integrated twice with respect
to time to determine the absolute displacement amplitude. The
strain gage and the accelerometer threshold are inversely
proportional to frequency and may not have sufficient
sensitivity at low frequencies. Biaxial measurements can be
made quite easily by using a biaxial or two uniaxial acceler-
ometers. Likewise two strain gages placed at 90° around the
pin will provide biaxial data.

The conductivity cell method measures displacement directly
and can sense low vibration amplitudes. However, unless the
motion of one of the probe surfaces is known, this method
provides only relative displacement. The errors in data
manipulation required to determine absolute displacement with
the conductivity cell method should be no greater than with
accelerometers or strain gages.

A square lattice fuel spacing is required to obtain
orthogonal vibration measurements using the conductivity cell
method because only the two nearest surfaces in a fuel pin
bundle provide an appropriate geometry. 1In a triangular
lattice arrangement algebraic addition of two or more measure-
ments at oblique angles is required to obtain absolute
vibration displacement amplitudes.

Since each of the three major vibration sensors has
inherent advantages and disadvantages, no single sensor may
provide sufficient information by itself; rather two or all
three sensors could be used to provide comparison and backup
for reliability. However, because physical contact between
pins may be more directly related to fuel pin wear (or failure),
particularly in the case of the spiral wire wrap spacer design,
and because of the low amplitude threshold independent of
frequency, the conductivity cell method may well be the better
technique for measuring fuel pin vibrations.

_The PNL Impedance Detector is capable of providing a
sensitivity of 500 mV/mil. A noise level of 5 mV provides an
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effective displacement threshold of 0.01 mil, which should be
adequate. The undesirable d-c drift characteristic can be
significantly reduced by replacing the operational amplifiers
and the d-c power supply with quality low drift units. Although
d-c drift is tolerable since a-c coupling (filtering) will
eliminate the fluctuations on the recorded data with no loss

of information it is undesirable because of difficulty in
maintaining amplifier balance conditions.

A low noise power supply should also reduce the power line
frequency noise level. In addition since the fuel pin vibra-
tions are expected to be below about 300 Hz, the 10 kHz low
pass filter could be reduced to 500 Hz with no loss of informa-
tion, however, since the major noise components, as indicated
in Figure 16, are 60, 120 and 180 Hz, reducing the cutoff
frequency of the low pass filter to 500 Hz may not improve the
noise level.

The major remaining problem with the conductivity cell
method is one of designing a reliable cell and instrument
lead penetration seal. The major difficulty in installing
lead cables is in welding the end cap to the cladding without
destroying the cable jacket and/or the insulation material.
Water leakage into the instrumented fuel pin either at the
cell location or at the lead wire penetration (which is normally
at the end cap) can be eliminated by using adhesives with
thermal expansion characteristics similar to the cladding
material.

Now that the sensitivity and noise level of the PNL
Impedance Detector instrument have been sufficiently developed
for FTR fuel bundles, several aspects of the probe-electrolyte
interaction should be investigated to determine the effect
on sensitivity and repeatability. For instance:

(1) Observations made initially at Atomics International
and verified at PNL indicate a change in probe resistance
occurs between a stagnant electrolyte and one which is
flowing or being agitated. This apparent effect of
polarization may have some effect on the sensitivity.
Although the change in sensitivity is expected to be small,
the effect of flow and perhaps flow velocity should be
established to improve the reliability of the instrument.

(2) The cell geametry design parameters (the relation between
cell and insulation size, gap, pin alignment etc.) and
effects of construction tolerance variations on sensitivity
should be determined. One possible way to improve the probe
sensitivity is to coat one or both of the pin surfaces
around (but not including) the cell with a thin (non flow
disturbing) electrically insulating layer to increase the
effective insulation thickness.

Future FTR fuel pins are to be instrumented with

conductivity cells, accelerometers and strain gages to_provide
comparison and evaluation simultaneous with the gathering of
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engineering data. Tests are planned to determine the limita-
tions of the accelerometer and strain gage. Results of the
no-flow shaker tests of the B-1 assembly are inconclusive
because of the structurally complex nonprotypic flow duct;
however future testing on prototypic flow ducts will provide
information to aid in the evaluation of flow induced vibrations.
The B-1 tests do indicate that the fuel pins may be excited to
vibration levels several mils in amplitude at resonance
conditions with very low g-level (0.05 g) inputs.

APPENDIX
This appendix contains specific information on the PNL
Impedance Detector including a complete circuit diagram,
component description and photos showing the printed circuit
board layout and assembled instrument.

PNL IMPEDANCE DETECTOR COMPONENTS

Bridge, Detector Amplifier Circuit

R101-R104 +1% metal film resistors adjusted to provide a
4-equal-arm bridge

R105 2K to 5K trimpot - infinite resolution desirable

R106-R107 Adjusted to provide 1 volt at terminal (a)

R108-R111 100K metal film resistor

R112-R113 10K 1/2 watt carbon 10%

R114 1 Meg metal film resistor #1%; *50 parts per
million/°C

R115-R116 Adjusted to give desired gain

R117-R118 1/2 watt carbon hand picked for operational
amplifier balance 10%

Clo01l 90 Pf glass piston trimmer

Cl02 Silver Mica hand picked to capacitively balance-
bridge

Cl103-Cl05,

& 1L00)7 0.001 MFD * 10% disc ceramic capacitor

Cl06 150 Pf silver mica 5%

D101-D102 IN34 glass diode

T101 3 winding,.bibiliar wound, pulse transformer;
§é32223ratlos of 1:2:1; pulse engineering type

Relay, Callbratlon - Reed relay SPST with aCtuatlllg coil
12 VDC 300 - Magnecraft W1l01 MPCX-2

FL101 10KC low pass filter, DTC FRA4RX11YV 10K input,
10K output impedance
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THE PNL IMPEDANCE DETECTOR

IMPEDANCE DETECTOR IMPEDANCE DETECTOR
FRONT VIEW REAR VIEW

100 KC EXCITATION OSCILLATOR CIRCUIT BOARD BRIDGE, DETECTOR, AMPLIFIER CIRCUIT BOARD
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Operational Amplifier - D-8 operational amplifier, Data
Device Corp. A good low drift amplifier is essential.

Middle Chassis Wiring

R201 1K ten turn pot; Helipot Model AR1K 1.25 wire
wound

R202-R203 Adjusted to provide 1 volt across calibration
level set (R201)

R206-R207 Adjusted to give desired sensitivity of the null

meter
R208 100K part of Neon panel light
PS201 +15 VDS power supply, Ferrotran Electronics Model

HMC-15, Rating +15 -15/150 ma; A stable low
noise supply is essential

M201 Zero center null meter

D201-D202 IN2071 diodes for meter protection

Rotary - 11 position, 3 section, ceramic rotary switch with
positive detents, switches and limit settings.

100KC Oscillator

R301 33K

R302 5K

R303 4.7K

R304 100K

R305 5.1K

R306 5.1K .

R307 5K

R308 12K

R309 1K

R310 5K

L301 Slug tuned inductor. Nominal value 2.2 mh
Q = 200 J. W. Miller 4400 series

L302 500 Mh Toroidal Inductor Plastic Encapsulated
Triad type ET-500 A

T301 165~-185KDS Air Core IF transformer with Mica
Delectric Trimmer Capacitors, J. W. Miller type
112-K-2

T301 20V 10 Ma Incandescent lamp

XTAL 100KCA James Knight type G9D (500) H17T holder
inserted into ELCO ceramic socket S0205COT

zZ301 2N332A ETCO
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Q302 2N332A ETCO

Q303 2N1308 GI with fin type heat sink
D301 IN34
c301 0.047 MFD
C302 0.005 MFD
¢303 0.0015 MFD
Cc304 470 MMF
C305 0.015 MFD
C306 250 MMF
C307 330 MMF
c308 0.015 MFD
Cc309 0.01 MFD
c310 0.005 MFD
e3 1 220 MMF
@312 0.02 MFD
ACKNOWLEDGEMENTS

The author is deeply indebted to Dr. Wm. C. Kinsel and
G. L. Fox who initiated this work; to Dr. Wm. C. Kinsel for
his invaluable suggestions and encouragement throughout this
investigation, but particularly for editing the final
manuscript, and to H. R. Hughes for many valuable suggestions
in the design and construction of the instrumentation.

REFERENCES
1. M. W. Wambsganss, Jr. "Vibration of Reactor Core

Components", Reactor and Fuel-Processing Technology,
vol. 10, no. 357 Summer 19672

2. E. P. Quinn. Vibration of Fuel Rods in Parallel Flow,
GEAP-4059. General Electric Co., San Jose, California,
July 1962.

3. D. Burgreen, J. J. Byrnes, D. M. Benforado. "Vibration

of Rods Induced by Water in Parallel Flow," ASME Trans.,
vol. 80. 1958.

45T MRS Paidoussis. The Amplitude of Fluid Induced Vibration
of Cylinders in Axial Flow, AECL-2225. AECL, Chalk River,
Ontario, March 1965.

5. R. T. Pavlica and R. C. Marshall. "An Experimental Study
of Fuel Assembly Vibrations Induced by Coolant Flow,"
Nucl. Eng. and Design, vol 4, pp. 54-60. (1966).

174



6. W. K. Winegardner. Fretting Corrosion in Plutonium
Recycle Test Reactor, HW-80021. Available from Clearing-
house for Federal Scientific and Technical Information
Extension, Springfield, Virginia. March 1964.

7. M. W. Wambsganss, Jr. Unpublished Data. Argonne National

Laboratory, Argonne, Illinois. (Personal Communication
with Author, 9-4-68.)

8. S. A. Knudson. Dynamic Response of Slender Tubes in
Parallel Flow When Subjected to Time Varying Boundar
Conditions. University of Nebraska, 1968. (PhD Thesis.)

9. R. L. Randall, P. J.Pekrul, G. R. Grayban. Development
of Noise Analysis Techniques for Measuring Reactor Coolant
Velocities, NAA-SR-11193. Engineering and Equipment
Reactor Technology, Atomics International. March 25, 1966.

10. D. A. Skoog and D. M. West. Fundamentals of Analytical
Chemistry. Holt, Rinehart and Winston, Inc., 1963.

11. C. R. Davidson. Unpublished Data. Atomics International,
Canoga Park, California. (Personal Communication with
Author, 2-3-70.)

DISCUSSION

R. L. Randall (AI): Well, I think you've done a good job of presenting
the case of the conductivity cell, 1It's part of the paper I'm going to pre-
sent following you. The solution that we've come up with for your last two
problems was to use ceramic seal headers which can be soldered in place and
then filed smooth with the surface. They can be made to manufacturing
tolerances far greater than you can do with epexy, and they avoid the
swelling and leakage problems from our experience., Therefore, you can have
precise uniformity between your cells, much easier than with the epoxy
insulation,

I discovered that conductivity cell thing accidentally back in about
1965 when we were trying to do flow measurements in our system. We dis-
covered we had flow-induced vibrations, and we turned it into a vibration
sensor.,

P. R. Bengel (Westinghouse-Bettis): Bentley-Nevada makes a pickup
cell which is very sensitive, something like 200 millivolts per mil, It's
very small and it's made in a ceramic case. Why would you be looking for a
conductivity cell when there are very good pickup devices for displacement
like that? What is the advantage of the conductivity cell?

Sawtelle: The Bentley-Nevada devices I am familiar with are much
larger than the conductivity cells we are currently using. Also, the models
we have are quite nonlinear and, in addition to that, are sensitive to
temperature, although the conductivity cell is quite dependent on tempera-
ture because the conductivity electrolyte changes.
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Bengel: How long ago did you look at them? They do make special cells,
for money, for what you need. They will make them for temperatures of 300F,
They will measure displacements on the order of tenths of mils very accurately,
They are linear in the range we've been looking at them, And they are not
very big, on the order of 3/8 inch in diameter and maybe 1/2 inch long.

Sawtelle: Yes, you see the fuel pin we are talking about is 0,230-inch
0D, which is less than a quarter of an inch and, for instance, a typical
electrode on this cell is something like 15 mils,

Bengel: These are shelf items I'm talking about, and they're too big.
I imagine they could be much smaller.

Sawtelle: Yes, thank you very much., This program was started like two

years ago and at that time I certainly wasn't aware of a transducer of this
size, They may well be practical, particularly for mounting in the wall,
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APPLICATION OF NOISE ANALYSIS TECHNIQUES TO
STUDY OF FLOW INDUCED VIBRATION
IN REACTOR SYSTEM COMPONENTS

R. L. RANDALL
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Canoga Park, California

ABSTRACT

Instrumentation and analysis techniques are described for detecting
and studying flow induced resonant mechanical vibrations of tubes in an
intermediate heat exchanger, using accelerometers attached to the outer
wall of the heat exchanger vessel.* Techniques for studying flow distri-
bution and flow induced vibration in hydraulic models of reactor core
assemblies are also discussed along with a summary of recent applica-

1

tions to flow measurements in 1200°F sodium,

SUMMARY

As part of a program to investigate possible flow induced vibration
in an intermediate heat exchanger, a total of seven accelerometers with
natural resonant frequencies in the 40 to 45 kHz band were installed on
the outer shell of the heat exchanger at four angular positions around the
vessel and at four axial positions along the vessel. Signals from the
accelerometers corresponding to modulation in the 40 to 45 kHz band
were recorded on FM magnetic tape along with signals from the same

accelerometers in the 5 to 300 Hz range, and the dc signal from a

*Work done under AEC Contract AT(04-3)-700
fWork done under AEC Contract AT(04-3)-701
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permanent magnet flowmeter. Recordings were obtained while the IHX

primary flow rate was varied linearly from zero to maximum IHX rated
flow and back to zero.

Cross spectral density measurements were performed relating low
frequency wall vibrations to modulation of ultrasonic emission in the 40
to 45 kHz range. Results indicated metal to metal impacting does occur
at particular flow conditions. The method permitted experimental deter-
mination of natural frequencies of IHX system components and identifi-

cation of flow conditions which induced resonant mechanical impacting.

Studies of flow induced vibration and flow distribution in hydraulic
models of reactor core assemblies involve the use of conductivity sen-
sors. Movements between elements are sensed as conductivity changes
(with electrodes installed in simulated fuel elements) and measured with
a spectrum analyzer. For flow studies random variations in stream
conductivity are induced by injection of a thermal or conductivity tracer.
The use of a thermal tracer permits continuous operation without eventual
saturation that occurs with the use of conductivity tracers. A cross cor-
relation computer with automatic transit time readout is used to measure
flow rate, degree of correlation and bandwidth relating signals from each

pair of sensors.

This latter work has recently led to development and successful
operation of the Transit Time Flowmeter in 1200°F sodium. A miniature
version of a transit time flowmeter for in-core flow measurements was

also tested in 1200°F sodium.

INTRODUCTION

This paper describes experimental techniques and the equipment

used to study fluid flow and flow induced vibration.

The data recording and analysis capabilities( = described in this
paper were developed from noise analysis applications in many different
areas of reactor engineering, including Reactor Kinetics and Control,

Structural Dynamics, Heat Transfer, Hydraulics and Detection of Inci-
pient Malfunctions,(2’3’4a5,6) :
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INTERMEDIATE HEAT EXCHANGER TUBE VIBRATION TEST

Heat exchangers have been known to be subject to fatigue failure
from excessive tube vibrations. One of the mechanisms which can lead
to high vibration levels is vortex shedding from the tubes in the heat ex-
changer, particularly if flow conditions are such that vortex shedding

occurs at a natural resonant frequency of the tubes.

Under flow conditions where resonant vibration of sufficient ampli-
tude is induced, periodic metal to metal impacting may occur between
tubes or between tubes and support structures. Tests conducted with
accelerometers indicated that vibration resulting in metal to metal im-
pacting generates acoustic emission that readily propagates through steel
or sodium and can be detected as amplitude modulation in the ultrasonic
frequency band. Each pulse of ultrasonic energy causes an accelerometer
to ring at its natural frequency, if it is coupled acoustically by a steel or
liquid metal path to the structure undergoing metal to metal impacting.
This observation was the basis for attempts to detect resonant impacting

in an intermediate heat exchanger with external sensors.

The Sodium Components Test Facility (SCTI) operates within the
Liquid Metals Engineering Center (LMEC), at Atomics International.
The SCTI (Figure 1) consists of a 10-in. primary sodium loop, (Figure 2)
a 10-in. secondary sodium loop, and a steam loop. Heat transfer between
the primary and secondary sodium loops is‘accomplished by a test inter-

mediate heat exchanger (IHX).

As part of a program to assure satisfactory operation of the IHX, an
investigation of possible flow-induced vibrations was considered. Neither
the analytical investigations nor the in-system performance indicated a
tendency towards tube vibration problems. The costs, and delays in the
operating schedule which would have resulted from cutting open the IHX
and installing vibration transducers inside the vessel were considered

unjustified.

Th