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LIST OF SYMBOLS 

This list of symbols is not all-inclusive. Those symbols that are 
introduced only once, defined at that point, and used only at that place in 
the text for discussion or clarification are generally not included in this 
list. 

Efforts have been made to retain some consistency of symbols from 
chapter to chapter. Occasional variances from this enable the text to remain 
closer to the symbols used in the basic references. For this reason, some of 
the symbols in Chapters III and VIII duplicate those in other chapters. 
Because these chapters are rather distinct from those on discharge mechanisms, 
no problem is seen from such duplication. The reader should review all the 
definitions for any symbol to assure himself that he is using the correct 
definition. 

A Surface area of the pond or other body of water 

A„ Characteristic area subjected to ambient flow for purposes of 
determining pressure drag 

A Area within desired isotherm c 

A. Surface area along the main flow path from the discharge to the 
center of the mouth of each sldearm 

A Area inside isotherm number n n 

(A ) Area within nth isotherm, corrected for cooling (see Eq. 5.54) nm,c o v n / 

A Area of discharge port 

A^ Cross-sectional area of river or estuary 

A Cross-sectional area of estuary (for Eq. 5.92) 

A Surface area within the AT isotherm 

A' Channel-aspect ratio for Stolzenbach-Harleman model = 2zo/Bo 

a,b Coefficients used in evaporation formulas (see Table 3.1) 

ai 8.9 X 10-2 

32 3.5 X 10-3 

as 5.58 X 10-6 

ai, 1.13 X 10-6 



SYMBOLS ( c o n t i n u e d ) 

ag 1 .9175 X 10 

37 5 . 8 5 X 10-2 

ag - 7 . 9 2 3 X 10-2 

3 . 7 3 X 103 a 12 

113 3 . 7 3 X 102 

ain 4.73 X 10-3 

B Bowen ratio 

B Init ial width of slot or rectangular jet 
o 

B Width of virtual orifice 
ov 

b Half-width of jet = v^ a (Chapter V), or characteristic length 
(frequently called jet half-width) described by Eq. 6.4 
(Chapter VI) 

b Maximum width of an isotherm 
m 

b Half-width at end of zone of flow establishment (ZOFE) 
o 

b Width of river 
R 

C Cloud cover, tenths 

C Brunt coefficient 
B 

C Drag coefficient 

C, Drag coefficient 
d 

C', C, v/2/aw 
d d 
C Coefficient indicating density structure of the receiving waters 
ds 

r Meyer-evaporation-equation constant 

C Specific heat capacity of water 
P 

C Dimensionless shape factor, indicating influence of orifice shape 
on discharge action 

C Coefficient indicating unsteadiness of the flow 

C Wind-stress coefficient 



SYMBOLS (continued) 

C Coefficient in river-diffusion equation (Eq. 5.7) 

1 

Ci,C2 Constants for Q calculation (a function of latitude) 

C3,Ci, Curve-fitting constants that are a function of cloud cover and P 
a 

C(B) The X-axis intercepts of the straight lines that approximate the 
T -versus-P curve for each 10°F segment 

c Concentration of the material under discussion 

Cfl Initial concentration of substance of discharge point 

D Dilution, or dilution with respect to discharged point 

D. Unadjusted dilution, or dilution with respect to the end of the 
zone of flow establishment 

D Longitudinal dispersion (mixing) coefficient; or local jet 
dimension (Chapter VII only) 

D Initial diameter of round jet 

D The diffusion coefficient in the x. direction 
X. 1 
1 

d Day of the year (1-365) 

d Incremental length along jet axis « 

E Coefficient of entrainment; or evaporation rate (Chapter VIII 
only) 

E' Diffusion coefficient 

E Vertical exchange coefficient in partially mixed estuary 

E Rate at which ambient fluid is entrained 
r 

F Densimetr ic Froude number of the ambient flow = U / / g ( A p / p ) H a a o 

F^ Drag force 

F Drag force due to pressure differences 
d 

F Densimetric Froude number of discharge load = Q /[zi/(Ap/p)g zj] 
DL L 



SYMBOLS ( c o n t i n u e d ) 

F 
s 

F l 

F2 

f. 
X 

f l 

f (?) 

g 

H 

H 
p lan t 

H r e j ec t ed 

POND 

Densimetric Froude number of discharge = U^//g(Ap/p^)DQ 

(D replaced by z for r ec tangu la r o r i f i c e ) 
o o 

Local densimetr ic Froude number = U / /g(Ap/p^)b for submerged 

plumes; or loca l densimetr ic Froude number = U//g(Ap/p)Zj^ for 

surface plumes 

Total shape factor 

Densimetric Froude number in upper l ayer 

Densimetric Froude number in lower l ayer 

Dimensionless Darcy-Welsbach f r i c t i o n f ac to r s for bottom 

Dimensionless Darcy-Weisbach f r i c t i o n fac to r s for i n t e r f a c e ; or 
shape fac tor for each sldearm (Chapter VIII only) 

Summation term defined by Eq. 3.30 

La te ra l s i m i l a r i t y function for v e l o c i t y in Stolzenbach-Harleman^31 
model (Eq. 5.22) 

Accelerat ion due to grav i ty 

Total depth of receiving-water body at point of d ischarge 

Rated capaci ty of p lant 

Absorbed r a d i a t i o n , Btu/f t^-day 

Heat re jec ted by plant 

Enthalpy of term 1, Btu/lb^; or mean depth a t the mouth of each 
sldearm (Chap. VIII only) 

Maximum depth of bottom of j e t 

Enthalpy of the makeup water 

I n i t i a l ho r i zon ta l momentum flux 

Enthalpy of the pond water 

Enthalpy of the p r ec ip i t a t ed water 

Enthalpy of the seepage water 



SYMBOLS (continued) 

K Surface cooling coefficient (see Chapter III) 

K^ Eddy-diffusion coefficient 

VL^ Eddy diffusivity of the jet region 
jet 

k Velocity ratio = U /U 
o a 

k' k-l- cos 0 
o 

k_ Constant in 4/3 law 

L Length of the warm-water wedge (Chapter IV only); or distance 

from intake to outlet of a pond (Chapter VIII only) 

L Length of conduit leading to outfall 

L Characteristic length scale of diffusion phenomenon 

M_ Mass rate of water loss by evaporation 

M. Mass transfer rate due to flow 1, lb /ft^-day 

1 m 
in Momentum-flux parameter 
n Manning's roughness coefficient; or inverse spreading ratio in 

Pritchard's model (taken as 6) 

P Water-vapor pressure in the air, mm Hg, 

P' Water-vapor pressure in the air, psia 

P Saturation vapor pressure at equilibrium temperature, Tgn 

P Saturation vapor pressure at water surface temperature, T 

Pi \f%^oi') 
Po KB /(pC U Zfl) 

^ ov p a " 
Q Volume flow rate past given section of jet (used in all chapters 

except III and VIII); or increase in energy stored in the body 
of water, Btu/ft^-day (used in Chapters III and VIII) 

Q Incoming long-wave radiation from the atmosphere, Btu/ft^-day 

Q Reflected long-wave radiation, Btu/ft^-day 
ar 



SYMBOLS (continued) 

Q Back radiation emitted by the body of water, Btu/ft -day 

g 0 - 0 = net clear sky solar (short-wave radiation) Btu/ft -day 
cs s sr 

Q Energy used by evaporation, Btu/ft -day 

Q Heat added to the cooling water by the power plant (all chapters 
except III), or energy conducted from the body of water as 
sensible heat, Btu/ft^-day 

Q. Inflow to a layer in deep reservoir model 

Q Discharge per unit length of manifold = TT U D 2 / 4 W 

Ql Lower-layer flow in partially mixed estuary 

Q Condenser-water discharge 

Q' Outflow from a layer in deep-reservoir model 

Q Heated-water discharge 

Q Waste thermal energy imposed on the pond 

Qp River discharge 

Q Short-wave radiation incident to the water surface, Btu/ft^-day 

Q Reflected short-wave radiation, Btu/ft^-day 

Q Upper-layer flow in partially mixed estuary 

Q^ Net energy brought into the body of water in inflow, including 
precipitation, and accounting for outflow, Btu/ft^-day (Chapters 
III and VIII); or vertical flow between layers in partially 
mixed estuary (Chapter V) 

Q^ Vertical advective flow rate past elevation z 

q Intake flow of the pond 

<)p̂ n Pollutant discharge into nth segment of estuary 

q Inflow rate 

R Hydraulic radius (Eq. 4.9) 

R' Fresh-water inflow to estuary 

\ r '̂ ar '̂̂ a ° atmospheric reflect ivi ty 



SYMBOLS (continued) 

Re Reynolds number of ambient flow = U H/v (or some other represen­
tative length may be used instead or H) 

Re. Reynolds number of initial discharge or jet = U D /v or U B /v 
J ^ -• o o o o 

R. Relative humidity 

R. Bulk Richardson number = l/F̂  

R Q /Q = solar reflectivity 

sr sr s ' 
r Radial distance from centerline 

r_ _ Radial distance from jet centerline to the point at which 
AT/AT = 0.5 

c 

r^ KA/(pCpqp) 

S Dimensionless jet axis distance for Motz-Benedlct model (see 
Eq. 5.32) 

S, Bottom slope 
b 

S Slope of energy grade line (Eq. 4.8) 

S. Surface area of each sldearm 

% Salinity of lower layer of partially mixed estuary 

S Salinity in upper layer of partially mixed estuary 

S Salinity on boundary between upper and lower layers in partially 
mixed estuary 

s Distance at which isotherm crosses jet axis 
c 
s Length of zone of flow establishment (ZOFE) 

s Distance along axis to point where desired temperature contour 
crosses plume axis 

T Temperature at point of interest; or stratification parameter = 
(p - p,)/[-D (dp /dz)] (Do replaced by B„ for slot jets) 
o 1 o a ^ 

1 Average temperature between T and T 

T Air temperature, °F (Chapters III and VIII); or water temperature 
a at the condenser intake when water is taken from the river—is 

equal to the ambient water temperature of river if recirculation 
is prohibited (Chapter IV) 



SYMBOLS (continued) 

Time of travel in conduit leading to outfall; or temperature 

water entering the condensers (Chapter VIII only) 

of 

EFF 

EQ 

IN 

RO 

SAT 

T(z) 

^ZOEF 

^ZOFE 

T 
w 

t 
r 

'AT 

t(C) 

t' 

u 

u 

u 

Effluent temperature 

Equilibrium temperature 

Intake temperature of a pond 

Initial discharge temperature 

Pond temperature 

Outlet temperature of a cooling lake 

Surface-water temperature, °F 

The saturated or wet-bulb air temperature corresponding to T^ at 

\ ' °' 

Total time of travel from condensers to a given temperature rise 

contour 

Variation of ambient temperature with depth 

Time spent in zone of established flow (ZOEF) 

Time spent in zone of flow establishment (ZOFE) 

Ambient water temperature 

Initial jet temperature 

Flow-through time 

Time to reach AT isotherm along jet axis 

Lateral similarity function for temperature in Stolzenbach-
Harleman^ 31 model (Eq. 5.23) 

Detention time of a pond 

Jet centerline velocity (except in Chapter VI) 

Average plume velocity at the given location 

Ambient velocity at point of interest (may vary over receiving 
body) 

Maximum ambient velocity for nonuniform ambient velocities 
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SYMBOLS (continued) 

U (y) Variation of ambient velocity, U , with distance y from shoreline 
a a 

U Characteristic velocity component for defining pressure drag 

U' Velocity in conduit to outfall (usually = U for open-channel 
discharges) 

U^ Fresh-water flow velocity 

U. Instantaneous velocity in river or estuary for Eq. 5.2 

U. Velocity of jet at centerline (Chapter VI) 

U Maximum tidal velocity (Eq. 5.91) max J ^ 1 

UQ Initial jet velocity, or u -t- U cos 0 (Chapter VI only) 

U(s) Velocity as a function of distance along axis, s 

U Wind speed 
w 

Ui Average velocity in the upper layer for two-layer flow 

U2 Average velocity in the lower layer for two-layer flow 

U Velocity at distance n from centerline 

n 

u = u(s) Jet centerline velocity at s (Chapter VI only) 

u*(s,r,((i) Local jet velocity ^ 

UQ Initial discharge velocity of jet (Chapter VI only) 

u* Friction velocity = /gRS 

V Volume of the pond 

V. Entrainment velocity 

W Spacing between discharge ports, W ->• " Implies a single port (all 
chapters except III and VIII); or wind speed, mph (Chapters III 
and VIII) 

W Width at the mouth of each sldearm 
1 

W Wetted parameter 
P 

W Width of ambient receiving stream/width of discharge channel or 
r 

port 



SYMBOLS (continued) 

x,y,z 

x,y 

x 

' ' t 

^1 

"̂ AT 

y 

ZOEF 

ZOFE 

Nominal jet half-width 

Jet half-width at terminal location 

Dimensionless jet half-wj'dth 

Standard Cartesian coordinates, usually oriented such that the 
ambient velocity, U , is located along the x axis 

Distances measured from virtual origin for Sundaram model only 

Distance from pond Intake to some point of interest (Chapter VIII) 

Horizontal terminal location of jet into a stratified environment 

Representative distance of discharge point of interest from 
nearest shoreline 

x/B (see Eq. 5.74) 
ov 

Maximum pene t ra t ion of j e t away from sho re l i ne i n t o c r o s s - c u r r e n t 

Distance along j e t axis to point where AT isotherm c rosses the 
axis ( P r i t c h a r d ' s model) 

y/B (see Eq. 5.74) ov ^ 

Zone of e s t ab l i shed flow 

Zone of flow establishment 

C r i t i c a l depth of mixing for P r i t c h a r d ' s model (Chapter V); or 
c r i t i c a l depth for two-layer flow (Chapter IV) 

Depth of heated layer at the sec t ion of I n t e r e s t 

Height at which a l t e r n a t e - s i d e j e t s merge 

Depth of rec tangular ( s lo t or open channel) o r i f i c e 

Tota l depth of r ive r 

Ver t i ca l terminal loca t ion of j e t i n to a s t r a t i f i e d environment 

Plume thickness at dis tance y from o r i f i c e 

Submergence of o r i f i ce (dis tance below water s u r f a c e ) ; or 
th ickness of the upper lay^r in two-layer flow (Chapter IV only) 
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SYMBOLS (continued) 

Z2 Distance orifice is located above bottom boundary of receiving 
body; or thickness of the bottom layer in two-layer flow 
(Chapter IV only) 

a Coefficient of entrainment 

(a,B,Y) Empirical coefficients for jet trajectory equation in model of 
Sundaram et al.^33 (gge Eq. 5.64) 

a Entrainment coefficient for round jet, usually taken as 0.082 

a Entrainment coefficient for slot jet, usually taken as 0.15 

a Vertical-entralnment coefficient, buoyant case 

sz ' •' 
a Vertical-entralnment coefficient, nonbuoyant case 

S Angle that the projection of the s axis on the xy plane makes 
with the X axis along a local point along jet axis (all chapters 
except III and VIII); or the slope of the straight lines that 
approximate the T -versus-P curve for each lOT segment 
(Chapters III and^VIII) ® 

6jt 90°-B 

B' Slope of temperature gradient 

B Coefficient of the form, 6 = Co -I- CuP 

a a ^ ^ a 

BQ Jet angle with respect to x axis In xy .plane at end of ZOFE 

BQ Initial jet angle with respect to x axis in xy plane 

(AA ) Incremental area of nth isotherm, no cooling allowed, i.e., area 
between nth and (n - l)st Isotherms, or A - A .; subscript m 

. . . . . n n-1 
implies mixing only 

(AA ) Incremental area of nth Isotherm, mixing (m) and cooling (c) both 
n m, c . -, J J 

included 

Ah Heat of vaporization of water 

AT Temperature rise at a specific point; generally taken to mean 
temperature rise on jet centerline, but occasionally used as 
temperature rise at a point on the lateral profile of temperature 

AT New average temperature rise over cross section after adjustment 
for vertical mixing in Pritchard's model 

AT' Temperature rise adjusted to include background temperature buildup 



SYMBOLS (continued) 

AT Centerline temperature rise, or temperature rise across the 
c condensers (Chapter VIII only) 

AT Temperature rise of nth isotherm 
n 

AT Average temperature rise between AT and AT 
n n n 1 

A T Q Initial discharge temperature rise 

AT Temperature rise at virtual origin 
ov 

AT Temperature rise at water surface 
s 

AT Temperature rise, above ambient, at the water surface 
surface 

AT Temperature rise at distance n from centerline 
Tl 

(AT ) Rate of excess heat loss between isotherms based on area 
n m calculated without cooling 

(Ar ) Rate of excess heat loss between isotherms based on area 
' calculated, including mixing and cooling 

A0 0 - 0 
SS t 

Ap Density difference between receiving fluid and discharge fluid 

5 A scale factor that relates the coordinates distances on the jet 

trajectory to T, the stratification parameter, and F. 

e Operational efficiency of plant 

e Emissivity of water surface = 0.97 

? Dimensionless lateral distance for Stolzenbach-Harleman^ 31 
lateral-similarity profiles (see below Eq. 5.23) 

C^ Dimensionless jet distance along axis for submerged jets (See 
particular section of Chapter VI for the precise definition for a 
given model.) 

n Lateral distance from jet centerline 

^1 Distance required to reach the critical depth of mixing 

Ij. Dimensionless terminal horizontal coordinate 

9 Angle that a tangent to the.s axis makes with the xy plane (all 
chapters except III and VIII); or pond-water temperature 
referenced to 32°F (Chapters III and VIII) 
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SYMBOLS (continued) 

9 Bulk average temperature of the pond 

0 T - 32°F 
a a 

^EQ ^EQ - 32°F 

0' Initial angle of discharge with respect to xy plane 

9 Pond-surface temperature referenced to 32°F 
s 

9 Steady-state pond temperature 

01 Angle of wind direction to ambient current 

< Constant in 4/3 law 

X^ Turbulent Schmidt number 

X Spreading ratio for round jet, usually taken as 1.16 

X Spreading ratio for slot jet, usually taken as 1.0 

U Volume-flux parameter 

y Terminal volume-flux parameter 

V Kinematic viscosity of the fluid 

5 Critical depth divided by the depth of the river 
c 

5 Dimensionless terminal jet height 

P Fluid mass density; or jet-centerline density 

P. Mass density of air 
A 

P Ambient density 
a 

P Reference density; or ambient density at point of interest 

p(z) Variation of ambient density with depth 

pj Initial jet density; or density of water in upper layer 
(Chapter IV only) 

P2 Density of water in lower layer 

a Standard deviation of Gaussian lateral distribution (all chapters 
except III and VIII); or Stefan-Boltzmann Constant = 
4.12 X 10-8 Btu/ft2-day-°R'» (Chapters III and VIII) 
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SYMBOLS (continued) 

T, Shear stress at the bottom 
b 

T. Shear stress at the Interface in two-layer flow 
1 

T Stress on water surface due to wind 
w 

(jl Angular rotation of radial coordinate r 

^' Background excess temperature occurring due to limited-dilution 
water 

4 Solar-radiation flux past elevation z 
z 
/ Integration or summation over entire cross section of jet 

Subscripts and Superscripts 

Chapter IV 

' Zone C 

B Zone B 

C Critical control section 

a Section in which ambient conditions prevail 

0 Section at which condenser discharges into river 

Chapter V 

Sub m Mixing only 

Sub m,c Mixing and cooling both Included 

Chapter VI 

With respect to the discharge location 

Sub 0 Initial value 

Sub t Terminal point 

(s,r,<t>) Following a variable, references the physical location of that 
variable 

(s) Following a variable, references the location along the s axis 
of that variable 
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SYMBOLS (continued) 

* Value at a point located by s, r, and <)) 

"e" Distances in the zone of flow establishment (ZOFE) 

Chapter VIII 

0 Value at X = 0 or t = 0 

CM Completely mixed pond 

PLUG A plug-flow pond 

1 An initial or intake value 

f A value at some specific point 

t A value at some time, t 
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ANALYTICAL MODELING OF THERMAL DISCHARGES 

A Review of the State of the Art 

by 

Barry A. Benedict, Jerry L. Anderson, 
and Edgar L. Yandell, Jr. 

ABSTRACT 

This work describes available techniques for mathematical 
modeling for discharges of heated waters into rivers and lakes 
and for the operation of cooling ponds. General factors affect­
ing heated-water discharges are discussed, including entrainment 
and diffusion, receiving-water stratification and flow rate, 
among others. The general elements of the heat budget are also 
reviewed. For all models presented, assumptions and model limita­
tions are included, along with the basic theory, necessary equa­
tions, available verification, and numerical examples. Solutions 
are included for important cases of the warm-water wedge. Four 
models for surface discharges of heated water are reviewed in 
depth. Several others are referenced. 

Submerged discharges, both single and multiple port, are 
covered. Both round and slot jets are included, and the avail­
ability of models for stratified and nonstratified receiving 
waters, and for stagnant or flowing receiving waters, is con­
sidered. For the single-port discharges, a9 well as the surface-
discharge models, means of estimating times of exposure are 
presented. 

Cooling-pond analysis emphasizes idealized pond behavior, 
with discussion on the behavior and analysis of real ponds. 
The effect of choice of evaporation formula on pond design is 
assessed. 

OBJECTIVES AND PURPOSE 

Concern over the problems due to thermal pollution is apparent. Several 
fine references detail a number of the major concerns.^^'^^'^^^ Many of these 
works are being continually supplanted piece by piece as researchers, design 
engineers, and government agencies continue to produce new findings, improved 
designs or theories, and additional evidence of impact. 

Numerous agencies are charged with evaluating the environmental impact of 
proposed projects. Although it is not yet an accomplished fact, the National 
Environmental Policy Act (NEPA) of 1970 is expected to eventually cause the 



consideration of environmental impact to be a standard part of the total 
decision-making process. NEPA currently requires preparation of draft 
environmental-impact statements by the appropriate agency. These draft state 
ments are reviewed and commented upon by interested agencies, and these 
comments are then incorporated into a final environmental-impact statement on 
the proposed project. This statement becomes part of the total package ot 
information available as a basis for necessary decisions. The statement is 
made available to the public through the National Technical Information Service 
(NTIS). 

Because of the rather diverse audience, the environmental-impact statement 
must satisfy two very distinct, often difficult to reconcile, goals. First, 
it must provide sufficient technical background and strong enough use of 
available theories and techniques to satisfy rigorous review by knowledgeable 
government personnel. Secondly, it must couch the report in such language 
that the public can understand the findings and make its own assessments. 
Numerous models have been suggested for the means of reaching the public. 
Some have suggested making the statement understandable to the high-school 
science teacher; others have suggested more or less sophisticated receivers 
than this. 

Even if one resolves the problem of communication, there are many problems 
in the technical area. With the growth in experimental findings, design 
alternatives, and theoretical models, those charged with evaluating projects 
face a real task in reducing the available information to a usable set of 
operational techniques. 

The specific concern of this report is the analysis of the discharge of 
heated waters, presumably from power-generating stations, but possibly from 
other sources. Evaluation of the impact must, of course, bear on the bio­
logical consequences of any given discharge. This report, however, limits 
itself directly to the problem of the physical description of the temperature 
distributions resulting from heated-water discharges. To this end, selected 
currently available models will be presented in brief form, with discussion 
designed to enable evaluation of appropriate models for given uses. In 
addition, means will be provided to extend the present uses of models to 
include estimates for time of exposure of organisms to a given temperature, 
information of real concern to biologists evaluating thermal effects. Much 
emphasis will be placed on imparting physical insight to problems and providing 
needed background for this purpose. It is hoped that such Information will 
not only serve the technical worker trying to use present techniques, but will 
also help communicate effectively with the public. 

This report then is designed to aid in both the implementation of the 
technical assessments and the writing for public consumption demanded by 
environmental-impact statements as required by NEPA. One should recognize, 
however, that many people in and out of the government are charged with, or 
interested in, assessment of potential environmental problems. It is 
therefore expected that this report could be quite helpful to an entire 
array of other such people. 
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II. INTRODUCTION TO HEATED DISCHARGES 

The discussion of heated discharges can begin in many ways. Numerous 
characterization or classification schemes exist. There are, however, some 
definitions and physical parameters so basic they must be introduced before 
any detailed studies begin. It seems well at this point to place the heated-
discharge problem in a framework that would set the tone for the rest of this 
report. 

A. Possible Broad-classification Schemes 

1. Use of the Word "Model" 

One word that is frequently confusing, even among trained people in the 
field, is the word "model." As used in this report, it denotes a theoretical 
formulation designed to describe a physical process. This may mean one equation 
or several equations, all based on conceptions of what happens in the given 
physical phenomenon. 

Some authors use the word "model" to denote a small-scale version of the 
problem built and operated according to certain laws designed to make the 
physical model behave like the prototype. In this report, the term "physical 
model" will be applied to these small-scale physical structures. Hence, one 
might speak of a physical model of a given heated discharge on, e.g., the 
Chesapeake Bay. 

2. Near Field, Far Field, Broad Thermal Trends 

One common means of classifying regions affected by heated discharges or 
the models to describe them, is by the distinction between near and far fields. 
The near field can be defined as the region in which the effects of the condi­
tions at the point of discharge—for example, orlfHe size and shape, effluent 
velocity, and temperature rise—still influence the temperature distribution 
in the receiving water. Most, if not all, temperature standards are presently 
stringent enough that they must be met within the near field. Eventually, the 
water in a heated discharge reaches a point at which it is no longer influenced 
by the conditions at the point of discharge. At this point, it becomes com­
pletely subject to the motion of the ambient fluid and any dispersion or 
diffusion resulting from this ambient motion. The region totally subject to 
ambient conditions is then knoim as the far field. There is a transition zone 
between the near and far fields, and there is no universally accepted criterion 
for defining the exact limits of either field. 

The terms near and far field are frequently applied to theoretical models 
for describing temperature distributions in the receiving waters. Any model 
for the near field must encompass the full characteristics of the jet discharge, 
as well as the dynamics of the interaction between the heated effluent and the 
ambient fluid. A far-field model, however, needs only describe the motion of 
the ambient currents, while also satisfying the basic requirements of conservation 
of mass and heat. 

The present state of knowledge is such that no one model approach handles 
both near- and far-field cases, though some are used that link different 



approaches for the two regions. To determine whether required temperature 
standards are met, usually only a near-field model is needed. However, those 
charged with going beyond standards to assess Impact may well wish to evaluate 
far-field effects also. In summary, the terms near and far field arise not only 
as physically descriptive terms, but also because of the limits of current 
modeling knowledge. 

Anyone interested in studying the impact of a heated discharge may have 
to define the effect of a local discharge (or series of such discharges) on 
the overall thermal (and density stratification) trends in the receiving-
water body. This concern is basic to the design of cooling ponds, for example. 
However, in lakes and impounded rivers, the effect on broad thermal trends also 
bears investigation. For example, if a more intense stratification existed in 
a reservoir due to a power-plant discharge, dissolved-oxygen levels might be 
reduced below a desirable level. The mathematical modeling of these broad 
thermal trends is discussed in Sec. VIII J. Further details of such efforts 
appear in Refs. 75, 99, and 100. The important thing to see here is the 
progression away from the local point of heated discharge through near and far 
fields and on to a broad thermal effect. 

3. River, Lake, Estuary 

One means of classifying heated discharges is by the type of receiving 
body into which they are discharged. The classes "river", "lake", and "estuary" 
frequently occur. Numerous differences can be cited, but the following features 
are those most usually distinctive of each. Rivers are bodies of water in 
which the far bank plays a real role in the action of the heated discharge. 
That is, the far bank inhibits the motion of the discharge and reduces its 
mixing. A lake has no far-boundary influence. An estuary is usually subjected 
to distinctly unsteady (periodic) flows. There are other differences and many 
points of similarity. 

If appropriate assumptions are made, many techniques currently available 
are applicable in all three cases. Emphasis in this report will then be placed 
on the available methods, with discussion as to the usefulness of these methods 
in the various circumstances. 

4. Type of Discharge or Model 

Another classification scheme is based on the type of discharge or model 
thereof. Major categories would usually Include: 

• Submerged discharges 
• Surface discharges 

Downstream 
Upstream wedges 

• Cooling ponds 

• Deep reservoirs (broad thermal structure). 

The current report is following this scheme with added subcategories. This 
breakdown has numerous advantages to the user. For example, the present models 
available for handling submerged discharges do not differ among river lake 
and estuary. It is much easier to present (and read), in one place, the 
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material on submerged jets with discussion on slight differences of interpreta­
tion or application at different sites. This report catalogs the available 
techniques by groups that are £is physically recognizable as any other. It, in 
addition, seems to enable a more coherent presentation of the present state 
of knowledge. Therefore, while this scheme is adopted, the earlier classifications 
will be used as subsets to try to provide adequate coverage. 

B. Basic Parameters in Heated-discharge Problem 

Consider now a very general heated-discharge situation, as shown in Fig. 2.1. 
Although this is shown as a multiport diffuser, increase of the port spacing, W, 
to infinity (or a decrease to zero) would yield the case of a single port. In 
addition, reduction of the vertical submergence, Zi, to zero would yield a 
surface discharge. By appropriate choice of angle, Bi, and reducing xi to zero, 
the discharge becomes one located on the shoreline. Therefore, with some 
imagination. Fig. 2.1 can be extended to cover almost all cases of concern 
in power-plant discharges. 

A general dimensionless, functional relationship could be developed 
for the temperature at any point in the receiving-water body for this case: 

T - T / , zi Z2 xi 
W t / x 2 _ Z Ap n l Q ' l , 

\ W. 
H ' D, 

D • D ' Po' S' -0> ^0' -̂^ H ' H • D. ' 
o o " o 

, Rea, Rej, Fg, Fj, K, C„, Oj, Ĉ ,̂ C^g, S^ 

(2.1) 

where T = temperature at point of interest, 

TQ = initial discharge temperature, , 

T„ = ambient water temperature, 

x,y,z = standard Cartesian coordinates, oriented so that the ambient 
velocity, U', is located along the x-axis, 

DQ = diameter of discharge port, 

BQ = width of rectangular, or slot, discharge port (note that Dg 
in Eq. 2.1 can be replaced by Bg for a rectangular orifice), 

Ap = density difference between receiving fluid and discharge 
fluid, 

PO = ambient density at point of interest, 

Cg = dimensionless shape factor, indicating influence of orifice 
shape on discharge action, 

0j = initial angle of discharge with respect to xy plane. 

Bo = initial angle of discharge with respect to xz plane, 

k = velocity ratio = Uo/Ua, 

UQ = initial jet velocity. 
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a) PLAN VIEW 

b) PROFILE VIEW 

Fig. 2 . 1 . General Heated Discharge . 



Ua = ambient velocity at point of Interest (may vary over receiving 
body), 

zi = submergence of orifice (distance below water surface) , 

Z2 = distance orifice is located above bottom boundary of receiving 
body, 

xi = representative distance of discharge point of interest from 
nearest shoreline, 

H = total depth of receiving-water body at point of discharge, 

W = spacing between discharge ports (W ->• " implies a single port) , 

Reg = Reynolds number of ambient flow = UaH/v (or some other 
representative length may be used instead of H) , 

Rej = Reynolds number of initial discharge or jet = UQDO/V or 
UQBO/V, 

V = kinematic viscosity of the fluid, 

Fg = densimetric Froude number of the ambient flow = Ua/'ig H, 

g = acceleration due to gravity, 

Fj = densimetric Froude number 
(DQ replaced by ZQ for 

Zo = depth of rectangular (slot or open channel) orifice. 

umber of discharge = UQ/VS — ^o 
or rectangular orifice), '^ 

K = surface-cooling coefficient (see Chapter III on the heat 
balance), 

Ĉ , = wind-stress coefficient, 

01 = angle of wind direction to ambient current, 

Cu = coefficient indicating unsteadiness of the flow, 

Cds - coefficient indicating density structure of the receiving 
waters, and 

Ŝ , = slope of bottom boundary of receiving waters. 

Other elements could probably have been included. However, those presently 
considered in any available models are encompassed by the parameters in Eq. 2.1. 
Note that several "coefficients" have been introduced—Cs, Cu, and Cds—which 
may not be quantifiable. The intent is to indicate important influences in 
the problem. A better insight into the heated-discharge problem can be gained 
by reviewing the parameters shown in Eq. 2.1. 

1. Effect of Location: X/DQ, y/Do, Z/DQ 

Clearly, the location of a point with respect to the discharge location 
is important, and no elaboration is needed here. The location of a point in 
either the far or near field may determine the techniques used to predict 
temperatures at that point. 



2. Turbulence Levels: Rea and Rej 

The two Reynolds numbers have been introduced to emphasize the Importance 
of ambient turbulence (Rej). In natural systems, the flow is expected to be 
fully turbulent, and hence the effect of differences in Reynolds numbers is 
negligible. However, it is particularly important to observe the Reynolds 
number when laboratory results are being used to verify theoretical models. 
If the laboratory model is not functioning in the fully turbulent range, 
results may not be useful for application to field situations. It is commonly 
assumed that values of the Reynolds number above 3000 for both jet . and 
ambient flows are necessary. Although this is the accepted figure (often due 
to laboratory and facility constraints), it is still preferable to attain 
higher Reynolds numbers in the laboratory to ensure good similarity to field 
conditions. 

3. Buoyancy Considerations: Ap/pp, Fa, Fj 

A major factor in the motion of a heated discharge is the buoyancy force 
created by density differences between the ambient water and the heated effluent. 
The term Ap/pg appears in both densimetric Froude numbers, Fg and Fj . However, 
it is important to Include the density-difference term separately so it can be 
noted that Ap can be either positive or negative. The typical heated discharge 
is warmer, and hence lighter, than the receiving water. In this case, Ap/pp is 
positive. However, a power plant can draw cold water from the bottom of a lake, 
heat it, and return it to the lake surface still colder and heavier than the 
surrounding ambient surface waters. In this case, Ap/pj is negative, and the 
discharge is called a negatively buoyant jet or a sinking jet. If this situa­
tion exists, the problem of meeting temperature-rise standards does not exist. 
There may still be other impacts to be investigated, such as introduction of 
materials into the hypolimnion and possible Impact on the benthos. 

At present, no method exists to predict the behavior of a negatively 
buoyant, surface discharge. For this reason and because temperature standards 
(in present forms) are not threatened by this type of discharge, no further 
discussion will be offered on negatively buoyant jets. 

a. Upstream and Downstream Motion: Fa. The ambient densimetric Froude 
number, Fg, can be interpreted in much the same way as the standard Froude 
number, F (= Ua/i^) , for open channels. The latter number Indicates the 
ability of a surface disturbance to move upstream. If F is greater than one, 
the flow is supercritical, and no wave will move upstream against the flow. 
If F is less than one, a wave will move upstream as well as downstream. In 
a similar fashion, a value of Fa greater than one (theoretically) will ensure 
that no buoyancy-induced movement of the heat upstream will occur- if Fa is 
less than one (theoretically), heat can and will move upstream. In practice,2'*'"'^ 
the critical number for Fa is more like 0.75, Instead of 1.0. 

The essence of the present topic can be seen by considering a surface dis­
charge moving very slowly (essentially no initial momentum) onto the surface 
of a completely stagnant receiving body. The heated plume would be expected 
to spread by buoyancy-induced motion equally in the positive and negative 
X directions as it a tempted to "ride" over the surface of the heavLr receiving 
water. As an ambient current is added, however, the upstream buoyant velocitle 
are counteracted by mainstream ambient velocities, resulting in a shorter up­
stream protrusion of the heated water Thi= , ^^^ !>uiting in a snorter up 

water. ihis upstream portion of the heated 



plume is called a wedge. Specifics of the wedge are detailed in Chapter IV. 
As the ambient velocity, Ua, is increased, the wedge length is eventually 
reduced to zero. 

A numerical example with typical river values will help in visualizing 
the importance of Fg. Consider a power plant discharging water from a surface 
canal at 90°F into a body of water whose temperature is 65°F. Assume that 

ZQ = discharge-canal depth = 5 ft, 

Bg = discharge-canal width = 40 ft, 

Qp = heated-water discharge = 730 cfs, 

H = receiving stream depth = 30 ft, and 

Ua = ambient velocity = 1.0 ft/sec. 

Then 

Pa = ambient water density = 0.99856 g/cm3, 

Pl = Initial discharge water density = 0.99498 g/cm3, and 

Ap = Initial density difference = 0.00358 g/cm3. 

The equation for Fg includes a term Ap/p. Here the choice of p is not 
too critical (pi, Pg, or an average), as the percentage difference is slight. 
It is convenient to use Pa here. Then 

Ap/p = 0.00358/0.99856 = 0.00359 . 

Finally, 

Fa = 1.0//32.3(0.00359)(30) = 0.54 . 

This implies that some upstream movement is expected. If the ambient velocity 
were increased to 2.0 ft/sec, Fg would equal 1.08, and no upstream movement of 
heat would be indicated. It is pointed out in Chapter IV that plants for whom 
the predicted wedge is too long probably have exceeded any conceivable 
temperature standards. 

b. Degree of Vertical Mixing: Fj. The other commonly used densimetric 
Froude number is Fj , which is a measure of the relative Importance of inertial 
forces (numerator) and buoyancy forces (denominator). For this reason, it is 
an important indicator of the effect of the density gradient between the ambient 
water and the heated effluent. A very high value of Fj indicates that buoyant 
forces are small compared with inertial forces. Hence, it may be possible to 
treat the discharge by simpler models for nonbuoyant discharges. If, however, 
buoyant forces are large enough to inhibit vertical mixing, then Fj will have 
a much lower value. Work by several people3',6'» has shown that vertical mixing 
is negligible for Fj less than 1.0. Figure 2.2 shows density profiles in so-
called two-layer flow. If there is a sharp density gradient, any lighter 
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particle trying to move from the upper to the lower "layer" will be forced 
back up by buoyancy. Similarly, any particle trying to go from the lower to 
the upper "layer" will be forced back down, since it is heavier. As the 
velocities Increase (and Fj increases), the energies Imparted to particles 
become greater, enabling them more and more frequently to overcome the buoyant 
forces and to mix from one layer to the other. 

-4^-

IDEALIZED DENSITY 
PROFILE 

Interfact 

p*t.p 

Inttrfoca 

/y / / //////////////// / / / / / / y > y > / / / > } / / / / / / • / 

Fig. 2.2. Density Profiles in Two-layer Flow. 

An example calculation for Fj using typical values might help give more 
physical perspective to this discussion. Consider the same basic case used 
in Sec. a above. A power plant discharges water from a surface canal at 90°F 
into a body of water whose temperature is 65°F. Assume that (as before) 

ZQ = discharge-canal depth = 5 ft, 

Bg = discharge-canal width = 40 ft, and 

Qp = heated-water discharge = 730 cfs. 

Also, 

Uo = initial jet velocity = 730/[40(5)] 

Ap/p = 0.00358/0.99856 = 0.00359. 

3.65 ft/sec, and 

Finally, 

Fj = 3.65//32.2(0.00359)(5) = 4.8. 

r,„„/!;^"i°"' '°^ '!:'' ?f^; '"^^"1 "i""8 "°"ld be slightly three-dimensional 
(some vertical mixing). If the discharge canal had been 200 ft wide (B„) for 
the same discharge, Uo would equal 0.73 ft/sec and Fj would be 0̂ 96 impWing 
very little vertical mixing initially. Actuallv inM,^ i JT implying 
become 1.0. (See Chapter IV for detlus ) He^J: . '^'^' ̂ ^ " ° " " 
.... , . uKLaiis.; Hence, one can desisn hiq Hi«;rhflrBe 
structure to achieve much or little initial vertical mixing discharge 

It can be seen then that Fj is a measure of whether the jet experiences 
mixing in the vertical direction. The term.̂  "^„„ Ai • -,,, experiences 
dimensional" are frequently applied to thn=^ two-dimensional" and "three-
mixing. Thus, a two^dimenLo^L Ld s ne":rwhich°F' '"' "''' T"^^''-
ently close to 1.0 to ignore vertical J • I J ^̂  assumed suffici-
be expected to be conservativ" nasmuch as'lt '"'".l'^'''' '"'=' ' """̂ ^̂  " ° " " 
fact vertical mixing is important! °"^ """̂ ^ °^ "^''^"S- " "̂ 
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particle trying to move from the upper to the lower "layer" will be forced 
back up by buoyancy. Similarly, any particle trying to go from the lower to 
the upper "layer" will be forced back down, since it is heavier. As the 
velocities increase (and Fj Increases), the energies Imparted to particles 
become greater, enabling them more and more frequently to overcome the buoyant 
forces and to mix from one layer to the other. 

An example calculation for Fj using typical values might help give more 
physical perspective to this discussion. Consider the same basic case used 
in Sec. a above. A power plant discharges water from a surface canal at 90°F 
into a body of water whose temperature is 65°F. Assume that (as before) 

Zo = discharge-canal depth = 5 ft, 

Bo = discharge-canal width = 40 ft, and 

Qp = heated-water discharge = 730 cfs. 

Uo = initial jet velocity = 730/[40(5)] = 3.65 ft/sec, and 

Ap/p = 0.00358/0.99856 = 0.00359. 

Also, 

Finally, 

3.55//32.2(0.00359)(5) = 4.8. 

Therefore, for this case, initial mixing would be slightly three-dimensional 
(some vertical mixing). If the discharge canal had been 200 ft wide (Bo), for 
the same discharge, Uo would equal 0.73 ft/sec and Fj would be 0.96, implying 
very little vertical mixing initially. Actually, in the latter case, Fj would 
become 1.0. (See Chapter IV for details.) Hence, one can design his discharge 
structure to achieve much or little initial vertical mixing. 

It can be seen then that Fj is a measure of whether the jet experiences 
mixing in the vertical direction. The terms "two-dimensional" and "three-
dimensional" are frequently applied to those cases without and with vertical 
mixing. Thus, a two-dimensional model is one for which Fj is assumed suffici­
ently close to 1.0 to ignore vertical mixing. Typically, such a model would 
be expected to be conservative, inasmuch as it omits one mode of mixing, if in 
fact vertical mixing is important. 

4. Receiving-water Density Structure: Cds 

The density structure of the receiving-water body can be very significant. 
The receiving body may range from a completely homogeneous density to a highly 
stratified receiving body. The homogeneous body of water would be characterized 
either by a very shallow depth, usually less than 30 ft, and/or a very high flow-
through. Flow-through implies volume rate of flow into and out of the water 



body of concern. If the body of water is shallow, wind mixing alone would 
suffice to continually mix the water and retain a uniform density throughout. 
For a high flow-through, mixing would also be sufficient to retain a uniform 
density. The latter is exhibited, for example, in many rivers. 

If the water body is not shallow and/or the flow-through is not high 
compared to the volume of the water body, then a stratified condition may be 
obtained in the ambient water body. This situation frequently occurs in lakes, 
Impounded rivers, and reservoirs. Perhaps one way to see what occurs in the 
density structure of a lake, for example, would be to briefly discuss the 
changes occurring in that lake throughout a normal year. For more discussion 
on this topic, see Ref. 100, from which the following is abstracted. 

At the end of a winter season, the lake is usually isothermal, that is, 
of constant temperature from top to bottom, and at a relatively low tempera­
ture. As atmospheric temperatures begin to rise when the spring season begins, 
the addition of heat energy across the air-water Interface becomes greater 
than the loss of energy across that interface. As a result, the surface layers 
of the lake begin to heat up and become lighter than the underlying colder 
waters. 

Figure 2.3 is an example of the temperature structure and strata in a 
typical lake. The upper layers, of more nearly uniform temperatures due to 
continued wind mixing, are referred to as the epilimnion. The lower, denser 
regions of the lake, again of more nearly uniform temperature, are referred to 
as the hypolimnion. The transition between these two layers, or the region of 
more intense thermal gradients, is called the raetalimnion, or the clinolimnion. 
The position of most intense thermal gradient is frequently called the therrao-
cline. As indicated in Fig. 2.3, some authors refer to the entire region of 
sharp temperature change as the thermocline. As the lake moves into the summer 
months, the temperature differential between the surface and bottom layers 
increases and the intensity of stratification increases also. As the summer 
progresses, the thermocline moves deeper into the reservoir. In the southeastern 
United States, the thermocline exists from about April to November. In a deep 
reservoir, the thermocline may be 30-50 ft below the water surface. 

As the fall season approaches and atmospheric temperatures begin to drop, 
more heat energy is lost across the air-water Interface than is gained. The 
surface layers then begin to cool, eventually becoming heavier than those layers 
beneath them. This precipitates "overturn", the process by which the lake is 
mixed to again approach Isothermal conditions. From this point on, the lake 
continues to lose heat uniformly throughout the winter. Where the climate is 
such that the water temperature goes below 4''C, the point of maximum density 
of water, two overturns may occur each year. In this case, the lake is known 
as a dimictlc lake. When one overturn occurs, llmnologists classify the lake 
as monomictic. 
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Not only is this density structure in the lake of importance to the 
motion of a heated discharge, it is also important in terms of water-quality 
problems within the lake. Just as a heated discharge on the surface might be 
expected not to mix down into the lower layers of the lake, oxygen transferred 
from the atmosphere would not be expected to reach the lower regions of the 
lake. Hence, dissolved oxygen levels in the bottoms of many deep impoundments 
or lakes frequently approach zero in the summer months. 

Three different forms of motion of an effluent may occur, depending upon 
the relation of the effluent density to the receiving-water density. The 
problem of frequent concern in thermal pollution is the case of an overflow. 
This would be typified by a hotter water discharge, which remained on the 
surface of the lake. It could also be represented by a submerged discharge, 
which, by virtue of being lighter than the receiving water, rose to the surface 
and remained there. A second extreme case occurs if the effluent is heavier 
than the receiving water. It may then plunge to the bottom and flow along the 
bottom of the lake. Such flows are called "underflows." This is frequently 
true for discharges containing sediments or salts such as might occur from 
desalting plants, dredging operations, or the inflow of a stream heavily laden 
with sediment. As noted earlier, a discharge from a power plant could, in fact, 
still be a negatively buoyant discharge. This discharge could fall into the 
intermediate category, that is, an interflow. Water discharged into a receiving 
body tends to seek its own density level. It may overshoot that level because 
of momentum. Figure 2.4 illustrates this case for a submerged jet. When the 
jet is discharged into a uniform ambient environment and is warmer than the 
receiving body, it tends to rise completely to the surface. If it is discharged, 
however, into a body of water with a vertical density gradient, it may take 
the form shown in Fig. 2.4b. The plume spreads out into a horizontal layer 
below the surface. Also, there is frequently a slight hump above the point 
where the plume begins to spread out into the horizontal direction. The "hump" 
is the result of the plume tending to overshoot its point of neutral density 
due to momentum. Since lighter fluid exists above this horizontal layer that 
is formed, a heavier fluid exists below it. A relatively stable layer may be 
formed in which little vertical mixing occurs. 

In a discussion of ambient density structure, one must not neglect 
horizontal variations in ambient temperature. Pritchard"" presents an 
example of data taken on Lake Michigan by Beer and Pipes,'^ where the tempera­
ture varied in the ambient receiving water from 48°F at the shoreline to 43°F 
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Fig. 2.4. Effect of Ambient Stratification. 

6000 ft offshore. This variation would make interpretation of the meeting 
of existing or proposed temperature standards very difficult. As noted in 
Sec. V.A.ll, it also makes more difficult the application of existing models 
for prediction of the action of heated discharges. 

The density structure of the receiving water body is an important parameter. 
Many useful results can be obtained from considering the ambient fluid as 
having uniform density. However, it will frequently be necessary to consider 
at least vertical stratification, and in some Instances, horizontal temperature 
variations within the receiving body. These topics will be defined in depth 
in the appropriate ensuing chapters, particularly Chapters VI and VII. 

5. Initial Discharge Conditions: Cs. QQ, 69, k 

The Initial angle of the discharge with respect to the ambient velocity 
as expressed by the angles OQ and Bg clearly influences the direction and final 
location of the heated discharge plume. The velocity ratio, k (defined as the 
Initial jet velocity, UQ, divided by the ambient velocity, Ua), is an important 
parameter in determining the trajectory of the heated discharge. Consider a 
discharge directed along the y axis. For k approaching infinity (no ambient 
current), the discharge would essentially continue to have its axis on the 
y axis. As the ambient current was Increased and therefore k decreased, the 
plume would be deflected more and more downstream. Eventually, as k approached 
1 or less, the plume would essentially be swept immediately along the x axis, 
after a very short initial transition region. This process is familiar to 
anyone who has watched the smoke exiting from a smokestack. For no wind, the 
plume goes straight up; as the wind speed increases, the smoke plume bends 
over more and more. Figure 2.5 illustrates this effect. Therefore, it can 
be seen that for values of k greater than 1, any predictive model should 
consider the value of k and hence its effect on the location of the heated 
plume. Such predictive models, as will be detailed again in Sec V A 2 are 
usually called jet models. For lower values of k such that the plume is 
immediately swept downstream, the value of k Itself might be less important 
and a model neglecting the Influence of the velocity ratio on trajectory of 
the discharge might be satisfactory. These models are frequently called 
diffusion models. Both types of models are discussed in Chapter V The 
effect of the initial velocity ratio, k, will be evident both in that chapter 
and in Chapter VI. 
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A further characteristic of the initial discharge, which is of importance, 
is the shape of the discharge or orifice. This may range from a rectangular or 
trapezoidal open channel, which discharges at the surface, to a round or slot 
port or some other shape discharge port beneath the surface. The techniques 
for dealing with, for example, the slot and the round jet are not too different. 
Yevjevlch'^^ has indicated that the velocity profiles of both a round and a 
slot jet approach a circular or elliptical shape at some distance downstream, 
this distance being slightly greater the larger the discrepancy in the two 
dimensions of the slot. In addition, there would not be much difference in 
the action of a single slot jet and a number of round jets placed immediately 
next to each other with no spacing in between, if the size were chosen to 
correspond with that of the slot jet. Shape is an important factor in the 
very early regions of a discharge. For this reason. Chapters V and VI provide 
Information to handle at least the most basic cases, which are circular and 
rectangular ports for the submerged case and the rectangular discharge for 
the surface condition. 

6. Geometry Effects: zj/H, Z2/H, XI/DQ, DQ/H, Ŝ ,, W/DQ 

The confining geometry of the receiving-water body can play a significant 
role if it interacts with the jet. In addition, if there is more than one dis­
charge port, the discharges may interact with one another. This could be 
extended to the case of the discharge plumes from two or more power plants 
interacting with one another under certain conditions. Two parameters, zj/H 
and Z2/H, give some measure of the location of the discharge with respect to 
the free surface and the bottom boundary of the receiving body. This can be 
seen in Fig. 2.1b. The location of a submerged discharge with respect to the 
surface may be controlling in how much dilution or mixing is obtained before 
the discharge reaches the surface. Very near the surface, for example, it has 
little time and little water with which to mix before it reaches the surface 
and spreads out as a horizontal layer, where the mixing rate may be considerably 
decreased. If the discharge is very near the bottom and is swept along near 
the bottom, for example, by a high ambient velocity or by having an initial 
angle that directs the jet near the bottom, mixing of fluid into the heated 
discharge may again be inhibited simply because there is a solid boundary on 
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one side of the discharge. Hence, no water can be brought in across that side 
and the rate of dilution is considerably decreased. In this context, the 
bottom slope, Sb, of the receiving body of water in the area where a heated 
discharge plume might make contact with the bottom is Important. A sloping 
surface may enable the plume to more nearly approach the mixing rate it would 
obtain if there were no bottom boundaries. If the bottom slope approaches a 
high enough value, eventually the bottom may be completely removed as an 
Influence. 

Figure 2.6 illustrates the possible impact of lateral boundary constraints 
on the motion of a heated discharge. The parameter XJ/DQ indicates the spacing 
to the near shoreline. A corrollary parameter could have been included to 
indicate the spacing from the discharge port to the far shoreline. Figure 2.6a 
illustrates a plume extending across the river and reaching the bank. Once 
the plume has reached the far bank, it again is faced with having a solid 
boundary in contact with one portion of the plume. No water can be mixed across 
this solid boundary, hence, the dilution rate is decreased. Figure 2.5b indi­
cates a heated plume being swept immediately up against the near shore. In 
like fashion, the dilution rate is reduced. The plume may be swept against 
the shore by the high value of ambient velocity relative to the jet discharge 
velocity (implying a low k). It could also be pushed against the shore by a 
shoreward ambient current generated by the wind. Due to reduced mixing caused 
by such conditions, plumes have been known to persist for several miles 
downstream from a power-plant site. 
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larger port would strike the bottom first. This is because the lower edge of 
the plume is Initially 2 ft 5 in. closer to the bottom. Hence, the parameter 
DQ/H is introduced. 

The geometry items discussed to this point have concerned Interference 
by the physical boundaries of the ambient water body. It is important to 
consider the interference between two heated discharges. In a multiport 
diffuser, the jets grow as they mix with ambient water. As they spread, 
they may interact with one another if initial spacing was small enough. This 
makes the two (or more) discharge plumes compete for the same dilution water. 
Thus, the dilution rate is decreased over that which would be obtained if all 
plumes remained distinct and did not interact. One common approach for a set 
of round. Interacting jets is to treat them as single jets until they Interfere, 
and then to treat the combined system as a single slot jet.^3 Details of 
considering this interaction are thus important and are discussed in depth 
in Chapter VII. 

It would be Inappropriate to dismiss the subject of geometry effects 
without noting that many of the parameters cited are not well handled (if at 
all) by current theoretical models. This becomes evident in later chapters, 
but free-surface (Zi/H) and lateral (Xj/Dg) constraints especially are not 
well established. There is, in addition, not yet good field evidence to verify 
most of the attempts at including bottom slope or jet interference. Hence, 
inclusion of geometry effects in predictions of thermal-plume action still 
remains as much an art as a science in some areas. 

7. Wind Effects: C„, 0, 

The effects of wind on the temperature distribution resulting from a heated 
discharge may be many and varied. Wind, for example, is an Important factor 
in the heat exchange occurring across the air-water interface. Here, however, 
the concern is the effect of wind on plume location. References 99, 100, 104, 
and 147 discuss this. The coefficient Cw Is used in « 

Tw = PA C„ Uw' (2.2) 

where T„ = stress on water surface due to wind. 

PA = mass density of air, 

C,, = wind-stress coefficient, and 

The angle 0i, with respect to the direction of the ambient velocity, is included 
to indicate the component that might be included in the x- or y-direction 
momentum equations, as suggested by Zeller.̂ '* 

There is some disagreement over whether the wind-stress term should be 
Included in the standard equations used for surface discharges. Policastro 
and Tokar'"'* provide the essential background quite well. If the ambient 
velocity Ua (both magnitude and direction) is adequately defined, then it 
seems inappropriate to include the wind shear as an added term in the basic 
momentum equation. This is true because the momentum input due to the wind 



shear has already been accounted for by defining the Ua resulting from that 
force. Including the wind shear again would really mean that the wind effect 
had been included twice. For this reason, current models are discussed in the 
light of adequately assessing the ambient velocity and neglecting any additional 
considerations of the wind. 

Data have been obtained from numerous sources for the effect of the wind 
in Inducing a current.^3.102 pgr making a rough assessment of the velocities 
generated solely due to wind (which may then have to be superimposed on some 
gravity-generated currents), we can assume that the surface-water velocity 
is approximately 1/30 of the average wind speed near the surface of the water. 
Wind effects probably are not directly felt more than about 30 ft below the 
water surface. Hence, one should first assume some expected critical wind 
condition (often toward shore) lasting several hours (long enough to cause 
the plume to shift its location and currents to fully develop). Then, velocity 
and direction can be estimated for Ug and this ambient current included in 
the appropriate predictive model. 

Although not mentioned separately, the effect of waves generated by wind 
stresses (as well as by other sources) is a factor that may well be important. 
This is especially so for predictions in the ocean environment. Mixing may be 
enhanced by these waves, although no present model adequately accounts for 
these wave effects. 

With these suggestions, and the realization that present knowledge does 
not allow a more adequate handling of wind, further discussion on wind in 
Chapter V will be minimal. 

8. Surface Heat Exchange: K 

As the heated discharge is mixing with ambient fluid, it is also exchanging 
heat with the atmosphere across the air-water interface. 

The cooling coefficient K may take several forms. The most common can be 
expressed by 

Heat lost to atmosphere = K(Surface area) (T - T E Q ) , (2.3) 

where K = heat-exchange coefficient, 

T = water temperature, and 

T E Q = equilibrium temperature. 

The equilibrium temperature is the temperature the water surface would 
approach if atmospheric conditions remained constant indefinitely. Ways to 
calculate this temperature appear in Chapter III. It can be demonstrated 
(and IS, in Chapter V) that this surface cooling plays an insignificant role 
m the near-field region. In this zone, dilution and physical-mixing 
processes play the major role in decreasing the temperature. Even though 
temperature differentials are large near the discharge, the surface areas 
available for exchange are too small to allow any significant heat loss. 
However, by the time plume-temperature rises (temperature rise = plume 
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temperature minus ambient temperature) are down to 1 or 2°F, areas have been 
large enough to enable important amounts of cooling. For this reason, calcula­
tions of temperatures in the far-field region must include surface cooling or 
they will yield a vastly Inflated estimate of the area influenced by the plume. 

9. Degree of Unsteadiness: Cu 

Cu, again, is a fictitious coefficient Introduced to illustrate the possible 
existence of unsteady flows and their impact on heated-discharge distributions. 
This is of special concern in estuaries and on the open coast, although it may 
also be of interest in rivers or impoundments where unsteady flows exist. A 
general review of the status of estuarine modeling is given by Ward and Espey.̂ '*" 
There is a true lack of knowledge on the effects of unsteadiness on mixing, and 
hence on temperatures in the near-field region. Most assessments simply take 
the slack-tide condition and treat it as a steady-flow input to one of the 
models. This is likely a too conservative approach, although it can give 
reasonable first results. 

Models do exist for attempting to handle the far-field problem. Lee and 
Harleman''̂  and others have developed finite-difference solutions to the one-
dimensional dispersion equation in estuaries. This equation, with surface 
cooling included, can estimate how long it takes a parcel of heated water to 
be flushed out of the estuary system, or at least how long it takes for 
dissipation of the excess heat to the atmosphere. In addition, some two-
dimensional (shallow) estuaries have been treated by finite-difference 
procedures.'"*" These techniques are referred to in Chapter V. 

One should mention the tool that has been heavily relied upon for predic­
tions where unsteady flows exist, especially when coupled with unusual geometry. 
The use of physical models has been extensive in thermal work. A review by 
Sllberman and Stefan,'25 done for Argonne National Laboratory, assesses the 
state of the art in this area. Parker and Krenkel^^''"" and Acker"* also present 
useful information on this topic. Recently, helpful "Information has begun to 
appear on model repeatibility and model-prototype correlations. The accuracy 
of physical models can only be fully evaluated by comparison with good field 
data. 

In short, unsteadiness is a problem that has not yet been well handled, 
especially in the near field. Predictive ability in highly unsteady systems 
is frankly an unknown quantity with low reliability attached to many of the 
assumptions made. First-cut approaches do exist, however, and these are 
presented in the appropriate chapters. 

10. Physical Modeling 

Due to limitations of time and space, physical modeling is not discussed 
in depth in this report. It is, however, an important tool, and those reviewing 
power plants are often confronted with results obtained from such physical 
scale models. A rather thorough review has been prepared by Sllberman and 
Stefan.'2'* Since it is completely directed to the study of heat motion by 
physical models, it is the most extensive such work available. The work by 
Parker and Krenkel'"" also reviews much of the basic literature. Ackers'* 
presents a concise summary of requirements for such models and shares some of 
the rather broad experience gained in Great Britain. 
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As with any tool, there are pitfalls. Harleman"*^ discusses the use of 
physical models for estuaries, with Interesting comments on present inadequacies 
in use of models for general water-quality problems. One should not retreat to 
physical models too hastily; they are expensive, and verification is difficult. 
This is especially true where no prototype discharge yet exists. In fact, a 
major need in physical modeling of thermal discharges is the collection of 
adequate prototpye data to check the results obtained from physical models. 
Data of this sort are available, such as that presented by Hindley et aZ.^3 
Much more is needed. 

The reader who must review results from physical models is encouraged to 
go to the suggested sources for information. In this report, comments will be 
made where the state of analytical modeling seems to dictate a need for at 
least considering physical models. 

C. Comments 

This chapter sets a framework and makes a general Introudction to the 
problem of heated discharges. It has purposely been kept low-key. The 
remaining chapters attack the problems of available predictive techniques, 
with discussion, analysis, and appropriate examples. For added general 
background, see the references mentioned. 
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III. HEAT-BUDGET EQUATION 

Introduction 

The heat-budget equation is best defined as a complete summation of the 
rate of heat into, rate of heat out of, and rate of change of heat storage of 
an isolated body. Such an equation will allow one not only to predict the 
present heat content of a body but also to describe the response of this body 
if certain components in the equation change. Of concern to the reader in the 
following chapters is the form the heat-budget equation takes for such bodies 
as cooling ponds, rivers, lakes, etc. 

The following equation is a complete heat-budget equation (often called 
the energy-budget equation) for such bodies of water. The components of 
the heat budget per unit surface area per unit time are written as'"*̂  

Qs - Qsr + Qa - Qar - Qbr - Qe - Qh + Qv = Q • O-D 

where Qg = short-wave radiation incident to the water surface, 

QSJ- = reflected short-wave radiation, 

Qg = incoming long-wave radiation from the atmosphere, 

Qgj- = reflected long-wave radiation, 

Q̂jj. = back radiation emitted by the body of water, 

Qe = energy used by evaporation, 

Qjj = energy conducted from the body of water, 

Q-̂, = net energy brought into the body of water in inflow, Including 
precipitation and accounting for outflow, and 

Q = increase in energy stored in the body of water. 

Most of these components, however, cannot be measured, or the measured informa­
tion needed is not available. Methods to estimate the components are discussed 
in the following sections. 

The main objective in this chapter is to show how the heat-budget equation 
is applied to bodies of water. This application serves as the basis for 
surface-cooling calculations in the following chapters. The general format 
of this chapter is first to discuss the various methods used to calculate the 
value of the Individual components in the heat-budget equation. Then, the 
heat budget is reduced to the form used in surface-cooling calculations. 

B. Components of Heat-Budget Equation 

1. Net Short-wave Solar Radiation, Qg - Qs^ 

Short-wave radiation is that portion of the sun's radiation with wave­
lengths shorter than 4 ym. According to Wein's Law, the radiation at these 
wavelengths accounts for about 99% of the sun's radiation energy. The amount 
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of short-wave radiation striking the earth's surface is reduced as it passes 
through the atmosphere by absorption by ozone; scattering, and diffuse reflec­
tion by particulate matter; and absorption and scattering by water vapor. The 
short-wave radiation reaching the earth is a function of latitude, time of 
day, and season of the year. 

Thackston and Parker,'3^ based on work by Raphael, " 2 derived the following 
equation for absorbed clear-sky solar solar radiation, in Btu/ft -day, via a 
polynomial fitting using a nonlinear, least-squares method (absorbed solar 
radiation is the incident minus the reflected solar radiation): 

Q^s = 24[Ci - C2 sin (2Trd/366 + 1.710)] , (3.2) 

where Cj and C2 are constant and are functions of latitude and d is the day of 
the year (1-365). The absorbed solar radiation for other than clear skies is 

Qs - Qsr = 24[(1 - 0.0071c2)Q(;s] . (3-3) 

where C is the cloud cover, in tenths of sky. 

Edinger and Geyer32 and Hogan et al.^^ discuss using a pyrhellometer to 
measure Qg directly. This method seems to be the best approach because the 
average daily values for Qg are published by most large Weather Bureau stations, 
based on recorded instantaneous values of solar radiation. Edinger and Geyer 
used solar reflectivity, Rgj- = Qsr/Qs. to determine the reflected short-wave 
radiation. They assumed Rsj- constant at an average value of 0.05. Hogan et al. 
use a series of plots by Anderson,^ based on the Lake Hefner studies, that 
allows one to find Rgr • In these plots, Rg^ is a function of sun altitude, 
cloud cover, and altitude of clouds. They point out, however, that Rgj- is in 
the range of 0.04-0.12 for the United States. The reader is referred to Ref. 6 
for additional discussion on Rsr- Use of Rsr = 0.05 results in the following 
equation for absorbed short-wave radiation: 

Qs - Qgr (Btu/ft2-day) = Qg(l - 0.05) = 0.95Qs , (3.4) 

where Qg on the right side of the equation is from Weather Bureau data. 

2. Net Atmospheric Radiation, Qa - Qar 

Atmospheric radiation is from electromagnetic radiation given off by the 
gases that constitute the earth's atmosphere and has wavelengths up to 120 ym. 
Due to the long wavelengths, another name for atmospheric radiation is long­
wave radiation. Unlike solar radiation, atmospheric radiation is present at 
night as well as during the day. Atmospheric radiation is a function of ozone, 
water vapor, and carbon dioxide content and distribution in the atmosphere, 
and the atmospheric temperature. 
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Koberg^' presented the following empirical equation for atmospheric 
radiation: 

Qa = OE(Ta + 450)'*(CB + 0.031v^ ) , (3.5) 

where Qg = atmospheric radiation, Btu/ft2-day, 

0 = Stefan-Boltzman constant = 4.12 x IQ-^ Btu/ft2-day-°R'*, 

Ta = air temperature, °F, measured 6 ft above water surface, 

Cg = Brunt coefficient, and 

Pa = water-vapor pressure in air, mm Hg, measured 6 ft above water 
surface. 

The only unknown value on the right side of Eq. 3.5 is Cg. To calculate the 
value of Cg, one reads the value of clear-sky solar radiation from Fig. 3.1 
as a function of month of year and latitude. One can then calculate the ratio 
of the measured solar radiation to clear-sky radiation. Using this ratio and 
the air temperature, one can get Cg from Fig. 3.2. 

Edinger and Geyer32 and Hogan et al.^° used a value of atmospheric 
reflectivity (Rar " Qar/Qa) °^ 0.03. Therefore the absorbed atmospheric 
radiation would be 

Qa - Qar = 0.97oE(Tg + 460)'*(CB -I- 0.03v^ ) . (3.6) 

Thackston and Parker'3° used the same type of procedure as above and 
arrived at the following general form by using a nonlinear, least-squares 
curve-fitting technique: 

Qa - Qar = 24[1.65 x IQ-^Bgdg - 460)"*] , (3.7) 

where Bg is a coefficient of the form Bg = C3 -I- Cî Pa; C3 and Ci, are curve-
fitting constants that are a function of cloud cover. See Ref. 7 for additional 
information on Qg and Ref. 63 for information on Qg^. 

3. Back Radiation, Qbr 

Water radiates almost like a perfect black body. The amount of back 
radiation can be computed from the Stefan-Boltzman fourth-power radiation law, 

Qbr = ew<i(Ts + 460)"* , (3.8) 
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where Qĵ j. = the back radiation from the water surface in Btu/ft2-day, 

E„ = the emissivity of the water surface, assumed constant at 
0.97, and 

Tg = the surface water temperature in °F. 
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It is therefore important to make evaporation calculations as accurate as 
possible. A general form of the evaporation term is 

Qe = (a -I- bW)(Ps - Pa) . (3.9) 

where Qg = the energy loss by evaporation in Btu/ft2-day, 

a and b = coefficients depending on the evaporation formula used (see 
Table 3.1) , 

W = the wind speed in mph, and 

Ps = the saturated vapor pressure of water determined from the 
water surface temperature, Ts-

Table 3.1. Coefficients for Various Evaporation 
Formulas, Expressed in lb^/ft2-day 

Formula a b 

Lake Hefner 0 12.4 

Lake Colorado City 0 18.1 

Meyer 70.5 7.05 

Note that the elevation at which W and Pg are determined must be specified, 
as well as the time period over which these values ara averaged. Both these 
factors will affect the numerical value of the coefficients a and b in Eq. 3.9. 

Inspection of Eq. 3.9 reveals two main meteorological variables that 
affect evaporation. First, the driving force is Ps - Fa. which measures the 
relative difference between the amount of water vapor the air can hold and 
the amount it presently holds. The greater the water-vapor content of the 
air, the greater the value of Pa> and the smaller the rate of evaporation for 
a given Ps- The other major term in Eq. 3.9 is the wind speed. Its relation 
to evaporation is one of determining how long a single volume of air will 
remain in contact with the water. The greater the wind speed, the less time 
a single volume of air, with its increasing Pa value due to water contact, 
will remain in contact with the water. Therefore, higher wind speeds retain 
a higher driving force. The proper values of a and b in Eq. 3.9 for a specific 
location are Ideally chosen based on evaporation studies performed in that 
area. However, care should be used any time one is dealing with evaporation 
coefficients. As discussed earlier, wind speed has an effect on evaporation; 
therefore, when determining these coefficients, one is concerned not only with 
the general location but also with factors influencing wind speed, such as 
local topography, shape of the body of water, and total surface area of the 
body of water. 



Of the formulas available in the literature, the following three 

evaporation formulas are in major use: 

the Lake Hefner equation,39 

Mr = 0.614W(Ps - Pa) ; (3.10) 

the Lake Colorado City equation. 

M E = 0.897W(Ps - Pa) ' ^̂ "-̂ ^̂  

and the Meyer Equation,33 

M E = CM(0.349) 1 -I- fo (Pg - Pa) . (3.12) 

where Mg = the mass transfer in Ib/day-ft ; 

W = the wind speed in miles per hour: 

measured at an elevation of 26 ft above the water surface 

and taken as the average over 3 hr for Eq. 3.10; 

measured at an elevation of 26 ft above the water surface 

and taken as the average over 24 hr for Eq. 3.11; 

measured at an elevation of 25 ft above the water surface 
and taken as the average over one month for Eq. 3.12; 

P = the saturated water-vapor pressure of water determined from 
the water surface temperature, Tg, in mm Hg; 

Pg = water vapor pressure in air, mm Hg: 

measured at the same elevation above the water surface and 
averaged over the same time period as the values of W 
indicated above; and 

CM = a constant ranging from 10 to 15 and is a function of certain 
features of the body of water and frequency of available 
meteorological measurement; assume C^ = 10 for this report. 

To convert these equations from mass transfer to heat transfer, one 
multiplies by the heat of vaporization. The heat of vaporization is a 
function of water temperature; however, assuming a constant heat of vaporiza­
tion will result in an error of only about 1-2% for the ranges of temperatures 
expected in application. Based on a heat of vaporization of 1041 Btu/lb^ 
(corresponding to a water temperature of about 100°F) , Table 3.1 shows the 
values of a and b for Eq. 3.9 based on Eqs. 3.10-3.12 and based on the same 
units used in those equations for W, Pg, and Pg• 

In comparing these three equations, note that the Meyer equation is the only 
one that has evaporation at W = 0 (corresponding to a ^ 0 ) . Edinger and 
Geyer32 have a similar table in their report, but they used 970 Btu/ft3 
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(corresponding to a water temperature of 212°F) for the heat of vaporization. 
This results in an error of about 7% in their values of a and b. However, 
later sections of this report will use their values of a and b when their 
equations are used for example calculations. 

Again it shoud be pointed out that Qg is a major term in the heat-budget 
equation and yet one of the most difficult to determine. As shown later, 
major differences in the final values of certain calculations using the heat-
budget equation can be reached just by using two different evaporation equations 
of the type presented by Eqs. 3.9-3.11. 

5. Energy Conducted from a Body of Water, Qh 

The loss of heat due to conduction can be either positive (corresponding 
to Ta ^ Tg) or negative (corresponding to Tg > Tg). The rate at which heat 
is conducted between the air-water interface is a function of the product of 
a heat-transfer coefficient and a driving force, Tg - Tg. It is commonly 
assumed that the heat of conduction can also be related to the same variables 
as the heat of mass transfer (evaporation). Making use of this relationship, 
Qh was related to evaporative energy by Bowen,'^ by use of the Bowen ratio, B, 
where 

^h 
B = ^ , (3.13) 

in which B = 0.26(Tg - Ta)/(Ps - Pa)> 
Pa in mm Hg; Pg is evaluated at the same elevation and over the same averaging 
period as indicated for the evaporation equation being used (Eq. 3.10, 3.11, 
or 3.12); Ta is the air temperature, evaluated at the same elevation and 
averaged over the same time as Pg. , 

6. Inflow and Outflow Heat, Qy 

Water flowing into the main water body brings heat energy with it; water 
flowing out of the main body takes heat energy away. A major factor in many 
heat budgets is the net gain or loss of energy due to such inflows and out­
flows. The net heat brought into a body of water as Inflow includes such 
terms as precipitation, all tributary waters, groundwater, and any other 
water that enters the main body. The net heat extracted from the body of 
water in outflow includes all terms, such as seepage, that describe water 
leaving the main body. Therefore, when stated in heat-loss terms, the indi­
vidual components of Q^ are both negative and positive. Using the notations 
of this chapter, where Mi is the mass-transfer rate, we can write 

2 hiMi 

Qv = ̂ ^ ^ . O.U) 
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where M̂ ^ = the mass-transfer rate in lbn,/day for term i (positive for 
Inflows and negative for outflows), 

h^ = the enthalpy in Btu/lb^ for term 1, and 

A = the surface area of the body of water in ft . 

The value of enthalpy, hi, can be expressed as 

hi = ATiCp , (3.15) 

where AT^ = the difference in the temperature of the body of water and the 
temperature of the waters leaving and entering, in "F, and 

Cp = the specific heat of water = 1.0 Btu/lb^ - °F. 

Care should be taken in determining the signs of the components because, 
although Inflow and outflow have positive and negative heat-transfer signs, 
respectively, the sign of hi can be negative, thereby reversing these signs. 

7. Conclusions 

Table 3.2 gives a relative comparison of the amount of heat transfer by 
each component of the heat-budget equation. The values of heat transfer in 
this table are expressed in ranges. Because the individual components are 
functions of different meteorological conditions, corresponding values within 
given ranges will not occur simultaneously. For example, peak values of all 
components will not occur at the same time. 

Table 3.2. Comparison of Amounts of Heat 
Transfer by Various Components of 

Heat-budget Equation 

Range of Heat Loss, 
Component Btu/ft^-day 

Qs 400-2800 

Qa 2400-3200 

Qbr 2400-3600 

Qe 500-2000 

Qh -320-1-420 

Qsr 40-200 

Qar 70-120 



C. Equilibrium Temperature 

Consider a body of water with no net energy change due to inflows and 
outflows; i.e., Q^ = 0. This means that all energy transfer is across the 
air-water interface. Subject that water body to constant meteorological 
conditions. Eventually, the water-body surface will approach a constant 
temperature such that the system is in equilibrium. At this condition, the 
heat entering the water surface would exactly balance the heat leaving. The 
temperature at this equilibrium point is called the equilibrium temperature, 
TEQ. Thus T E Q is a steady-state surface temperature satisfying Eq. 3.1 with 
Q = net energy change = 0 . In natural systems, meteorological conditions will 
not remain constant, even for short times, much less long enough to attain 
TEQ for that set of parameters. However, the difference between TEQ and the 
actual water-surface temperature, Tg, is a good measure of the rate at which 
the water surface will gain or lose heat. The rate of heat exchange will 
decrease as Tg approaches TEQ. Use of T E Q in surface heat-exchange calcula­
tions will considerably simplify the use of the energy budget. The following 
equation uses T E Q to express the energy-budget equation for Qy = 0: 

Q = -K(Ts - T E Q ) . (3.15) 

This form is desirable because of it simplicity. It states that the amount of 
heat transferred across the air-water interface, Q, is equal to a cooling 
coefficient, K, times the driving force, Tg - TEQ. 

Equation 3.1 is reduced to the following form when calculating TE Q : 

Qs - Qsr + Qa - Qar - Qbr - Qe - Qh = 0 . (3.17) 

There are a number of methods to determine TEQ using Eq. 3.17. Each method 
will be discussed separately. 

1. Edinger-Geyer32 Method 

a. General Development• Edinger and Geyer use the term "absorbed 

radiation," Hjj, and define it as 

H R = Qs + Qa - Qsr - Qar • (3.18) 

The approach they use to calculate the terms on the right side of Eq. 3.18 are 

discussed previously and summarized in Table 3.3. Substituting Eq. 3.18 into 

Eq. 3.17 gives 

H R - Qbr - Qe - Qh = 0 • (3.19) 



Table 3.3. Summary of Equations of Three Different T E Q Calculating Methods 

Term/Method 

Qa 

Qar 

Qbr 

Edinger-Geyer' Hogan et al.' Thackston-Parker'-

Measured Measured 

Rgj = fn(height of clouds, 
cloud cover, sun 
altitude)^ 

Qa = ^w°(Ta + ^60)"* (CB + 0.031Pg)'^ 

Cg = fn(month, Tg, Qg) 

Ql3r = 0.97a(T3 -I- 460)' 

General form: 

Qg = (a -h bW) (Pg - Pa) 

Meyer's coefficients 

Q. = 0.26(a -I- bW)(Tg - Tg) 

Qo = 24{Ci - C2 sln[(27rd/366 -I- 1.71]} 

Cl and C2 = fn (latitude) 

Qg = (1 - 0.0071 C2)Q^ 

Included in Qg above 

Qa = 24[1.66 X 10-9Ba(Ta + 460)'*]* 

Ba = fn(cloud cover, Pg) 

Lake Hefner coefficients 

Q^ = 24[0.0543xWxPx(Tg - Tg)] 

P = (29.92)/exp 
32.15 X E 

1545 (Ta -I- 460) 

E = elevation in ft 

^Requires reading values from a figure. 

bg = Cl + C^Ra, where the value of C determines which of a set of 11 Ci and C^ to use. 



Equation 3.19 is physically relating the fact that if a body of water is at 
TjQ, then the total energy input across the air-water interface (Hĵ ) must 
equal the total energy output across this interface. Substituting the 
equations from Table 3.3 for the Q's into Eq. 3.19 gives 

H R = 0.97a(Ts + 460)"* + (.a + bW) (Pg - Pa) -I- 0.26(a -I- bW) (Tg - Tg) , (3.20) 

where Pg is the water-vapor pressure at Tg and W, Pg, and Ta are evaluated at 
an elevation corresponding to the evaporation formula used (see definitions 
following Eq. 3.12). 

At this point in the development of this method, the term "cooling 
coefficient" must be defined. 

The following assumptions are made so that Eq. 3.17 can be expressed as 
a function of the first power of Tg, as in Eq. 3.16: 

1. e„o(Ts + 450)'< £„o(460)'' '(4I0) + ^ W + 1 
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2. 0.0 5 1 ( T | - T|Q) = 0; this must be done to eliminate this term from Eq. ,3.18. 

3. Pg = C(B) -I- BTg, 

P E Q = C(B) -I- BTEQ, and 

P= - P EQ B(Tg ÊQ ). 

where 6 is the slope of the straight-line approximation illustrated in Fig. 3.3 
for each 10°F Increment and C(B) is the x-axis intercept for the same lines. 

5: 70 
z 
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Fig. 3.3 
Saturated Air Temperature or 
Water Temperature vs. Satu-
rated Vapor Pressure.^' 
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Application of these assumptions to Eq. 3.16 yields this equation for K 

(in Btu/ft2-day-°F): 

K = 15.7 + (0.26 + &)(a + bW) (3.21) 

Fipure 3.4 is a plot of K versus wind speed for various B's or T E Q ranges for 

the Lake Hefner evaporation formula. Now that K has been evaluated, one can 

proceed to determine T^Q. 
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on Lake Hefner Evaporation 
Formula.32 

Returning to Eq. 3.20 and substituting 

a -I- bW 
K - 15.7 
0.26 -I- B 

e„o(Ts -H 460)'* = £;^(460)'' >&) ^^(i) + 
and 

into Eq. 3.20 results in 

PEQ = BTEQ -I- c(6) 

0^51T|^ H R - 1801 K - 15.7 ''a ' ^(» ^-^^T, 

T E Q + K. K + - " "' • " + K 0.26 -I- B 0.25 -I- B ' 
(3.22) 

where Tg = TEQ. 

Knowing H R , Pg, Ta, and K, by trial and error, we can now solve Eq. 3.22. For 
convenience, define the following terms: 
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_,„, - K - 15.7 
F(K) = 7; , (3.23) 

(3.24) El = 

E2 

E3 

«R 

C 

0 . 

p 
a 

0 . 

- 1801 

K 

I.26T 
a 

26 -1- B ' 

- C(B) 

26 -1- S ' 

(3.25) 

(3.26) 

and 

0.051T2 

M = TEQ + ^ - ^ • (3.27) 

Substituting Eqs. 3.23-3.27 into Eq. 3.22 gives 

M = El -H F(K)(E2 + E3) . (3.28) 

Figures 3.5 and 3.6 are nomograms that solve Eq. 3.28. The steps in calculating 
TEQ using the nomograms are: 

1. Assume a temperature range. 

2. Find K for the given W and temperature range from Fig. 3.4. 

3. Find F(K) from Eq. 3.23. 

4. Calculate HR by Eq. 3.18. 

5. Find Ei from Eq. 3.24. 

6. Find E2 from Fig. 3.5 using Ta and the temperature range (along solid 
line). 

7. Find E3 from Fig. 3.5 using Pa and the temperature range (along dotted 
line). 

8. Compute M = Ei + F(K)(E2 -t- E3) . 

9. Find (M - TEQ) from Fig. 3.6 using values of M and K. 

10. Compute TgQ = M - (M - TEQ). 
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11. Check to see that this computed value falls within the selected 
temperature range. If it does not, choose a new range based on the value of 
Tgg given in step 10 and repeat the computations. 

AIR TEMPERATURE , T̂^ 

60 70 

Fig. 3.5. E3 from Air Vapor Pressure, P,, and 
E2 from Air Temperature, T^-

^^ 

0 

K , 

1 
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BTU 

(FT)^DAY "F 
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1 

7 0 

.^^ -^y 

80 
t 

9 0 

-

10 

Fig. 3.6. 

M - T E Q Correction for 
Use in Eq. 3.27.32 

b. Numerical Example. To help understand the Edinger-Geyer method, we 
present the following data as an example problem: 

latitude = 36° (Nashville, Tennessee), 

Month = June, 

Ta = air temperature = 75°F, 
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Rh = relative humidity = 73%, 

W = wind speed = 6.6 mph, 

C = cloud cover = 6.3/10, and 

Qs = solar radiation = 539 langleys/day = 1990 Btu/ft2-day. 

The solution is: 

Step 1: Assume a temperature range of 80-90°F. 

Step 2: From Fig. 3.4 (Lake Hefner evaporation equation) at W = 6.6 mph 
and temperature range 80-90°F, find K = 98 Btu/ft^-day-'F. 

Step 3: F(K) = (K - 15.7)/K = (98 - 15.7)/98 = 82.3/98 = 0.84. 

Step 4: It is now required to calculate the atmospheric- and solar-radiation 
terms to evaluate HR. TO compute the atmospheric radiation, it is necessary to 
calculate the water-vapor pressure in the air, Pg. The value of Pg is the 
saturated water-vapor pressure at the wet-bulb temperature, Tg^x- However, 
since the value of Ts^i is not recorded by the Weather Bureau, one must calcu­
late it using Ta and the relative humidity. Figure 3.7 allows this calculation 
to be done graphically. 

90 95 too 105 110 115 120 

DRY BULB TEMPERATUE IN °F 

Fig. 3.7. Normal Temperature 

Psychrometric Chart. 

a. From Fig. 3.7 at Ta = 75.0°F and relative humidity = 73%, 
find saturated air temperature at 68.6°F = Tg^x- From Fig. 3.3 at 
TSAT = 58.6°F, find Pg = 18 mm Hg. 

b. From Fig. 3.1 at month = June and latitude = 36°, find clear-
sky solar radiation = 2950 Btu/ft2-day. 
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c. Ratio of measured solar radiation to clear sky is 1990/2950 
0.674. From Fig. 3.2 at Tg = 75°F and ratio = 0.674, find C B = 0.74. 

d. Qa = 4.5 X 10-3(Ta + 460) (Cg) + 0.03l/i7) 

= 4.5 X 10-3(75 -I- 460)'*(0.74 + 0.03l/l8" 

= 4.5 • 10-3(5.35 X 102)'*(0.74 -I- 0.132) 

= 3220 Btu/ft2-day. 

e. Qgr = 0.05 Q^ = (0.05)(1990) = 99.50 Btu/ft2-day. 

Qar = 0.03 Qg = (0.03)(3220) = 96.60 Btu/ft2-day. 

H R = Qs + Qa - Qsr - Qar = 199° + 3220 - 99.5 - 99.6 

= 5014 Btu/ft2-day. 

H„ - 1801 Step 5: 

Step 6 

Step 7 

Step 8 

Step 9 

E, = 
5014 - 1801 = 32.8°F 

K 98 

From Fig. 3.5 at Ta = 75°F and range 80-90°F, find E2 = 15.5°F. 

From Fig. 3.5 at Pg = 18 mm Hg and range 80-90°F, find E3 = 57°F. 

Compute M = El -I- F(K) (E2 + E3) = 32.8 -I- 0.84(15.5 + 57) = 93.7°F. 

From Fig. 3.6 at M = 93.7°F and K = 98, find M - T E Q = 4.2. 

Step 10: T EQ - (M - TEQ) = 93.7 - 4.2 = 89.5°F. 

Step 11: Because TJQ is within the 80-90°F range assumed, the answer is 
correct. If it had not been within the range, a new range would have been 
assumed corresponding to the T E Q value calculated and the above steps 
repeated. 

ÊQ 89.5°F (lower limit) 

This value of TEQ is based on the Lake Hefner evaporation equation, which 
gives the minimum K of any of the evaporation equations presented by Edinger 
and Geyer. Using the same procedure but applying the Meyer evaporation equation 
result in values of K = 167 Btu/ft2-day-°F and T E Q = 82.1°F (upper limit). 

2. Hogan et al. ^^ Method 

a. General Development. This method basically takes Eq. 3.17 and substi­
tutes into it the component equations listed under Hogan et al. in Table 3.3. 
Using various expansion techniques, they arrive at 
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'EQ 

Sa 

a i 

a2 

^3 

= 
= 
= 
= 
= 

'̂ EO 

Ta -
0.08S 

3.50 

5.68 

• 3 2 ° F , 

32 °F, 

1. 

X 1 0 - 3 

X 1 0 - 3 

0 = [HR - as - (ai2 + ai3W)(ai - Bgaii, - P^) ] 

- [as -I- (ai2 + ai3W)(a2 -I- aiJlegQ (3.29) 

- [ay + (ai2 -I- ai3W)a3]6|Q - [a3 -I- (ai2 + ai3W)aij]6|Q , 

where HR = same as previous HR, except for different Rgr, 

Pa = the water-vapor pressure in the air in psia, 

ae = 19.176, 

ay = 5.85 X 10-2, 

ag = 7.923 X 10-2, 

ai2 = 3730, 

ai, = 1.13 X 10-6, gj^ = 373^ g^j 

as = 2358.74 a^ = 0.00473. 

Tg, Pg, and W are all taken as one-month averages of values measured at an 
elevation of 25 ft above the water surface. 

To avoid having to solve this third-order equation each time, the 
equation is plotted in Fig. 8.4 for various values of 3^2 + ^IsW and fi, in 
which 

fl = HR - as - (ai2 + ai3W)(ai - Sga^ - P^) . (3.30) 

b. Numerical Example. To help the reader undeijstand this method, the 
following example is worked using the data given in the Edinger-Geyer example. 
The only additional data needed is Rgr; assume Rgr = 0.007 for this example. 

fl = [HR - as - (ai2 + ai3W)(ai - Sga^ - 7'^)] • 

HR = (Qs - Qsr) + (Qa - Qar). 

Qg = 1990 Btu/ft2-day, 

Qgr = 0.07(Qs) = (0.07)(1990) = 139.30 Btu/ft2-day, 

Qg = Qg (previous example) = 3220 Btu/ft2-day, 

Qar = 0.03 Qg = (0.03)(3220) = 96.60 Btu/ft2-day, 

HR = (1990 - 139) -I- (3220 - 97) = 4974 Btu/ft2-day, 

e, = T, - 32°F = 75 - 32 = 43°F, 

P^ = 18 mm Hg = (18)(0.01934) psia = 0.348 psia, 

ai2 -I- ai3W = 3730 -I- (373) (6.6) = 6190, 
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fj = J4974 - 2359 - (6190)[0.089 - (43)(0.00473) - 0.348]} 

Using Fig. 8.4 at fj = 5475 and ai2 + ^ 1 3 " = 6190, find T E Q = 82.3°F. 

Note that the Edinger-Geyer method gave a T E O = 82.1°F for the Meyer 
evaporation equation as compared to T E Q = 82.3°F for the Hogan et al. method, 
which assumes the same coefficients. However, use of the Lake Hefner evapora­
tion equation results in T E Q = 89.5, or better than 7°F higher than the Meyer 
TEQ. This range of T E Q is pointed out in an effort to show just how important 
the choice of evaporation formula can be. 

3. Thackston-Parker'33 Method 

Table 3.3 shows that the Thackston-Parker method requires no plots. There­
fore, given (1) month of the year, (2) latitude of the location, (3) elevation 
of the location, (4) dry-air temperature, (5) relative humidity, (6) wind speed, 
and (7) cloud cover, this method can be computerized using a trial-and-error 
method to determine TEQ-

The trial-and-error approach is based on Eq. 3.16 and states that if the 
correct value of TEQ is assumed, then the value of Ts - T E Q ~ 0. This can be 
expressed in equation form as 

Q = -K(Ts - T E Q ) = 0 . (3.31) 

To use this approach, one calculates the value of Q from Eq. 3.16 based on an 
initial assumed value of TEQI (1 corresponding to the first assumed temperature). 
If the value of Q is zero as required in Eq. 3.31, then TEQI is the correct 
answer. However, if Q ^ 0, then one can rearrange Eq. 3.16 in the following 
form: 

TEQ = -Q/K , (3.32) 

in which 

24[15.7 -I- (0.01025 -I- ri)333W] (3.33) 

and 

9501 
exp 

^EQi 

17.62 
9501 

lEQi -h 460 

(3.34) 

Since the Lake Hefner equation (Eq. 3.10) is used for evaporation, W must be 
evaluated as a 3-hr average at 26 ft above the water surface. The value of 
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Tg - TEQ lis then added to TEQI to get TEQJ. and the procedure is repeated 
with TEQ, replacing all TEQ,- Thackston and Parker use a computer program 
based on this procedure, with the computer program terminating at the point 
where Tg - TEQ from Eq. 3.32 becomes less than 0.1°F. 

Using the technique described above and the average and extreme (upper 
10%) values for the required meteorological variables for 88 locations through­
out the United States, Thackston and Parker arrive at average and extreme 
contour plots for TEQ and K for the United States. Figure 3.8 shows an 
example of the contours for K, and Fig. 3.9 shows an example of the contours 
for TEQ. They also use this technique to calculate monthly average and extreme 
values for TEQ and K for the individual locations (see Fig. 8.2). 

Fig. 3.8. Heat-exchange Coefficient on July 1; Monthly 
Average for Average Weather Conditions.'3° 

4. Brady et al.^^ Method 

a. General Formulation. Brady et al. use field data to arrive at the 
following equation for TgQ: 

TEQ = TsAT + Qs/K , (3.35) 
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where Tg^T Is the dew-point temperature calculated from measured values of Tg 
and relative humidity, Qs is the measured solar radiation, and K is calculated 

from 

K = 15.7 -I- (B -H 0.26)(70 + 0.7w2) (3.36) 

Fig. 3.9. Equilibrium Temperature on July 1; Monthly 
Average for Average Weather Conditions.' 33 

Here, B is the slope of the vapor-pressure curve and is calculated by 

= 0.255 - 0.0085TA -t- 0.000204T2 (3.37) 

where T^ is the average temperature between Tg^T and TEQ. 

To use this procedure, one assumes a value of TEQ to calculate TA and 
then works Eqs. 3.37, 3.36, and 3.35, in that order. This results in a new 
value of T E Q from Eq. 3.35. If this new T E Q is not equal to the old assumed 
TEQ . then use the new TEQ to calculate T A and repeat the process. To eliminate 
calculating Eqs. 3.36 and 3.37 each trial. Fig. 3.10 is provided to allow one 
to get K directly, using TA and W. 
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Fig. 3.10. Cooling Coefficient, K, from Wind Speed, 
W, and Average Temperature, Ta-' 

b. Numerical Example. Use the same meteorological data as in the Edinger-
Geyer example. Assume TEQ = 80.0°F. From Fig. 3.7 at Rh = 73% and Tg = 75°F, 
TsAT = 68.6°F. 

TA = (TEQ + TgAT)/2 = 74.3°F .̂  

From Fig. 3.10 at W = 6.6 and TA = 74.3, K = 117 Btu/ft2-day-°F. 

T - T -I- n /K - 68 6°F -H 1990 Btu/ft2-day-°F ^ „ 
TEQ - TgAT + Qs/K - 68.6 F -H ̂^̂ ^ Btu/f t2-day-°F **̂ "" * 

Since Ti-n = 85.6 F is not the original assumption, the process must be 
repeated. 

TA = (68.6 -I- 85.6)/2 = 72.1°F . 

This value of TA results in 

K = 115 Btu/ft2-day-°F 
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and 

T E Q = 85.9°F . 

The assumed and calculated values of T E Q (85.6 and 85.9°F) are as close as 
this approximate method justifies. Therefore, assume the last two values of 
K and TEQ to be correct. The value of T E Q = 85.9°F compares to the 82.1 and 
89.5°F for upper and lower limit, respectively, of T E Q as calculated by the 
Edinger-Geyer method. Also, the value of K = 115 compares with the 167 and 
98 values of K calculated by the Edinger-Geyer method. 

D. Conclusion 

The main purpose of this chapter was to present the mechanisms of surface 
cooling. Surface cooling is of major concern in thermal modeling because of 
the potential loss of large amounts of heat across the air-water interface. 
The two major areas in the following chapters that use surface cooling are far-
field models and cooling-pond models. Equation 3.16 is the form used by most 
investigators to express the rate of surface cooling. This equation states 
that the rate of heat loss across the water-air interface, Q, is a function of 
a cooling coefficient, K, and a driving force, T E Q - T S . If one knows the value 
of Ts, then only the values of K and TEQ need be determined. The value of K 
is merely a function of wind speed and air temperature. Depending on the 
method used to calculate TEQ, K can be easily calculated. With K and Ts 
known, only the value of T E Q needs to be determined to find the value of Q. 

This chapter discussed four methods of calculating the equilibrium tempera­
ture, TEQ. Of the methods discussed, the most general one was the Edlnger-
Geyer32 method. The Hogan et al.'^'° and the Thackston-Parker'36 methods lacked 
this generality because these methods chose specific evaporation coefficients. 
Therefore, when the meteorological data are available to apply the Edinger-
Geyer method, we feel it to be the best of the three. 

When meteorological data are not available or when a rough estimate of 
the equilibrium temperature is desired, then the Brady et aZ.'3 method is 
suggested. Use of the plots of equilibrium temperature presented by Thackston 
and Parker also offers an initial estimate. 
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IV. STRATIFICATION OF HEATED-WATER DISCHARGES 

When consideration is given to a means for disposing of rejected heat 
from a power plant, stratification of heated-water discharges should be 
considered. Stratification refers to the layering effect that occurs when 
waters have a density difference great enough to override the natural tendencies 
of all liquids to mix when placed together. The density difference in power-
plant discharges is due to the temperature differences of the two waters, 
the hotter water being less dense than the cooler. Harleman'*^ states, "A 
density difference between layers of the order of a tenth of one percent, 
corresponding to a temperature difference of 6°F, is large enough to be 
significant in stratified flow." As discussed in Chapter II, one means of 
stating the ability of waters to stratify is by determining the densimetric 
Froude number of the discharge, FJ. The density or buoyancy term in Ft is 
Ap/p, which appears in the denominator. Therefore, as the density difference, 
Ap, becomes larger, the buoyancy forces causing stratification become stronger 
and F-j becomes smaller. Some layering is expected when Fj is very close to 1.0. 

When the heated waters are floated onto the surface of the receiving body 
of water, vertical mixing is inhibited. A major reason for the decrease in 
the temperature of the heated waters may then be the rate of heat exchange 
or dissipation to the atmosphere. Recirculation of the heated water through 
the intake is always a possibility. Such problems related to the stratifica­
tion of heated waters have drawn much attention in the past. However, due to 
recent stringent temperature discharge regulations, the use of the technique 
of layering the warm water may be limited in its scope of application. Still, 
the alternative is avilable and is being considered in environmental-impact 
statements.'29 

Analytical tools are available for evaluating the thermal impact of an 
existing power station where layering does occur. Bata'3 solved the hydro-
dynamic equations proposed for two-layer flow by Schi^f and Scho'nfeld.'2' 
Harleman and Stolzenbach32 and Harleman'*^ present laboratory results of a 
physical model that verify the applicability of the equations in two-layer 
flow systems. Polk et ai.'"3 present data from field investigations of 
heated discharges at four power plants located in the Southeast. The field 
investigations verified the ability of the solution presented by Bata to 
predict the arrested warm-water wedge length. 

A. Basic Equations 

Harleman"*^ presents an excellent discussion of two-layer flow theory 
as applied to mechanics of condenser water discharge from thermal power 
plants. Terminology and sjraibols in this chapter will follow those used by 
Harleman, which will differ slightly from other chapters in this report. 
A schematic is presented in Fig. 4.1, dividing the locale of the power 
plant into five specific regions and defining symbols. The general descrip­
tion of the zones is: A, river section downstream from the discharge channel; 

B, discharge channel; C, river section between the discharge channel and 
intake structure; D, intake structure; and E, river section upstream of the 
intake structure. The water at the condenser Intake from the river has a 
temperature of Ta, and the temperature of the discharge water, T Q , is Ta -t- ATg, 
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Fig. 4.1. Flow Stratification in Vicinity 
of Power Plant.'*'' 

where ATQ is the temperature rise across the condensers. If recirculation is 
prohibited, Ta will equal the ambient temperature of the river. 

To simplify the mathematics, the flows in these several 
treated as two-layer flows. Figure 2.2 illustrates the tela 
this assumed profile and actual profiles. Each layer is con 
with a density difference, Ap, between the two layers. This 
mixing occurs across the interface, and that the heated wate 
"riding up" over the colder water. Polk et aZ.'"3 indicated 
of the upper layer was difficult to determine without measur 
details a two-layer flow system. Other assumptions are made 
the mathematics of one-dimensional equations of motion and c 
layers: 

regions will be 
tionship between 
sidered homogeneous, 
assumes that no 
is in essence 
that the density 

ements. Figure 4.2 
to make tractable 

ontinuity for both 

a. Flows are assumed steady. 

b. For the range of temperature under consideration, density varies 
linearly with temperature. 

c. The total depth is constant. The free-surface Froude number, F, 
based on the average velocity of the entire flow, is assumed to be small 
compared to unity. Hence, changes in the total depth, ZR, are neglected, and 
it is assumed that 

ZR -I- Zo = constant (4.1) 
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where Z R is the total depth, zi is the thickness of the upper layer, Z2 is 
the thickness of the bottom layer, Ui and U2 are the average velocities in the 
upper layer and lower layer, respectively, and T-;̂  and Th are the shear stresses 
at the interface and bottom. 

Fig. 4.2. Two-layered Stratified Flow. 

These assumptions can be combined with the momentum and mass-conservation 
relations to describe the system. Essentially, a balance must be obtained 
between changes in momentum of the flowing fluid and forces acting on the 
system. Here, those forces include (1) friction between the two layers and 
at the channel bottom; (2) buoyancy forces caused by the density difference, 
Ap; and (3) forces due to the weight of water (hydrostatic pressure). 

Harleman'*3 develops the following equation, using the equations of motion 
and continuity, to describe the slope of the interface, dZ2/dx: 

dzo PgZ2 pgzi (4.2) 
dx Ap_ 

P 
(F2 + Ff-l\ 

in which Fi and F2 are the densimetric Froude numbers of the upper and lower 
layers. 

and 
V Ap 

U2 
F, = 

V 

(4.3) 

(4.4) 
Ap 

with Ap = p2 - Pi. 
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The bottom and interfacial shear stresses are given by 

Pf. 

and 

^h = ~r l"2l"2 (4.5) 

pf. 
^1 = -r" l"l - "2|(Ul - U2) . (4.6) 

in which fh and f-i are dimensionless Darcy-Weisbach friction factors for the 
bottom and interface. Note that the values of Th and T-;̂  may be positive or 
negative, depending on the direction of Ui and U2. The values of fj^, the 
interfacial friction factor, are determined using a Moody diagram for turbulent 
flow in smooth pipes. The value of fi is thus a function of the Reynolds 
number calculated using 

4uz2 
Re = - ^ (4.7) 

where u is the average stream velocity, Z2 is the average lower layer depth, 
and V2 Is the kinematic viscosity of the lower layer fluid. 

The bottom friction factor, fv , is determined from 

Se = 4|%. (4.8) 

where R is the hydraulic radius, and Sg is the slope of energy grade line. 

The hydraulic radius, R, is defined by 

P 
R = r ' (*-5) 

in which AR is the cross-sectional area of flow and Wp is the wetted perimeter. 
For example, if a river had a wide rectangular channel of width bR and depth 
ZR, then AR = bRZR and Wp is bR -I- 2ZR. If bR is much greater than ZR (e.g., 
by a factor of 20), then R will be approximately equal to ZR. 
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The value of Sg can be obtained using the Manning formula defined in 

i ^ ^ ^ (R)2/3(Se)'/2 , (4.10) u = 

in which n = Manning's roughness coefficient. Values of Manning's "n" can be 
obtained from various governmental agencies who are responsible for river 
control. Polk et aZ.'33 obtained values from the Tennessee Valley Authority 
(TVA) and the United States Corps of Engineers, based on flood slope studies. 
In addition, Chow23 and Barnes'2 give examples of "n" along with pictures of 
the site. Equations 4.5 and 4.6 are substituted into Equation 4.2 to obtain 
the rate of change of the interface shown in 

° i„ i„ 1 
, -i U2 U2 - -7. Ui - U2 (Ui - U2) 
dZ2 ogZ2 ' ̂ ' ^ 8gZ2 Z - Z2 ' -̂  ziv i z/ 
dx A£ 

P 
/F2 + Ff - 1^ 

(4.11) 

Equation 4.11 is the general equation for the interfacial slope in a 
two-layer stratified flow. The solution of this first-order differential 
equation requires one boundary condition. Physically, the depth and slope 
of the interface must be known at some location, called a control section. 
Frequently, a control section is taken at a point where the interface is 
assumed to change rapidly. The depth at such a point Is called critical depth, 
Z(,. Figure 4.3 shows four cases of critical depth control, where 

Cc = ZC/ZR • . (̂ -12) 

At the control sections shown, dz2/dx -* ". Hence, the denominator in Eq. 4.11 
must equal zero, as shown in (dividing through by Ap/p) 

F2 -I- F2 - 1 = 0 . (4.13) 

Equation 4.11 can be integrated in a closed analytical form for certain cases 
or numerically integrated for all general cases. For the example in Fig. 4.3b, 
the arrested warm-water wedge, Uj = 0. This allows for a closed analytical 
solution. Equation 4.13 is important, as it is the necessary equation for the 
determination of the critical depth, Zg. 

B. Specific Examples of Wedges 

Harleman'*^ discusses five zones when analyzing the development of a warm-
water wedge as shown in Fig. 4.1. Application to some of the zones will be 
made to indicate simplification of Eq. 4.13. In several of the cases, it will 
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Fig. 4.3. Critical Flow Sections in Two-layer Flow.32 

be assumed that the velocity in one layer is zero. This is not the real 
situation. However, for a steady-state condition to exist, the average velocity 
in that layer must be zero. A cell of circulating fluid caused by the moving 
layer is developed in the assumed stagnant layer. The interface acts as a 
moving boundary which prevents the formation of a steep vertical velocity 
gradient and entrainment of the ambient waters. Figure 4.4 clearly indicates 
this circulatory pattern in an arrested warm water edge, as shown in Fig. 4.3b. 

a. 20 
lij 
a 

24 
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0 
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Fig . 4 . 4 . 

Vertical Temperature and 
Velocity Profile of Warrior 
River Mile 228.2 near 
Green County Steam Plant, 
8/12/70.'35 
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1. Condenser-water Discharge Channel, Zone B 

One of the most important cases of wedges in present-day thermal-discharge 
analysis is that which occurs when a cold-water wedge intrudes into the dis­
charge canal. In this case an analysis must be made of the actual depth and 
velocity at the point where the channel discharges into the receiving-water 
body. This depth and velocity are needed for the various surface-discharge 
models used in Chapter V. 

a. General Formulation. The condenser-water discharge channel is shown 
in Fig. 4.5 with a cold-water Intrusion. This is the same as an arrested 
bottom wedge, shown in Fig. 4.3a. The simplifying assumption is that U2 = 0. 
Therefore, the equation for the slope of the interface is expressed by 

-f . 
1 

"^^22 8gZ2g z^ - Z2, UfB 

dx A£ 
P ('•• - ' ) 

where ZQ is the initial depth in the channel. With reference to Fig. 4.5, at 
the junction of the discharge channel and river, the condenser water undergoes 
a rapid expansion as it is spread laterally and longitudinally in the river. 
Hence, the critical section occurs at the junction. Referring to Eq. 4.13, 
then (Fig)^, = 1, which follows from the concept of rapid changing of the 
interface at the junction. The continuity equation is 

Uo^o = ^IB^IB • (4.15) 

in which UQ and ZQ are the velocity and depth in the discharge cannel upstream 
from the intruded river water. Hence, the upstream Froude number, F Q , can be 
related to Fi by 

'IB = ^o [T-^^] . (̂ -l̂ ) ^ ^° [^o -°^2Bj 

in which 

U 
F„ = . (4.17) 
'o 

VT Ap_ P 
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Outlti Chanml 

Fig. 4.5. 

Cross Section along Centerline 
of Outlet Channel.'*3 

Then, if (Fig) is 1 at the junction, the depth of the upper layer is given 

by 

(Z2B) B-lc 
F2/3 (4.18) 

in which the depth (Z2B)(, = ZQ - (zig)(,. 

b. Numerical Example• Consider a thermal discharge of Qg = 500 cfs into 
a discharge channel 100 ft wide by 15 ft deep. The temperature of the dis­
charge water is 72.5°F with pi = 0.99768. The temperature of the receiving 
stream is 59°F with p2 = 0.99913. Will there be a cold-water Intrusion, and 
to what depth will the channel be reduced? 

Use continuity to calculate the discharge velocity U Q : 

Uo - Qo/Zobo = 600/(15)(100) = 0.4 ft/sec 

Calculate the channel densimetric Froude number using Eq. 4.17. 

0.4 

Ap 
= 0.48 

/(0.00145)(32.2)(15) 

The theoretical criterion for the development of a cold-water wedge is F^ < 1, 
as discussed in Chapter II. If Eg > 1, the wedge will be expelled from the 
channel and the jet will entrain ambient fluid and mixing will occur. However, 
if FQ is very small, the length of the cold-water wedge may be longer than the 
length of the discharge channel. Therefore, based on the above discussion, a 
cold-water wedge will Intrude into the channel. Hence, using Eq. 4.18 to 
solve for the depth of (zig)^,, we obtain 

(ZIB)C 
F2/3 = 15(0.48)2/3 = 9.15 ft 

The thickness of the cold-water wedge at the junction will be 15 
= 5.85 ft. The velocity at the outlet would then become 

9.15 
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^"°^-=(^iJ7^=(9-13H100)-°-^^^^-/--

The new depth, (zig)^, and velocity, (Uo)c> <̂ 3" then be used as input to some 
appropriate surface-discharge model. If mixing is minimized at the outlet 
channel, then the same depth of the heated layer will occur in the river 
adjacent to the outlet channel. Equation 4.14 can be integrated numerically 
or in closed analytical form to give the interfacial profile. 

2. Middle Region between Intake and Outlet, Zone C 

a. General Formulation. The middle region is shown in Fig. 4.1 as 
Zone C. The specific assumption for the evaluation of Eq. 4.11 is that the 
mean velocity in the upper layer is equal to zero, or Uj = 0. Therefore, 
Fl = 0. Harleman'*^ presents the following equation to evaluate the warm-
water wedge in the middle zone: 

dz^ 8gz| b 
f,' + f\ 

dx ^ [ ( F 2 ) 2 . i j 
(4.19) 

in which the primes denote Zone C. 

With reference to Eq. 4.13, the critical control section will occur at 
(F2) = 1. If F2 «1, the slope of the interface will be negative. Wlgh''*3 
concluded that there will be no intrusion of a warm-water wedge in the region 
upstream of the outlet if the Froude number. Fa, of region upstream of the 
wedge is > 1. The Froude number is calculated using * 

Fa 

bR^F^ R 

where QR is the river discharge, QQ is the condenser-water discharge, and 
bR is the average width of the river. 

Keulegan3 9 showed that for salt wedges under flowing fresh water, the 
critical value of the densimetric Froude number is approximately 0.75. 
Harleman'*' states that in practice the value need only be greater than 0.7 
to be effective in preventing upstream intrusion of the warm water-wedge in 
the middle region. Polk et aZ.'"3 illustrated that for values of Fg < 0.4, 
the choice of critical calues of Fg is irrelevant. Bata'3 presents a 
normalized curve of x/L vs. Zi/(zi)(; for the control section occurring at 
the outlet. This plot is shown in Fig. 4.6, where L is the length of the 
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Fig. 4.6. 

Relative Shape of Warm-water 
Wedge for No Recirculation.'3 

warm-water wedge and x is the distance upstream to some section where z[ 
is the depth of the upper layer. The value of (zj);. is found using 

(zDc = ZRF2/3. (4.21) 

b. Numerical Example. Consider the previous example to be discharging 
into a river with an average width of 300 ft and an average depth of 25 ft. 
The flow is 6000 cfs. Will there be an upstream wedge? Using Eq. 4.20, 
calculate F^: 

K ^P 3 

''R - S \ 

6000 - 600 

300/0.00145(32.2)(25)3 
0.667 < 0.75 

Therefore, there will be a wedge upstream. Calculate the river flow for no 
wedge formation: 

QR - Qo = 0.7(300) /(0.00145)(32.2)(25)3 = 5660 cfs 

Hence, QR = 5660 -I- 600 = 6260 cfs. Since FQ < 0.75, the theory predicts an 
upstream wedge, but it will be very short. The depth of warm water at the 
outlet will be 9.15 ft, as shown previously. Therefore, the ratio Z[/ZR 
= 9.15/25 = 0.366. Using Eq. 4.21, calculate the critical depth ratio: 

(ZDC/ZR = Fa2/3 = (0.667)2/3 - 0.764 ; 

(zDc = 0.764(25) = 19.1 ft . 
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The value of L/ZR may be found by using the integrated form of Eq. 4.19, 
as shown by Polk et al.^^^ in Fig. 4.7, using the critical Fg as 0.75, and 
for illustration using fjj = 0.034 and fi = 0.0068. From Fig. 4.7, a relative 
value of L/ZR for Fg = 0.667 is 5. For other values of ft and i-^, the 
relative lengths may be found by integrating Eq. 4.19 from some control 
section as a function of Y^. Therefore, the length, L, from some control 
section will be 125 ft. However, the depth ratio, z\l {z'l)^, at the outlet 
channel is 9.15/19.1 = 0.479. So, by entering Fig. 4.6, we see that the 
outlet channel is already effectively located at x = 0.61 from some fictitious 
control section. Hence, the wedge upstream will only be 0.4L upstream from 
the outlet channel, or 0.4(125) = 50 ft. 

As a further example, consider the discharge from the same power plant 
to be Qo = 1300 cfs, and QR has decreased to 5000 cfs. Using the continuity 
relationship to evaluate Ug, one can then use Eq. 4.17 to calculate the 
discharge-channel Froude number, FQ, as follows: 

Uo = 1300/(15)(100) = 0.867 ft/sec ; 

0.867 
= 1.03 > 1 

/O.00145(32.2)(15) 

Therefore, there will be no cold-wedge intrusion. Also, assume no mixing takes 
place at the outlet. 

The Froude number for the river will be 

F = 5000 -1300 _ ^ p _ , , ^ „_̂ 3 

^ 300/0.00145(32.2)(25)3 

There will be a warm-water-wedge intrusion upstream. From Eq. 4.21, the 
critical depth ratio is 

(zDo/zR = F2/3 = (0.46)2^3 = 0.596 . 

Also, 
(zi)/zR = 15.0/25.0 = 0.600 > 0.596 . 

Hence, the critical section will be at the outlet. Therefore, enter Fig. 4.7 
for these given sets of conditions when Fa = 0.46 and L/ZR = 40. Therefore, 
the length of the wedge will be 1000 ft. Figure 4.6 can be used to plot the 
profile from the discharge channel to the end of the warm-water wedge. If 
the depth rr.tio of discharge depth to river depth, ZJ/ZR, is greater than the 
ratio (zpc^ZR, it may be assumed that the discharge will go through critical 
depth at the junction. 
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Another important consideration is the recirculation of heated waters. 
If the wedge should extend upstream past the intake structure, there exists 
the possibility of recirculating, or taking into the plant, heated water 
from the warm-water wedge. Harleman"*' presents design considerations for 
a skimmer wall to avoid recirculation and develops the continuation of the 
wedge upstream of the intake canal. 

C. Summary and Conclusions 

Due to recent temperature regulations, the technique of layering the 
warm water on the surface of a receiving body is limited in its scope of 
application. However, it is still being considered in evaluating the thermal 
impact of heated discharges on the environment as an alternative to other 
methods of discharge. It is also important in determining the actual 
velocity and depth of a surface discharge for low densimetric Froude 
numbers. 

The analytical tools are available and have been 
Polk et aZ.'35 presented field data from four southea 
the models of Bata'3 ^^^ Harleman However, Polk e 
mixing did occur that precluded using the condenser d 
The average temperatures of the wedge were calculated 
the vertical temperature profile above the depth that 
velocity of zero in the upper layer. However, no att 
a general model to describe the amount of temperature 
the different sites. Edinger and Yanogida33 proposed 
at the discharge to be used in conjunction with the s 
to account for downstream advection of the heat plus 
cooling from the warm-water wedge. 

experimentally verified, 
stern plants to verify 
t al. noted that some 
ischarge temperature, 
using that portion of 
indicated an average 

empt was made to formulate 
decrease observed at 
heat-balance equations 
tratified flow equation 
a loss due to surface 
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V. SURFACE DISCHARGES OF HEATED WATER 

A. Introduction 

One of the most common means of disposing of heated waters is to discharge 
them to the receiving-water body by a surface channel or canal or some closed 
conduit discharging at the water surface. Most older plants use this disposal 
method. Many new ones still use this method primarily because it is the least 
expensive alternative for disposal of the waste heat generated in the power 
process. This chapter reviews the principles on which most commonly used 
models for predicting the effects of heated discharges are based, the 
assumptions that have been made and their development, the information needed 
to use the models, limitations or questions concerning the models, and some 
examples of application. In addition, comments will be made concerning the 
verification evidence that exists for the models. 

No attempt will be made in this chapter to present the complete details 
of any model. Several references exist, including those by Parker and 
Krenkel33,100 ^^^ Policastro and Tokar,'3'* which give details on several 
available models. In addition, reference will be made to the more specific 
reports available for the models discussed. The work by Policastro and 
Tokar is especially significant since it takes 12 current models and discusses 
them all in a common format. This study is currently being extended at 
Argonne National Laboratory, and reports will be issued comparing the results 
obtained by use of the several models. The reader should be especially alert 
to the issuance of these reports as they should begin to provide real informa­
tion as to the validity of the results obtained from the given models. There­
fore, the emphasis in this chapter will be placed upon a review of the general 
principles and physical reasoning for the models. Sufficient description will 
be provided to enable the reader to decide whether to obtain the detailed 
version of the model development. 

Before any discussion of specific models ensues, several phenomena common 
to surface discharges (and in some instances to submerged discharges) should 
be discussed. The following paragraphs review these points and clarify the 
distinctions. 

1. Entrainment versus Diffusion Concept 

Two words frequently seen in a discussion of surface discharges are 
"entrainment" and "diffusion." Both relate to the mixing of ambient water 
into the discharge as it moves into the ambient body. When heated water is 
discharged into a receiving stream or lake, it gathers into itself fluid from 
the surrounding water body as it moves. The entrainment and diffusion concepts 
are two commonly used means of trying to express the rate at which this mixing 
occurs. Although they will frequently be presented as entirely separate modes 
of mixing, it should be clear that both are closely related. 

Entrainment can be considered to be caused by the eddies generated due to 
shear caused by one fluid stream being introduced into another fluid stream 
with a vector-velocity difference. This means that the two fluid streams 
have different velocities and/or are at an angle to one another. The magnitude 
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of the shearing stresses, i.e., the eddying and the mixing, will increase with 
Increasing vector-velocity differences. 

As an example, consider a discharge such that the initial discharge 
velocity, Uo, equals the ambient velocity, Ua- If this discharge is parallel 
to the ambient stream, it should move smoothly into the main stream. Here, 
the vector-velocity difference is zero. If, on the other hand, the discharge 
is at 90° to the main flow, one can visualize considerable interaction between 
the two streams. In this case, the vector-velocity difference is U Q . One 
can also visualize enhanced mixing by discharging parallel to the ambient 
current, but at a speed quite different from that of the ambient current. 

The entrainment expression for mixing is based upon the premise by 
Morton et al.'^'^ that such mixing into the plume should be proportional to 
some characteristic local velocity. Early studies were for jets discharged 
into a stagnant environment, and, typically, the centerline velocity of the 
plume at any given location was chosen as the representative velocity. In 
this scheme, one could consider a fictitious entrainment velocity, vi. An 
expression for this is 

VI = EU, (5.1) 

in which E = coefficient of proportionality, called entrainment coefficient, 
and U = jet centerline velocity. Hence, the rate of change of mass flow past 
a given section of the plume can be expressed as this inflow velocity, Vj^, 
times the circumferential area available for this entrainment. Initial jet 
studies considered circular jets; the circumferential area was 2Trbds, where b 
is the representative radius and ds is the incremental length along the jet 
axis. The expression for the change of mass flux along the centerline axis 
(the s axis) of the plume can then be expressed as 

^ = 2iTbEU, (5.2) 

in which Q = volume flow rate past given section of jet. 

The entrainment concept has been extended by Fan38 and others to the case 
of a jet discharged into a flowing ambient environment. In this case, rather 
than using the centerline velocity, U, it is chosen to represent the key 
velocity as some form of difference between the centerline velocity and a 
corresponding ambient velocity component. Again, for a round submerged jet. 
Fan has modified the continuity equation by replacing U by | Uj - Ug | , in which 
the velocity-difference expression is a vector difference. Other authors, as 
noted later, have chosen different expressions. 

Figure 5.1 illustrates a typical portion of a plume and the entrainment 
of fluid into that plume. Equation 5.2 needs to be modified for a surface 
discharge, especially one of a non-circular section, to reflect the geometry 
of that discharge form. For example, for a rectangular discharge, the entrain­
ment laterally into the plume would occur over a rectangular area along the 
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t t~f—r~r 
Vartjcal Entrainment 

SECTION A-A 

Fig. 5.1. Entrainment of Fluid. 

sides of the plume. There would, in addition, under appropriate circumstances, 
be entrainment across the bottom of the discharge plume. This would ordinarily 
proceed at a reduced rate due to the density gradient inhibiting mixing. As 
mentioned in Chapter II, a densimetric Froude number for the plume can be 
evaluated at a local point as shown in 

FT = 

' i. Ap 
(5.3) 

in which z^ is the depth of heated layer at the section of interest and U is 
the average plume velocity at the given location. 

This local densimetric Froude number, Fj^, is often replaced in the litera­
ture by the bulk Richardson number, Rj^, which equals ll^i^^, or 

Ap 

(5.4) 

Ellison and Turner3^ performed experimental work to define the relationship 
between vertical entrainment and R^. Their results showed that vertical entrain­
ment was essentially zero for Rĵ  greater than about 0.8 (Fĵ  less than about 1.1). 
Figure 5.2 shows the results obtained by Ellison and Turner expressing this 
degree of entrainment, with a mathematical expression fitted to the data by 
Stolzenbach and Harleman.'31 in this figure, a = E, the entrainment coefficient, 
and ao = the entrainment coefficient with no buoyancy effect. 

Figure 5.1 illustrates another important phase of the mixing process, 
which is in addition to the simple gathering in of fluid by shearing action. 
If an ambient current exists, it will attempt to separate around the jet, much 
as around a solid body. As shown in Fig. 5.1, this crosscurrent will generate 
a vortex acting laterally in the jet, a feature that enhances mixing. The 
strength of the vortex depends on the value of Ua, the ambient velocity. 
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Consider the development of a typical plume, reviewing the variation in 
FT and vertical entrainment along the plume. Figure 5.3 is adapted from the 
report by Sundaram et al.^^^, although others have used a similar plume 
description. If the initial densimetric Froude number, Fj, is greater than 
1.1, some vertical mixing will occur since Inertial forces are greater than 
bouyant forces. Since both lateral and vertical spreading occur, there is a 
reduction in the velocity and temperature of the heated plume and an increase 
in z^. In this early region, the changes in velocity and Z L often dominate. 
A review of Eq. 5.3 reveals that this will cause FL to decrease, eventually 
possibly becoming 1.1 or less. Then vertical mixing will be essentially zero, 
and the plume will only spread laterally. This region is assumed to begin at 
s = si along the plume axis. If Fj is less than 1.1, then s will correspond 
with the actual outfall. In this region, z^ is assumed reasonably constant due 
to the reduced vertical mixing. As the plume spreads laterally, the velocity 
will decrease and Ap/p will approach zero. Eventually, at about s = S2, the 
value of FL will then rise until it once again becomes greater than 1.1. 
Physically, the temperature has decreased to the point at which the vertical 
gradient is no longer adequate to prevent mixing. This description implies 

THERMAL PLUIIIE 

Fig. 5.3. Schematic View of Thermal Plume.'33 
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that two-dimensional models (no vertical mixing) do have their place. If 
Fj is small, the region of initial vertical mixing is small, and such models 
are more applicable. In general, due to the neglect of this early mixing, the 
tendency is for such models to be conservative; i.e., they predict temperatures 
and surface areas that are too large. This tendency is especially large for 
lower-temperature rises, such as those occurring past s = S2, where substantial 
vertical mixing may be neglected. These limitations apply to models such as 
those by Sundaram et aZ-. ,'33 Carter,2' Hoopes et al. ,'^'^ and Motz and Benedict.3"* 

In the description above, buoyancy has been assumed to have an effect only 
on suppressing vertical mixing. In reality, buoyancy also tends to induce 
lateral spreading of the plume as it tries to "ride up" over the colder ambient 
waters. Stolzenbach and Harleman'31 discuss this effect, calling the region 
roughly corresponding to that between si and S2 the stable region. They note 
that the buoyant spreading laterally will cause the plume depth to continu­
ally decrease in this stable region. No one is yet certain whether this is 
drastically affected by existence of a strong crosscurrent. 

In discussing inhibition of vertical mixing by density gradients, one 
should not forget that the gradient may be a naturally occurring one. For 
example, if the receiving body is a stratified lake, the thermocline region 
may act similarly to a solid bottom boundary. 

The diffusion concept is based on a Fickian model for molecular diffusion 
of a material. The general form for the rate of such diffusive motion is 

Vi = Dx. dc/dxi , (5.5) 

where Djj. = the diffusion coefficient in the xi direction, 

c = concentration of the material under discussion, 

XI = coordinate axis of interest, and 

VI = inflow velocity. 

This Inflow velocity is a fictitious velocity in the same vein as the 
entrainment velocity introduced earlier. In the same fashion, the flow into 
the plume as it moved downstream could be estimated by taking this inflow 
velocity at a given point and multiplying it by the area across which this 
exchange would be taking place. Ordinarily, this area would be a plane 
perpendicular to the x^ axis. That is, if we are concerned with diffusion 
in the lateral or y direction, it would be across the plane parallel to the 
xz plane. 

The Fickian law arises from the transport of material by purely random 
molecular movement, i.e., molecular diffusion. However, the use of this relation 
for turbulent flow is based on the assumption that transport due to turbulent 
velocity fluctuations can be lumped into the diffusion coefficient, Dx-j. The 
intensity of these turbulent fluctuations is expected to increase for larger 
vector-velocity differences between the plume and the ambient current. 



There are several means for estimating values for diffusion coefficients 

due to natural turbulence. In lakes and oceans, the "four-thirds" law is 

commonly accepted. Wiegel''*2 and Harleman'*3 discuss this relationship, 

generally expressed in 

= KL ,'*/3 . (5.6) 

in which K is a constant and Lg is the characteristic length of the phenomenon. 

Ls is frequently taken as the plume width for lateral diffusion from a 
waste-water plume. Physically, this relation states that mixing rates get more 
intense as the size of the plume increases. This is because larger-scale 
turbulence (eddies) can attack the plume as it grows larger. Wiegel''*2 notes 
that one can visualize this increase in diffusion rate by reviewing the separa­
tion of two particles initially close together. As the distance between these 
particles increases, the rate at which they separate also increases. Apparently 
when the particles are close together they move apart by the action of small-
scale turbulence, occurring at rates small when compared to the mean flow 
velocity. As the distance between the particles grows, each particle may be 
swept up in separate larger eddies and move away from the other more rapidly. 
This process continues until the eddy sizes are limited by the physical bounds 
of the system. 

In rivers, a slightly different relationship is commonly used, although 
the bounding scale of the physical channel still appears: 

Dxj^ = Cxi Hu^ , (5.7) 

where Cx- = coefficient, 
^1 

H = total river depth, 

u,̂  = friction velocity = /gRSg , 

R = hydraulic radius (see Eq. 4.9), and 

Se 

(See Refs. 99 and 100 for added information on this topic.) 

There are numerous discussions of the use of the Fickian model for diffusion. 
Probably the simplest presentation is that by Holley, which provides more 
Insight into the occurrence of this diffusion term in the basic mass-transport 
equation. 

2. Jet Models and Diffusion Models 

The diffusion and entrainment concepts presented are means that various 
investigators have used to make the problem of mixing or diultion more tractable. 

Models that are derived based on the entrainment mechanism are frequently 
called jet models. Those models based on the diffusion concept of mixing are 



called diffusion models. In addition, the term "jet model" has another 
connotation relating to the area or the region of usefulness of the model. If 
the discharge occurs at an angle to the ambient flow and/or at a different 
velocity from the ambient velocity, then the trajectory of the heated dis­
charge plume may vary significantly from the direction of the ambient flow. 
In this case, one must write a complete system of equations to describe not 
only the trajectory of the jet, but also the dilution that occurs along the 
plume. These equations would include the following: the momentum equation, 
often resolved into two axial components, the x and y components, and a third 
component if it is a three-dimensional model; the conservatlon-of-mass equation 
written along the plume; an equation expressing the conservation of heat, which 
may include the term for the interchange of heat energy across the air-water 
interface; and some geometry equations. Examples of these equations will be 
seen when specific models are presented later in this chapter. This system of 
equations must usually be solved by numerical means on the computer and results 
in a prediction of the trajectory of the jet, the size of the plume at any 
given point, both vertically and laterally, the velocity in the plume at any 
point, and the rate at which dilution occurs as one moves along the plume axis. 

If the discharge is either parallel to the ambient fluid and/or at a much 
lower velocity than the ambient current, the plume will be swept immediately 
downstream. For this case, a diffusion model is frequently used, although it 
should be more properly restricted to the regions in which the heated discharge 
is simply following the motion of the ambient current. This latter case occurs 
either by having a discharge parallel to the ambient flow and at the same 
velocity or by going to the far-field region. In either case, the following 
equation3 3 is the typical form of diffusion equation that must be solved: 

3c , 3c , 3c . 3c 
3t 3x 3y 3z 

x(°xt)^|,(Byt)-!.(^z|f).J^ 
(5.8) 

where c is the concentration per unit mass (or, in the case of heat, the 
temperature rise); u, v, and w the longitudinal, lateral, and vertical velocity 
components at a point x, y, z at time t; Dx, Dy, and D2, the longitudinal, 
lateral, and vertical diffusion coefficients at a point and for a given time; 
and h, an internal sink or source term giving the rate at which heat enters 
or leaves the unit mass such as from attenuation of short-wave radiation below 
the water surface. 

This equation is developed in simplified form in Ref. 57. Note that this 
diffusion equation is only an equation for conservation of the particular 
property (in this case, heat) under consideration. It represents a balance 
between (a) the sum of the change of storage of heat in a given volume and the 
heat advected into that volume and (b) the sum of the heat diffused out of, and 
the heat lost to, the atmosphere from that same volume. The velocity field is 
assumed to be known and not coupled with the temperature field. In similar 
fashion, the continuity equation and the geometry equations are bypassed. A 
model based on the diffusion equation is most appropriate in the far-field 
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regions. There are, however, several models currently in use that try to 
employ this principle in the near-field region. 

One concept that is Important in the entrainment mechanism for mixing is 
that entrainment goes to zero if there is no vector difference in the velocities. 
Many of the models assume a constant entrainment coefficient along the length 
of the plume. Actually, even if the discharge occurred into a stream with the 
same speed and in the same direction as the discharge, there would still be 
mixing that would occur due to turbulent diffusion. For this reason, especially 
in those models assuming a constant entrainment coefficient, there is a tendency 
to underestimate the mixing that occurs as the jet velocity approaches the 
ambient velocity. This underestimation yields high temperatures and greater 
effected surface areas. This factor should be kept in mind for attempting to 
extend any jet model too far downstream. 

Earlier authors have related diffusion to a type of expression based on 
velocity differences for free turbulent jets. Hence, where velocity differences 
do exist, both models are expressing the same phenomenon but in a different form. 
However, where vector velocity differences do not exist, one still expects mass 
transfer to take place due to the turbulent-velocity fluctuations in the ambient 
fluid. Therefore, the diffusion model should be more applicable to these regions. 
The entrainment model, on the other hand, would not be valid as it would imply 
a zero change in flow rate. If a diffusion model is fitted to laboratory or 
field data, which include regions of early jet mixing, the diffusion coefficients 
thus obtained would exceed those attributed to natural turbulent diffusion. 
This would be true because they would also have to include the mixing effects 
generated by the shearing or jet action. 

In summary, if one is interested in the trajectory of the heated discharge, 
a system using a jet model is required. If one is interested in the far-field 
region or if the near-field region is such that the discharge is not signifi­
cantly different from the ambient motion, then a diffusion model may be appro­
priate. The limitations of using a jet model in the far-field or a diffusion 
model in the near-field region must be understood. Additional very helpful 
comments on this topic can be found in Refs. 99, 100, and 104. 

3. Zone of Flow Establishment 

a. General. Figure 5.4 is taken essentially from Ref. 5, which contains 
an excellent discussion on the entrainment process. If the velocity at the 
orifice is assumed uniform across the orifice, then a velocity discontinuity 
exists between the jet and the fluid around it. "The eddies generated in this 
region of high shear will immediately result in a lateral mixing process which 
progresses both inward and outward with distance from the efflux section." 
(Ref. 5, pp. 640-641.) Essentially, the fluid in the jet is being decelerated, 
while the surrounding fluid is gathered in or entrained by the jet and hence is 
accelerated. As this lateral and vertical mixing into the jet occurs, the 
region of constant velocity in the center region of the jet continues to 
decrease. When mixing just penetrates to the centerline of the jet, only the 
centerline velocity is the same as that at the point of efflux. The velocity 
decreases laterally from the centerline, gradually approaching the ambient 
velocity, as shown in Fig. 5.4. The flow is then called "established flow." 
The initial transition zone needed to attain this established condition is 
called the "zone of flow establishment." In many parts of this report, the 
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designation ZOFE will be used for this zone. The end of the ZOFE is not a 
distinct point, inasmuch as the flow is turbulent and fluctuations exist. 
However, current practice treats this as a sharply defined point. This 
simplifies modeling considerably. 

The concepts presented in this report apply equally well to submerged or 
surface jets of any shape — round, slot, or other. In any case, one might 
well ask why the zone of flow establishment is important. 

b. Similarity of Profiles. Albertson3 and earlier workers on jets into 
a stagnant environment indicated that lateral velocity profiles in a jet were 
similar after the ZOFE was ended. This means that the shape of the distribution 
at each transverse section took the same mathematical form. This form was 
frequently found to be the Gaussian or normal-distribution curve, such that, 
for example, 

J - = exp(-n2/2C'2) (5.9) 

where Û ^ = velocity at distance n from the jet centerline, 

U = velocity at jet centerline, 

o = standard deviation of Gaussian curve, and 

n = lateral distance from jet centerline. 

As will be seen later, the ability to assume similar profiles of velocities 
and other properties simplifies the analytical treatment of jet flows. For this 
reason, many jet models are only valid from the end of the ZOFE, as the profiles 
inside the ZOFE are not similar. Therefore, some means must be developed to 
handle the ZOFE. Most models have treated this zone in a purely empirical 
fashion. 33 >9'* Available data on the length of the zone and the angle of the 
jet at the end of the zone are used to provide a starting point for the model. 
Other recent models, including those by Hirst3'* and Stolzenbach,'29 write the 
appropriate equations and solve directly from the point of efflux, the ZOFE 
being solved for within the model. Either approach has merit, but the important 
thing to recognize is the need to treat the ZOFE distinctly from the zone of 
established flow, due to the lack of similar profiles in the former. 
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c. Length of Zone of Flow Establishment. For discharge into an essentially 
quiescent fluid, one can use Ref. 5 for the length of the ZOFE. Albertson et al. 
found that 

s 
^ = 6.2 , (5.10) 

in which Sg is the length of the ZOFE and DQ is the circular orifice diameter. 

Data by Reynolds"** and also by Parker and Krenkel'^" (p. VII-33) show 
Sg/Do from nine sets of data on three-dimensional jets into a stagnant environ­
ment. The lengths shown range between 5.3 and 6.6 diameters. Hence, the value 
Sg = 6.2DO is adequate for a round jet into a stagnant environment. Fan33 has 
recommended this value also for Inclined buoyant jets, assuming that buoyant 
forces play a minor role in these early stages of the jet. 

Albertson et al.^ also gave data for slot jets, indicating 

Sg/Bo = 5.2, (5.11) 

in which BQ is the width of the slot jet. This would be an appropriate number 
to use for a rectangular channel discharge into a stagnant environment. 

One factor shown to have a major impact on the length of the ZOFE is k, 
the velocity ratio. Fan33 has discussed results obtained by Gordier, 
Jordinson,3° and Keffer and Baines"' for nonbuoyant jets in a cross stream. 
Fan uses Gordier's data, as shown below, and assumes it is also valid for the 
buoyant case, finding (for a jet issuing at 90° to the main flow): 

90° - ^ ^ (5.12) 

and 

-S.= 6.2e-3-32/k ^ (5.13) 

in which Sg is the length of the ZOFE and SQ I S the angle of jet inclination at 
the end of the ZOFE. Note that Sg approaches the 6.2Do from Albertson's work 
for 1/k approaching zero. 

• 
Pratte and Baines'33 have also studied the zone of flow establishment. 

For k equal to 3 or 4 (typical values for a discharge canal), Sg/Dg is 3 or 
less. They found that for discharges into streams where k approaches 1-2, 
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possible values for a discharge canal on a river, the zone length would approach 
the order of the discharge width. Motz and Benedict^"* also present laboratory 
data for the length of the ZOFE for a heated surface jet. The data will be 
presented later, along with a discussion of their model. It follows the trends 
noted by Pratte and Baines. 

The reduction of the ZOFE length with decreasing k illustrates the effect 
of the ambient current in mixing. As the ambient current moves around the jet 
(somewhat like flow around a circular cylinder), a vortex motion in the lateral 
direction is established as indicated in Fig. 5.1. This increases mixing and, 
among other things, decreases the length of the ZOFE. 

d. Angle at End of ZOFE. The systems of equations for the various jet 
models must have a set of initial conditions framed at the beginning of the 
region, where similar profiles are assumed to exist. This means that one must 
know the angle the jet makes with the ambient velocity at the end of the ZOFE 
for those models not solving directly for the ZOFE. For surface discharges, 
Motz and Benedict^"* have provided laboratory data for 1.3 1 k 1 5.2. This too 
will be presented during the discussion of their model. As an example of the 
results, a jet discharging initially at 90° to the ambient velocity was found 
to be at an angle of about 50° at the end of the ZOFE for k = 2.0. Thus, a 
substantial deflection of the jet can occur in the very brief ZOFE. 

For submerged jets into a stagnant environment, it is usually assumed that 
the angle at the end of the ZOFE equals the discharge angle. This is based on 
the premise that buoyant forces are small in this short early region. 

e. Notation at Orifice and End of ZOFE. Confusion is frequent when one 
reads about and/or discusses the "origin" of a heated discharge. Does this 
imply the more practical physical origin or the more theoretical origin of some 
models at the end of the ZOFE? To present some consistency in this report, the 
following notation will be adopted: the subscript zero plus a prime implies the 
physical origin; the subscript zero only implies the end of the ZOFE. For 
example, BQ is the angle at the point of efflux and Bo'is the angle at the end 
of the ZOFE. In the numerical example cited in Sec. d above. Si = 90° and 
Bo = 50°. A graphical example of the use of this notation is shown in Fig. 5.5. 

0' I. 2 bo 

Fig. 5.5. Zone of Flow Establishment.3'* 



4. Pressure Difference across Jet 

If one refers again to the solid-body analogy suggested for the considera­
tion of an ambient current flowing around the jet, it becomes obvious that an 
additional factor should be included. When flow occurs around the solid body, 
a pressure drag force is created. As the flow separates around the body, the 
pressure on the upstream side of the body is greater than that on the downstream 
side, resulting in a net force in the downstream direction. The same phenomenon 
can be seen to occur with jet discharges into a flowing ambient environment. 

Fan33 introduced one means of handling this pressure drag. Motz and 
Benedict3'* built on Fan's approach, as did Carter.2' In this approach, the 
solid-body analogy is continued to write an expression for a drag force acting 
on the jet in the same fashion that one would write a drag-force equation for 
a solid body. The general form used is 

PU2 
Fd = ^ C d A , , (5.14) 

where Fj = drag force due to pressure differences, 

p = fluid mass density. 

Up = characteristic velocity component, 

CJ = drag coefficient, and 

A(, = characteristic area subjected to ambient flow. 

Introduction of this formulation brings a new empirical parameter, Cj, into 
the picture. Unless this coefficient can be determined from basic theoretical 
considerations, empirical data must be gathered to evaluate and make the model 
useful. 

Policastro and Tokar'3'* discuss the forms taken by different investigators 
for the characteristic area and characteristic velocity. There is some differ­
ence of opinion on the appropriate choice for these parameters. Generally, 
however, any of them is a simplification introduced to make a problem tractable. 
When those models using the drag force are discussed, further comments may be 
made. In general, if the ambient current is small, the drag force is a small 
portion of the total force system acting on the jet and can be reasonably 
neglected. However, for systems in which the velocity ratio, k = Uo/Ug, might 
be on the order of 2, as typical for river systems, the pressure difference due 
to the ambient current may be significant and should, in fact, be included in 
the model for completeness. 

Most investigators have taken a form for Fjj such that the drag term goes 
to zero when the jet becomes parallel to the ambient current (local angle 
B = 0). Carter,2' however, has a form that tends to "bend" the jet back toward 
the near wall after reaching the parallel condition. He presents data indicating 
such "bending back," and Rouse"3 provides added basis for this phenomenon. 
Added work is needed to define the conditions under which this "bending back" 
occurs. It may be a function of ZQ/H, the ratio of discharge-channel depth to 
receiving-water depth. 
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5. Inclusion of Buoyancy Effects on Models 

A lighter fluid discharged into a heavier receiving medium tends to ride 
up over the surface due to the density difference. The velocities Induced by 
these buoyancy effects should be included in a complete model of the jet dis­
charge action. Policastro and Tokar'3'* indicate that only two current models, 
those by Stolzenbach and Harleman'31 and by Wada,'33 include the effects of 
buoyancy. Several others imply partial buoyant effects, only to the extent 
that they assume that buoyancy prevents vertical entrainment. As noted earlier 
in this chapter, vertical entrainment is a function of the local densimetric 
Froude number, F L , and ceases for F L <1.1 In this report, only the Stolzenbach-
Harleman model will be discussed in depth. 

Stolzenbach and Harleman incorporate the effects of buoyancy into their 
model in the pressure-gradient terms in the equation of motion. In addition, 
a particular form of the velocity structure of the later convectlve buoyant 
spreading is assumed. Stolzenbach and Harleman, in addition, include the 
effect of buoyancy in the reduction of vertical entrainment using the results 
of Ellison and Turner.37 

The current status of modeling is such that few models incorporate buoyancy 
effects directly. Those that do, in fact, have not yet been tested adequately 
to determine the sensitivity of the model to the assumptions made to incorporate 
these effects. Considerable work remains to be done on this aspect of the 
heated-discharge problem. 

5. General Comments on Formulation of Momentum Equations 

The momentum equation is simply a statement of Newton's second law. That 
is, the rate of change in momentum is equal to the sum of the forces imposed 
on the system. If one reviews the items about heated discharges discussed to 
this point, a general idea can be gained of the form these momentum equations 
might be expected to take for the jet models. In most*current models, a 
momentum equation is broken into components along the major Cartesian coordinate 
axes (the x, y, and z axes). This is done for convenience. Briefly, several 
physical phenomena are contributing to the change of momentum of a heated dis­
charge as it moves into the receiving body of water. First, there is the 
pressure drag due to the movement of the ambient current around the jet itself. 
Second, there are those forces generated due to buoyancy effects acting on the 
jet laterally as well as vertically. A third item causing change is the fact 
that the jet, moving into the ambient waters, entrains ambient fluid, which 
itself has a momentum. For example, consider a jet discharged initially at 90° 
to the ambient velocity, that is, along the y axis. As it entrains ambient 
fluid, which has a momentum component in the x or downstream direction, the 
jet's momentum in the x direction is increased. This means essentially that 
the jet will be deflected. 

If one views the major elements in change of momentum, a qualitative 
expression could be written for the form of momentum equation expected for a 
heated discharge. This would be as follows: 

Rate of change of momentum flux over a given distance 
= Force due to pressure drag (5.15) 

+ Force due to buoyant effects -I- Entrained momentum forces. 



The momentum equations for surface discharges as well as for submerged discharges 
will all have this general form. Viewing the equations from this physical stand­
point will avoid the initial tendency to get lost in the mass of mathematical 
formulations. 

7. Comments on Choice of Similar Profiles 

The choice of similar temperature and/or velocity profiles in transverse 
sections simplifies the mathematical solution of the jet problem considerably. 
The Gaussian profile is frequently chosen. Another profile is the so-called 
"tophat" or uniform profile. In this, the particular property is a constant 
throughout the cross section of the jet and at the edge drops immediately back 
to the ambient value. Morton3' points out that the effect of assuming similar 
profiles and the form of the Inflow velocity is to suppress analytic solution 
of the details of the lateral structure of the jet. Therefore, any reasonable 
profile shape can be assumed, for once similar profiles are assumed, any such 
choice suppresses detail. 

The general effect of choosing different similar profiles is to Introduce 
different constants into the basic equations. Therefore, the actual numerical 
value of the empirical coefficients, especially the entrainment coefficient, 
will be different for different similar profiles. However, especially for small 
ambient currents, the choice of different similar profiles will make little 
difference in the overall rate of temperature decrease predicted by the model. 
Reference 92 verifies this for a plume in a stagnant environment. However, much 
evidence exists implying that the Gaussian is more descriptive of the lateral 
profile than a "tophat" profile. This assumption is still in question, as ample 
evidence has not been obtained, especially in the field. For this reason, 
several authors feel justified in specifying a "tophat" rather than a Gaussian 
profile. 

Some of the more interesting data on lateral profiles are by Carter2' for 
jets with k ilO. He observed a roughly bell-shaped temperature profile on the 
offshore side of the jet centerline. On the near-shore side, the temperature 
decreases to some temperature between the centerline and ambient temperatures 
and remains constant. The velocity profiles are a mirror image of the tempera­
ture profiles. Carter has chosen, therefore, to use "tophat" profiles in his 
theory. 

A point should be made concerning the relative rate of spreading of heat 
and momentum. Taylor's theory implies that heat is diffused laterally faster 
than is momentum. (See pp. 482-3 of Ref. 122.) Consider the effect of this 
on the zone of flow establishment. If the limits of this zone are based on 
velocity, the velocity would still equal UQ at the end of the zone of flow 
establishment. However, due to more rapid spreading, the temperature rise, 
AT, would be less than ATo by possibly 10-15%. Fan38 notes that the general 
effect of assuming that both velocity and temperature profiles spread at 
identical rates is to underestimate the dilution. He expects this error to be 
in the range of 10-15%. 

8. Time of Exposure of Organisms 

Exposure of organisms to elevated temperatures can be critical. The impact 
of a power plant on the environment must be assessed in light of its Impact on 
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the biota. One of the most potentially useful aspects of any analytical model 
is to provide information on exposure time, which might be converted by 
biologists to useful evaluations of impact. 

In considering the time of exposure of an organism once it has passed 
through the condenser or is entrained shortly after leaving the condenser, one 
should consider three separate time elements. The first is the time the 
organism spends in the elevated temperature in the conduit, be it open channel 
or pipe, leading from the condenser to the final point of discharge to the 
ambient receiving waters. The second time element is the time the organism 
spends in the ZOFE. While in this zone, the organism, if it were assumed to 
be on the plume centerline, would still be subjected to the temperature rise 
that existed in the conduit leading to the discharge point. The third time 
element would be the time the organism required to move from the end of the 
ZOFE to the given temperature rise specified by the biologist. It might fre­
quently be of concern, for example, to determine the time it takes an organism 
to return to a temperature environment only 5°F above the ambient. All the 
computations will assume that the organism moves at the velocity of the fluid 
particles in the plume and that the organism is moving along the jet axis. 
Therefore, exposure times for areas off-axis would differ from that presented 
here. 

In general terms, the three time elements considered above are defined by 

L 
c 

U' 
(5.16) 

in which T̂ , is the time in the conduit, Lg is the length of the conduit, and 
Up is the velocity in the conduit (usually = Uo for open channel discharges); 

TZOFE = r . (5.17) 
o 

in which T20FE ^^ ^^^ time spent in the ZOFE; and 

TzoEF= f ' u r f y ^'-''^ 

in which T^ Q E F ^^ ^^^ '̂ "̂̂  spent in the ZOEF until the desired temperature rise 
is reached, st is the distance to the point at which the desired temperature 
contour crosses the plume axis, measured from the end of the ZOFE, and U(s) is 



104 

the velocity as a function of distance along the axis, s. These can be combined 
to yield 

Tt = Tg -H TzoFE + TzOEF • (5.19) 

Equation 5.18 will frequently have to be evaluated by numerical means concurrently 
with the model computer solution. This could easily be included in the computer 
programs of current models. 

If it is preferred, however, one can determine times of exposure graphically if 
he has a model output of velocity as a function of distance along the jet axis. 
Then, plotting 1/U against s, the distance, will enable graphical integration 
of Eq. 5.18. Many of the models have outputs of velocity and distance in some 
dimensionless form. These dimensionless forms can be plotted and the graphically 
integrated areas multiplied by a constant to yield exposure times. 

This graphical procedure can be illustrated for output from the Stolzenbach 
and Harleman'31 niodel, and the procedure will be identical for other models, 
except for the constants. Using the nomenclature from Ref. 131, one can state 
the Integral for time of exposure as follows: 

f^t d^ ^ r^t ds -̂ "0̂ 0/2 r«t ^^oBo/2 
Jo U " Uo Jo (U/Uo) ~ Uo Jo (U/Uo) 

(5.20) 

where ZQ = depth of discharge flow channel, 

Bo = width of discharge channel, 

Sj. = distance to desired point, and 

tf = time in ZOFE -I- time in ZOEF. 

The right-hand integral can be evaluated by replotting U/Uo as Uo/U (the inverse) 
against y//zoBo/2 and planimetering under this area up to the distance where 
the time is desired; then simply multiply by the constant /zoB /2/Uo to obtain 
an exposure time to sj. 

Figure 5.6 illustrates the graphical-integration technique. In the figure, for 
example, point 1 might represent the distance to the 10°F contour and point 2 
the distance to the 5°F contour. The area needed for point 1 is that designated 
Al. The area needed for point 2 is (Ai -I- A2) , i.e., the total area under the 
curve up to point 2. The obvious disadvantage to doing this by hand is the 
repetitive nature of the effort. That is, you must repeat the graphical evalua<-
tlon for every point to which you desire the travel time. It would be easier 
to get the U/Uo output from the basic model and then feed it into another program 
(or subroutine in the main program) and let the machine do the work. When 
studying exposure time, one must not" neglect the time spent in the discharge 
channel itself, or Lg/Uo-
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Fig. 5.6. 

Schematic for Graphically 
Calculating Exposure Time. 

9. Consideration of Surface-cooling Effects 

Several of the models to be discussed include the effects of surface 
cooling or can be modified to Include the effects of surface cooling on the 
heated temperature distribution. Almost all the models use an equilibrium-
temperature approach. The details of this method are discussed in Chapter III, 
but it essentially involves a statement that the heat loss is equal to some 
cooling coefficient, K, times a driving force, usually the difference between 
the water-surface temperature and the equilibrium temperature. To use this 
approach, we assume the natural water temperature or the ambient water tempera­
ture is equal to the equilibrium temperature. This is, of course, not exactly 
true. 

Edinger and Geyer32 discuss the relationship of natural water temperature 
to equilibrium temperature. When the water temperature is increasing, the 
equilibrium temperature is greater than the water surface temperature, e.g., 
during the spring. When the water temperature is decreasing, the equilibrium 
temperature is less than the water surface temperature, e.g., during the fall 
months. The equilibrium temperature would be expected to nearly equal the 
natural water temperature when the temperature was not changing very much; 
this would be expected to be during the times of maximum temperatures in the 
summer and minimum temperatures in the winter. Since the former of these two 
cases is frequently considered the most critical for possible damage to biologi­
cal systems, it is justified to assume that the natural water temperature equals 
the equilibrium temperature for application of the models. 

Pritchard'39 discusses this point in reference to the time relationship 
of equilibrium and natural temperatures. He notes that in the spring this 
modeling approach tends to overestimate the heat loss from the natural water 
body. Since the equilibrium temperature is higher than the natural water 
temperature at this time of year, the actual driving force for heat loss would 
be less than that in the model assumption. By similar reasoning, Pritchard 
points out that in the fall the actual heat loss would be greater than that 
predicted by the model. However, Pritchard notes that mixing and the resultant 
dilution are the primary processes in reducing the temperature of most heated 
discharges presently being designed. As a result, the effect of surface cooling, 
especially where standards must be met, is not significant, and the exact form 
of the cooling approximation is less critical. 
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10. Accounting for Limited Dilution Water 

All the models to be discussed essentially assume that the discharge either 
occurs into an infinite field or into a semi-infinite field and that in any 
event as much water is available for diluting the plume as is required. Picture 
however, a jet that discharges into a closed container. Since it has no new 
dilution water moving into the system, it will eventually begin to re-entrain 
some fluid that has previously been entrained and mixed into the jet. Hence, 
this water will no longer be at the original ambient temperature. As a result, 
the plume temperature would be somewhat higher than for the case in which an 
infinite supply of water was continually being brought in. Of course, in the 
example cited, the temperature would continue to rise until some equilibrium 
was gained where all the heat being input into the system was escaping to the 
atmosphere. In a natural system, even if a stagnant current existed for a time, 
one would expect that ultimately some new dilution water would become available. 
Therefore, some means of estimating any possible re-entrainment of fluid should 
be considered. 

Pritchard'09 has developed a simple scheme for use with his model. It 
seems, however, an appropriate scheme to be adapted to other models and will 
therefore be presented in the general section rather than in the particular 
discussion of Pritchard's model (Sec. V.E). Pritchard estimates this recircu­
lation or re-entrainment, or what he calls "background temperature," in the 
following manner: he calculates the excess temperature that would result if 
the heated discharge were mixed completely with the available supply of diluting 
water. As an example of this, consider a discharge of 2000 cfs with an initial 
temperature rise, ATQ, of 20°F. Assume that available Information indicates 
that the river or estuary into which the discharge is occurring has an average 
net flow of 50,000 cfs. Then, Pritchard would compute the background tempera­
ture to be 2,000 divided by 50,000 = 1/25 of ATQ, or in this case 0.8°F. 
Pritchard would probably suggest that this be reduced for the effect of surface 
cooling. In this instance, depending upon the exact design, a background 
temperature of 0.5 or 0.6°F might be suggested. 

Calculation of the available dilution water depends on the site. For a 
river, the average river flow in volume per unit time would be the figure 
desired. For estuaries, methods exist (some of them discussed by Pritchard'''3,lil') 
for calculating the amount of available new water from ocean sources and fresh­
water river flows. (These methods are discussed in Sec. V.J below. Examples 
of some calculations in a simple form are presented in Ref. 110.) 

Figure 5.7 shows Pritchard's estimate of temperatures near the proposed 
Calvert Cliffs Station. The temperatures shown represent mean temperatures 
within successive longitudinal reaches of the estuary. The lower pair of 
curves illustrates the inclusion of surface cooling effects. In this figure, 
c and Co represent concentrations at any point and initial concentrations of a 
conservative substance. The peak temperature rise adjacent to the plant site 
is O.O6AT0, representing a dilution of 1/0.05 or 16.7. Since the plant flow 
is 5400 cfs, this represents a flow of new dilution water equal to 16.7(5400), 
or about 90,000 cfs. If the plant temperature rise, ATo, is assumed to be 10°F, 
the lower curves show an excess temperature of 0.04(10) = 0.4°F. Pritchard 
calls this excess temperature (|)'. 
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Fig. 5.7. Longitudinal Distribution in the 
Chesapeake Bay of the Sectional 
Mean Relative Concentration and 
Temperature Rise.'09 

For a lake, individual assessment must be made based on the site. If some 
geometry constraints seem to exist, some estimate may "need to be made of this 
background temperature. Perhaps the only accurate way to get an assessment is 
by building a hydraulic physical model for the site. If, however, the shore­
line is relatively free and large amounts of dilution water are expected to be 
available, it may not be necessary to make any correction to the predicted 
results. 

Once the available dilution water and these so-called "background tempera­
tures" have been assessed, Pritchard simply adjusts those values he has calcu­
lated from his plume model by use of 

AT' = AT -I- (-tfc) (5.21) 

in which AT' is the temperature rise adjusted for background temperature and 
<ti' is the background excess temperature. 

Although Pritchard is the only author who has directly used this method, 
it would probably be applicable to other models as well. 
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11. Accounting for Horizontal Variation of Ambient Temperature 

Occasionally one may find an ambient water situation in which the ambient 
temperature varies as one moves away from shore. The example cited in the Great 
Lakes had a temperature of 48°F on shore and 42°F at 6000 ft off shore. No 
current model has accounted for this effect. Pritchard''*^ mentioned this 
problem in a discussion at a recent conference on estuarine problems. He 
suggested, as a first approximation only, that one assume that the water 
entrained into the jet over any incremental distance have the average ambient 
temperature existing over that distance. All the models here predict excess 
temperature, that is, the temperature rise above ambient. This would mean that 
the predictions made by the models would have to be converted to an actual 
temperature by taking the excess temperature at any point and adding it to the 
mean ambient temperature between the shoreline and that point. For the current 
discussion, excess temperature should be taken as the temperature rise with 
respect to the ambient temperature at the shoreline. Consider the example cited 
above. If the excess temperature at 6000 ft had been predicted by a given model 
to be 3°F, the adjusted predicted temperature at 6000 ft would be 3 -)- 45 = 48°F. 
The use of 45°F results as this is the average of the 48 and 42°F temperatures 
varying over the 6000 ft. 

The method suggested above is, at best, a first approximation. No avail­
able model handles the ambient temperature variation and the subsequent addi­
tional buoyant forces that might be generated by the lateral temperature changes. 
This problem is beyond current analytical capabilities and probably beyond 
current physical-modeling capabilities. Perhaps the only saving grace is that 
this is not a usual situation and generally does not occur at the supposedly 
critical time of the year, the summer months. It is suggested that if one 
encounters such a case, a first-cut estimate of the type above be made. A 
larger than usual safety factor should be used in interpreting the results. 

B. Selection of Models for Discussion 

Now that some of the general features and terminology concerning models 
have been reviewed, some of the current models that might be used for evalua­
tion of heated discharges will be presented. To avoid overwhelming the reader 
with a large number of models from which he must make a choice, we have decided 
to make a representative selection of the models available. Reference 104 
contains considerable detail on 12 available models. No effort will be made to 
duplicate that work, which is extensive and well done. Policastro and Tokar 
are currently working on reports comparing the various models in their predictive 
capabilities and to field data. If these reports were available, this current 
report would choose different models. 

Some criteria must be provided to choose the models to be presented here. 
First, some models should be presented for the near-field condition and some 
for the far-field condition. Second, to the extent possible, methods available 
for river, lake, and estuary conditions should be included. In many cases, 
these will be the same methods. For estuaries, however, two additional far-
field models will be discussed. The third criterion is that the model should 
be one that is reasonably available and under current use. A fourth criterion 
is the ease of ability to use the model. Thus, for example, if the model is a 
highly sophisticated one requiring extensive computer usage and no computer 
program is publicly available, it would be useless to include it in this report. 
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For another criterion (probably the most critical in the final reduction of 
choices), it was decided to try to choose models that were representative of 
groups of models. As an example, the Motz-Benedlct3^ model will be discussed 
in more detail than the models by Hoopes et al.^'^ and Carter.2' These models 
are similar in composition, and an understanding of one of them should enable 
a person to go into a more detailed reference, such as Ref. 104 or the individual 
references for the given model, and understand them as well. 

The effort in the following sections will not be merely to provide techni­
cal information, but also to provide sufficient understanding of the modeling 
processes currently used. This should enable one to use other models, including 
new ones that are developed. The format to be followed to the extent possible 
in the following sections will be to try to present a capsule version of the 
model. In these reviews, the basic assumptions will be listed. In addition, 
the equations resulting from these basic assumptions will be listed as a matter 
of information. The data needed to run the models will be noted. In addition, 
the verification, both field and laboratory, that has been obtained for the 
model will be mentioned. In this context, Policastro and Tokar point out that 
no model has yet been adequately tested against field data. With this fact in 
mind and the assumptions of the model in mind, the limitations and strengths 
of each individual model will be discussed. The general areas of applicability, 
whether near field or far field or for specific cases, will be reviewed. 
Finally, example solutions available in the basic literature for each model 
will be presented. Here it is recognized that three types of information 
generally would be desired from a model output. One is some measure of the 
distance to a given temperature isotherm. A second, a frequently useful idea, 
is the concept of an area within a given temperature isotherm, so that one 
might evaluate the portion of the receiving body that is affected. Finally, 
biologists frequently are concerned with time of exposure of organisms. No 
models currently provide the time of exposure as a part of their routine output. 
However, as noted earlier, the formulation of this is simple. Where possible, 
estimates of time of exposure in the context of a numerical example will be 
provided from published results. Otherwise, we will ^mply note what additions 
to the solution should be included to provide this information for the investi­
gator. This would frequently only require adding a few steps to the standard 
computer program for the model. For those who are continually using a number 
of these models on computer facilities, this would be a short expenditure of 
time and would provide possibly useful information for evaluation of environmental 
impact. 

C. Stolzenbach-Harleman Model 

Harleman and Stolzenbach'3' have developed a near-field jet model. Refer­
ence 129 gives an abbreviated view of the model, and Ref. 104 also reviews the 
model. Figure 5.8 shows the general case being considered. Stolzenbach and 
Harleman (p. 15) state that they are considering 

"...a horizontal surface discharge of heated water from a rectangular 
open channel of arbitrary width and depth into a large unstratified 
body of water which may be stagnant or flowing with an arbitrary 
distribution at right angles to the direction of discharge and which 
may be infinitely deep or may have a sloping bottom. The temperature 
and velocity distribution in the discharge are considered as functions 
of the discharge channel geometry, the initial velocity and temperature 
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Fig. 5.8. Schematic of Heated Surface Discharge.'3' 

rise, the magnitude of the ambient cross flow and bottom slope, and 
the surface heat transfer rate. The discharge is considered only to 
the point where jet-like behavior ceases and natural turbulence and 
convection dominate the temperature and velocity distributions." 

1. Assumptions 

The basic premise for development of this model lies in using available 
data and solutions for nonbuoyant turbulent jets as a starting point. Assuming 
linear jet spreading and similar profiles, the nonbuoyant case is solved to 
give information on lateral and vertical entrainment coefficients. In 
referring to the buoyant case, the linear spreading assumption is not valid. 
Pertinent assumptions in the model Include: 

(1) The similar profiles for velocity and temperature are chosen as 
shown. (See Fig. 5.9 for a definition sketch.) 

f(C) = (1 - ?3/2)2 for velocity; 

t(5) = /F = 1 - 53/2 for temperature. 

(5.22) 

(5.23) 
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Fig. 5.9. Geometrical Characteristics of the Jet.'3' 

in which t, is the dimensionless lateral distance = the distance from the jet 
centerline (or the edge of the core in the core region) to the point of interest 
normalized by half-width of the jet. Therefore, t; = 1.0 at the edge of the jet, 
implying that both velocity and temperature rise go to zero at that point. 

The expression f is from Abramovich's work3 on plane, submerged, nonbuoyant 
jets and compares well with data for this case. The use of t = /f~ is based on 
Taylor's theory that heat is diffused laterally faster than is momentum. 
Policastro and Tokar'3'* note that implicit in the use ̂ of these forms are the 
assumptions that horizontal and vertical processes are independent and that a 
surface jet is half a submerged jet. They point out that these similarity 
functions have the added advantage over Gaussian forms of approaching zero at 
a finite distance, providing a definite jet boundary. 

(2) The lateral entrainment function is the same in buoyant and nonbuoyant 
cases; i.e., the buoyant forces have no effect on horizontal entrainment. 

(3) The lateral velocity due to buoyancy-induced pressure gradients (the 
lighter fluid "riding up" over the heavier fluid) is assumed related to the 
difference in buoyant and nonbuoyant spreading rates and proportional to the 
temperature gradient in the x-direction. 

(4) Vertical entrainment is reduced as indicated by the data from Ref. 37. 

exp(-5/F2) (5.24) 



where a = vertical entrainment coefficient, buoyant case. 

a^ = vertical entrainment coefficient, nonbuoyant case, and 

FL = local densimetric Froude number defined as Fj, but using local 

value of jet thickness and density difference. 

(5) Crossflows are small compared with jet centerline velocities. This not 

only implies small jet distortion, but provides justification for the neglect 

of pressure drag. 

(6) Where a bottom slope exists (see Fig. 5.8), it is assumed that the 
jet will not separate from the bottom, over the entire jet width, until the 
buoyant effects of lateral spreading cause the slope of the bottom of the jet 
to be less than the bottom slope, S.^. Until separation occurs, the buoyant 
terms have no effect on the jet. 

(7) The receiving field is nonstratified and is of infinite extent in the 

X and y directions. 

Due to the lengthy system of equations, they will not be listed here and 

the reader is referred to the basic references. 

2. Verification 

Twenty-five laboratory runs were conducted to test the model. Ranges of 

parameters were: 

'^ j ' 
Zo/Bo. 

K/(pCpU^), 

Sb, 

Uam/Uo, 

1.0-11.6; 

0.175-2.85; 

1.6-10.5 X 10"3; 

O.Ol-" (sudden dropoff); 

0.0-0.40; 

where U^^ is the maximum ambient velocity. (The distribution in the receiving 
tank was parabolic, being zero near the discharge and growing to Ugm near the 
center of the tank.) 

Results generally showed good agreement with theory, except where the 
bottom slope became significant. In this case, lateral spreading exists before 
separation from the bottom, a situation the model cannot handle. Therefore, 
the bottom-slope portion of the model should be applied carefully. The center-
line temperature decrease is still predicted adequately, even in the presence 
of an influencing bottom slope. 

There are a number of pertinent findings from the theoretical and 
experimental studies: 

(1) A useful formula for slightly buoyant jets (F^ >15) is 



113 

ATg 

AT: 
= 13.4 

(iv 1/2 

(5.25) 

where ATg is the centerline temperature rise at desired centerline distance y. 
The value in parentheses in Eq. 5.25 is half the area of the discharge canal. 
This equation indicates a linear decrease of temperature with distance. 

(2) Buoyant jets (1 5 Fj 5 10) are compared, most generally, in five 
regions along the centerline: a core region, an entrainment region, a stable 
region, a heat-loss region, and the far-field region. In the core region 
(ZOFE), there is little change in centerline temperature, velocity, or dilution, 
D (D = flow past given section/flow at jet efflux). There is, however, consid­
erable lateral spreading. In the entrainment region, centerline temperatures 
and velocities decrease rapidly, almost linearly. Buoyant spreading laterally 
occurs at such a high rate as to eventually cause the jet bottom to rise in 
order to preserve continuity of mass. Dilution also increases rapidly. In 

the stable region, the density gradient is sufficient to inhibit vertical 
entrainment. Jet depth continues to decrease due to continuing lateral 
spreading, which yields very wide surface isotherms. In the heat-loss region, 
atmospheric heat losses finally become important due to the increase of surface 
area. In the far-field region, both heat loss and ambient currents are 
significant. If the ambient current is great enough, the far-field region 
may begin before the stable region forms. The Stolzenbach-Harleman model is 
not valid once the far-field region has been reached. These zones can be seen 
in a later example. 

(3) The dilution attained by the beginning of the stable zone can be seen 
in Fig. 5.10. This figure allows one to make a first estimate of dilution 

Fig. 5.10. 

Dilution in the Stable Region of 
Buoyant Discharges.'3' (Points 
calculated by theoretical model.) 



114 

obtained at the end of the entrainment region and may be sufficient, for example, 
to ensure that more detailed calculations are unnecessary. Higher densimetric 
Froude numbers (due to overcoming buoyancy and allowing more vertical mixing) 
and high depth-width ratios (due to providing more lateral area for entrainment) 
yield higher dilutions. This gives some capability for suggesting improved 
designs. 

(4) Maximum vertical jet penetration, h^^x' increases with increasing Fj, 
as shown in Fig. 5.11. This again makes sense, for lower Froude numbers mean 
greater buoyant forces and thus more inhibition of vertical mixing. 

(5) Small ambient currents (high k values) deflect the jet but do not 
greatly affect the temperature profile. Other authors'3 have observed this 
also. 

(6) Bottom slopes tend to inhibit vertical entrainment for Fj > 5. For 
smaller values of F.;, no effect of the bottom is incurred. 

Limitations and Ranges of Applicability 

The model, as stated, is a near-
for small ambient velocities. No spe 
probably should be a criterion for usi 
model was not intended for river use 
lack of success of the bottom-slope p 
greatly affect temperature-decrease p 
closely at results obtained where Sb 
be applied generally within the range 
This would be especially true for the 
(maximum D/W = 2.85), as Stolzenbach 

field model only. It should be used only 
cific data are available on this; k > 10 

Stolzenbach 130 himself has s ta ted the 
and should not be appl ied to r i v e r s . The 
o r t i o n of the model apparen t ly does not 
r e d i c t i o n s . The user should s t i l l look 
i s impor tant . As always, the model should 
of v a r i a b l e s for which i t has been verified. 
depth-width r a t i o of the discharge channel 

and Harleman'31 (p_ 130) do not feel that 

/7^^?i 

Fig. 5.11. 

Maximum Jet Depth vs Fj as 
Calculated by Theory.131 
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the model performs as well for the larger ratios. Also, the initial discharge 
angle, 6^, must be near 90° for the model to be applied successfully. Otherwise, 
the model should be applicable to a wide range of conditions and should be very 
useful. 

4. Data Needed 

A computer program exists to solve the derived system of equation. It is 
currently being revised at MIT to reduce computer run time. However, once 
the computer program is available, this model is the easiest of the available 
sophisticated models to use, for the user need specify no entrainment or 
diffusion coefficients. Only the following physical data descriptive of the 
system are required: 

Ua(y) = values of U^ as a function of distance from shore, 

Fj = initial densimetric Froude number, 

Sb = bottom slope, 

A' = 2zo/Bo = channel-aspect ratio, 

K = surface-heat-loss coefficient, 

UQ = initial jet velocity, and 

BQ - initial angle of jet with boundary of ambient region. 

Other inputs to the program would generally remain constant and are not functions 
of the physical site being considered. (See Ref. 131 for details.) 

One can still use the model for cases in which entrainment occurs on only one 
side by assuming that the solid-boundary restricting entrainment is the center-
line of a discharge port twice the actual width. (See pp. 155-157 of Ref. 131 
for further details.) This same schematization could be made with most other 
available models as well. 

5. Numerical Example 

a. Basic Output. An example of some typical results from this model will 
show the detail available when it is applied to cases for which its assumptions 
are valid. Figures 5.12 and 5.13 show results using the parameters 

Fj = 4.4, 

Sjj = 0 (horizontal bottom), 

K/Uo = 4.2 X 10-3, 

Ua/Uo = 0 (no ambient current), and 

A' = 2zo/Bo = 0.35. 

These parameters are dimensionless numbers, which is the form of their input 
to the program. As a consequence, the computer results could be expanded to 
a number of physical systems that might fit these parameters. In the figures, 
H]- is the ratio of heat passing the given location to the heat Issuing from 
the discharge port and is a measure of remaining heat not yet lost to the 
atmosphere. 
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Fig. 5.12. Theoretical Calculation of Jet 
Structure for Example.'3' 

The separate regions — core, entrainment, stable, etc. — can be seen in 
the results, as well as the vertical and lateral structure. Consider the 
following numbers, which will also Illustrate the use of Figs. 5.10 and 5.11: 

Zo = 5 ft. 

Bo = 28.57 ft (thus, A = 0.35), 

ATo = 25°F (from 65°F ambient), and 

Uo = 3.35 ft/sec; this, with ATo ^^^ ^o yields Fj = 4.4. 

From Fig. 5.12 (or Fig. 5.10) the dilution, D, at the beginning of the stable 
region is about 4.0. The value of AT^-ZATO reaches about 0.37 at the same point, 
which is located at y//zoBo/2 = 31. With the given conditions, this predicts 
a centerline temperature rise of AT(. = 0.37 (25.0) = 9.3°F at a distance 
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Fig. 5.13. Calculated Isotherms for Example.'31 

y = 31/5(28.57)/2 = 260 ft from the jet efflux. The maximum jet depth (from 
Fig. 5.11 or 5.12) is approximately 

(Fig. 5.11) \^^ = 0.5Fj/zo/Bo/2 = 0.5 (4.4) (8.45 ft)^= 18.6 ft; 

(Fig. 5.12) h^^ = 0.19/zoBo/2 = 15.0 ft at y/Z^^V^" = 24. 

This case represents a fairly small plant discharge, Qp = 3.35(28.57)(5) = 478 cfs, 
compared to many proposed plants. If a larger plant were designed so that the 
above dimensionless parameters still held, however. Figs. 5.12 and 5.13 would 
also represent the solution for that case. 

b. Time of Exposure and Surface Area. The currently available program for 
this model does not output estimates of exposure time or surface area within a 
given contour. These steps can be easily added to the program since they are 
simple, finite-step, numerical integrations that can be performed concurrently 
with the solutions to the basic differential equations. The worker who plans 
to use this model extensively should add these steps to the program. At each 
given point on the centerline, the lateral distance to a given temperature contour 
can be found by the similarity function in Eq. 5.23. Then summing of areas can 
continue along the axis. For time estimates, the term ds/U can be evaluated at 
each new distance step and a continuous total maintained. Here, ds = incremental 
distance along the axis, and U = average centerline velocity over that increment. 
Then ds/U = time to traverse the incremental distance ds. 
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If one does not immediately have the computer program adapted, areas may 
be calculated by planimetering figures like Fig. 5.13, obtained from computer 
output. The time as a function of axial distance can also be obtained from the 
U/Uo curve shown in Fig. 5.12a and as described in Sec. V.A.8. As the center-
line temperature rise is also outputted from the program as a function of 
distance, a plot or table of time versus temperature rise can be obtained. The 
time to a distance, s^, is merely paired with the temperature rise to that 
point. 

5. Notation 

To facilitate the transition from this report to the basic references on 
the Stolzenbach-Harleman model, we used the following list showing equivalent 
notation. Any terms not in this list should be the same in both places. 

This Report Basic References 

Bo 2bo 

Fj Fo 

Sb s^ 

Ham V 

Uo Uo 

y X 

ZQ ho 

K flo 

D. Motz-Benedlct Model 

A two-dimensional surface jet model has been developed by Motz and Benedict. 
Basic references relating to the model include Refs. 15 and 93-95. In addition, 
Policastro and Tokar'O'* discuss the model fully. 

1. Assumptions 

Model assumptions include the following: 

a. All flows are steady, and the ambient current is uniform. The 
receiving fluid is infinite in extent. 

b. The jet is two-dimensional; i.e., no vertical entrainment occurs. 

c. Turbulent mixing into the jet can be represented by a standard 
entrainment mechanism using a constant coefficient of entrainment, E. 

d. Changes in density along the jet axis are small compared to a reference 
density. Thus, inertial terms due to density gradients are negligible, 
and mass flux terms can be replaced by volume flux terms. 

e. Similar profiles of Gaussian form are chosen for velocity and the 
temperature profiles. 



119 

f. Pressure drag is included Using a constant drag coefficient, Cp. 

g. Surface heat exchange can be expressed as some coefficient, K, times 
a surface area times the temperature rise existing at that area. 

Integration of the basic conservation relationships over the cross section 
of the jet will yield the equations needed to describe the system. Figure 5.14 
is a definition sketch. Basic derived equations are: 

Continuity: 

^(Ub) = ̂ (U - Ua cos B) ; (5.26) 
/TT 

x-component momentum: 

, ,„ /5- C U sin2B 
§-(u2b cos 6) = /T—(U - U- cos B)Ua -I- — " ̂  , , (5.27) 
as TT <* r~ ^ 

•IT, 

y-component momentum: 

/TT C,,U sin 6 cos B 
^(U2b sin B) = - — ° ^ , (5.28) 
ds f— 2. 

/TT 

Temperature rise: 

4-(UATb) = - / f — ^ — ATb , (5.29) 
ds PCpZo 

where b = half-width of jet, 

AT = temperature rise at jet centerline, 

E = entrainment coefficient, 

Cj) = drag coefficient, 

U = jet centerline velocity, 

Ua = ambient velocity, 

B = angle of jet with respect to x axis, 

s = distance along jet axis, and 

Cp = specific heat of water. 
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Fig. 5.14. 

Definition Sketch for 
Motz-Benedlct Model.33 

The geometry of the jet trajectory as shown in Fig. 5.14 gives two 

additional equations and unknowns, or 

dx o 
-7— = cos B 
ds 

(5.30) 

and 

ds sin B (5.31) 

Six unknowns then exist— AT, U, b, x. and —all functions of s. 

The Motz-Benedlct model is then a two-dimensional, near-field model 
including surface cooling, a crosscurrent, pressure drag, and an arbitrary 
angle of discharge, but no lateral buoyant forces. 

2. Verification 

The Motz-Benedlct model has been used to analyze both laboratory and field 
data with reasonable success. Data collected at Vanderbilt by Motz and Benedict 
and Talmi'33 have been used. In addition, field data collected on rivers and 
lakes by Vanderbilt personnel and other workers have been used. Table 5.1 
summarizes the results obtained. The E and Cp values are determined by fitting 
the data to the model. 

Figure 5.15 shows the values of entrainment coefficient,E found by fitting 
to the sets of data shown. Note that the value of E decreases as the ambient 
velocity decreases, reducing the strength of the lateral vortex action in the 
jet. In addition, intuition indicates mixing should be less if the ambient 
current decreases. 
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Table 5.1. Values of Entrainment Coefficient 

Data Source 

Laboratory 

Laboratory 

Widows Creek 

VUl 
VU2 
TVA 

New Johnsonv i l l e 

Stefan ( l abo ra to ry ) 

Vandy ( l abo ra to ry ) 

Fitch 
(Lake S t . Croix) 

Ayers 
(Michigan City) 

Romberg 
(Waukegan) 

3o ' 

90 

45 & 60 

85 
85 
85 

60 

~ 

90 

60 

90 

90 

^ j 

3 .4-6 .9 

3 .1 -6 .3 

4 . 3 
3 .7 
3 . 7 

1 .3 

3 . 7 - 4 . 1 

4 .2 -7 .4 

-1 .0 

1.2 

5 .6-6 .0 

k 

1 

1 

= Uo/Ua 

37-5.2 

53-5.2 

2 . 0 
1.5 
1.33 

1.75 

» 

3 . 3 0 - " 

3.19' ' 

lo'' 

1.7-5.6 

w , -

24 

24 

7 . 5 
7 . 5 
7 . 5 

4 

34 

24 

20 

— 

E 

Avg = 0.4 

Avg = 0.2 

0.16 
0.16 
0.15 

0.04 

0 .06-0.09 

0 .4-0 .04 

0.11-0.296 

0.04 

0.046-0.059 

W^ = (width of ambient stream)/(width of discharge canal). 

Estimated. 
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Fig. 5.15. Entrainment Coefficient as a Function 
of Velocity Ratio.'3 
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3. Data Needed 

A computer program is available for this model. The following parameters 
are needed to obtain temperature predictions for a given site. 

Discharge features: 

ATo - initial temperature rise, 

UQ = initial jet velocity, 

BQ = initial width of rectangular canal, 

Ug = ambient velocity, 

K = surface cooling coefficient, 

ZQ = initial depth of rectangular canal or flow depth at exit if 
wedge exists, and 

BQ = initial angle of discharge relative to U^. 

ZOFE data: 

bo = half-width at end of ZOFE = O.8B0 (from Ref. 93), 

60 = angle at end of ZOFE (obtain from Fig. 5.16), and 

Sg = length of ZOFE (obtain from Fig. 5.17). 

Figures 5.16 and 5.17 represent laboratory information obtained from 
Ref. 94. 

/So 

oa 
• Uo/U„ 

Fig. 5.16. Observed Values and Fitted Curve for 
Initial Angle vs Velocity Ratio.33 
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Empirical coefficients: 

Cj) = drag coefficient (use as 0.5 for all cases) and 

E = entrainment coefficient (obtain by review of Table 5.1 and 
Fig. 5.15). 

The drag coefficient is chosen as 0.5, since several field studies yielded 
values of Cj, very near 0.5. Some added comment is necessary on the value of E. 
Unfortunately, much of the available data omits one or more necessary parameters, 
most often velocity information on the canal or in the lake. In fact, only the 
data by Romberg et aZ. " 3 for Lake Michigan provided all needed data. Other 
data were used where estimates could be made of needed parameters, specifically 
those at the Michigan City Plant on Lake Michigan^ and the Allen S. King Plant 
in Minnesota on Lake Saint Croix.'*2 , 

Although there is some scatter in Fig. 5.15, it is generally seen that for 
k > 5, the value of E for jets with unconfining geometry decreases from 0.4 
down to about 0.04 for k ->• «>. Much of the scatter is probably due to assumptions 
made in treatment of the lake data. For example, for Lake Saint Croix, total 
ambient flow was recorded but no local velocities. From some general knowledge 
of the hydrography of the lake, estimates had to be made of the percentage of 
this total ambient flow occurring in various sections. From these estimates, 
average velocities could be computed for the zone affecting the jet. No reason 
can be given for the inconsistent values obtained for Romberg's two runs, 
although he did observe an upwelling condition in the region during some of 
his runs. 

In addition to the velocity ratio, the other main factor affecting E is 
geometry. This can best be seen be referring to Table 5.1. As the Initial 
angle with the wall is decreased, entrainment is more inhibited by the near 
bank as shown by the difference between E for 90° and 50-45° runs. In addi­
tion, the jet can be constrained by the far bank if it should reach that far. 
This effect can be seen in the field results as measured by E and Wj- (the 
ratio of ambient stream width to the discharge width). Widows Creek, for 
example, has a W_ about 30% of the laboratory value and an E about 40% of the 
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laboratory value. New Johnsonville, for one-sixth the laboratory W, exhibits 
about 20% of the laboratory E. As expected, then, E is reasonably proportional 
to more restrictive geometry. 

It is recommended that a maximum E of 0.4 be a starting point. Figure 5.15 
should be reviewed for reduction due to the k value and Table 5.1 reviewed to 
indicate any reductions due to geometry. Consider an example of a discharge 
canal of width Bo = 200 ft discharging into a 2000-ft-wide stream with k = 3 
at an initial angle BQ = 60°. One would begin with the observed average E 
(see Table 5.1, laboratory value for 60°) of 0.2 for a 60° discharge for 
1 i k £ 5. Figure 5.15 shows that for k = 3, probably no correction is 
necessary for the k value. Then, calculate Wj- = 2000/200 = 10 and compare it 
to the laboratory W,- = 24. Since this field W^ is about 40% of the laboratory 
W]-, a value of E about 40-50% of the laboratory value might be suggested, or 
E = 0.08-0.10. More data are needed before all the relationships between angle, 
k, width ratio, etc., can be completely articulated. Therefore, the choice of 
E remains still partially an art with perhaps some good fortune lumped in. 

4. Limitations and Ranges of Applicability 

There are several limitations to the Motz-Benedlct model. First, it allows 
no vertical mixing and hence underestimates early mixing. Therefore, low initial 
densimetric Froude numbers should exist for best results, usually Fj 1 5 . 

Second, the model is strictly a near-field model. Due to omission of 
ambient turbulence and no vertical mixing, the model should not be extended 
too far beyond the point of about a AT of 3°F. Beyond this point, vertical 
density gradients are probably small enough to allow appreciable vertical mixing 
and the model would greatly underestimate further dilution. 

The model seems particularly applicable to river systems where 1 1 k 1 5. 
However, some data exist to enable its use in lake systems where k may approach". 

Finally, there is one major drawback to the model as a predictive tool. 
The results are greatly dependent on the choice of E. Although some evidence 
exists for selection of E, it is not sufficient to nail E down precisely. An 
error in E of a factor of 2 will yield an error in distances to a given isotherm, 
areas within an isotherm, or time of exposure of a like factor of 2. Hence, 
the model should be used carefully, with an awareness of its limitations. Any 
jet model requiring input of empirical coefficients has the same problem. 

5. Numerical Example 

It would be worthwhile to show one example calculation giving some idea 
of model output and capability. The basic references contain numerous examples 
including data fittings for field cases. 

Consider the case described by Table 5.2. 

The basic system of equations can be nondlmensionalized, a computer solu­
tion then requiring specification only of k, Cp = C D / 4 E , and BQ, the angle at 
the end of the ZOFE. The results of the basic computer solution are then in 
dimensionless form and can be expanded to fit various physical cases depending 
on the values of SQ and other parameters. As calculated in an earlier section 
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Parameter Value 

BQ = Discharge width, ft 

ZQ = Discharge depth, ft 

Qp = Plant flow rate, cfs 

UQ = Initial velocity 

U = Ambient velocity, ft/sec 

ATo = Initial temperature rise, °F 

Ua/Uo = Reciprocal of velocity ratio 

B' = Initial angle 

E = Entrainment coefficient 

C[) = Drag coefficient 

Sg = Length of ZOFE, ft 

K = Surface cooling coefficient, Btu/ft2-day-°F 

40 

5 

730 

3.55 

0.0 

25.0 

0.0 

90.0° 

0.06 

0.5 

208 

180 

in Chapter II, Fj = 4.8 for this case. Figure 5.18 presents the dimensionless 
temperature-decrease curve. Figure 5.19 shows isotherps. E was based on 
Table 5.1 and Fig. 5.15, for k approaching infinity. Table 5.3 presents the 

I I I m i l l — I I 11 Mi l l—I I I l>lll| I I I 

I ll I I I I I I l l l l l ooi 
0.01 0,1 1.0 10 0 100 0 

Fig. 5.18. Temperature Decrease for 
Motz-Benedlct Example. 
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CONSERVATIVE 
CASE. <jb-0.0 
NON-CONSERVATIVE-
CASE,^.-00001293 

Fig. 5.19. 

Isotherms for Motz-
Benedict Example. 

Table 5.3. Example Predictions from Motz-Benedict Model 

AT, 
°F 

10 

5 

2 . 5 

Distance to 
mi 

No Cooling 

0.27 

1.10 

4.46 

Contour,^ 

Cooling 

0.264 

1.02 

2.91 

^rea within 
mi2 

No Cooling 

0.00439 

0.0746 

1.201 

Contour,° 

Cooling 

0.00427 

0.0652 

0.608 

rime to Contour, 
hr 

No Cooling 

0.173 

1.47 

11.94 

Cooling 

0.164 

1.29 

6.30 

^Includes 208 ft for ZOFE. 

°ZOFE areas neglected. 

results of two analyses, one allowing surface cooling and the other setting 
K = 0. One important point should be made. The results are listed to the 
2.5°F = O.IATQ contour only to illustrate that one must go down to lower rises 
to get significant surface cooling. As stated earlier, due to two-dimensional 
assumptions and neglect of ambient turbulence, the model should probably not 
be considered valid at this point. 

To run for no cooling, the program requires only input of l/k, B' (actually 
sine and cosine of this angle), and C^ = Cp/4E. The dimensionless results 
shown are then obtained, 
be specified. 

The cooling case requires that E, UQ 
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The length of the ZOFE was chosen as 5.2Bo = 208 ft based on the findings 
of Albertson et al.^ for slot jets. Since Uo = 3.65 ft/sec, the time of travel 
in this zone is 208/3.65 = 57 sec. No attempt will be made to include surface 
areas that are inside the ZOFE since the model does not yield the temperature 
distribution in this zone. 

Some coiranent is needed on obtaining some of the other values. The dimension­
less plot in Fig. 5.18 is plotted directly from computer output of AT/ATo versus 
S. This curve would be the same for this model for any case in which k -•̂  =». 
As an example, consider the 5°F rise. From the graph, S = 11.9. Then, from the 
definition of S, 

s = ^ S b o (5.32) 

in which s is the distance along the axis from the end of the ZOFE, and bo is 
the jet half-width at the end of the ZOFE = 0.8 Bo (see Ref. 94). Using known 
values, with bo = 0.8(40) = 32 ft, we obtain 

2(0.06) 
(11.9)(32) = 5625 ft. 

Adding 208 ft to this (for the ZOFE) and converting to miles yields the value 
of 5833 ft = 1.10 ml in Table 5.3. 

The areas and times are calculated in another computer program that uses 
the results of the main Runge-Kutta solution. At each incremental point on 
the s axis, lateral distances can be computed to any desired isotherm by use 
of the Gaussian relationship assumed in the model, or^ 

AT 
^ = exp (-n2/b2). (5.33) 

in which AT is the temperature rise at distance r: from the centerline, AT is 
the temperature rise at the centerline, and b is the jet half-width. 

The computer solves for b/bo, ^° '^^ distance n to the desired contour can 
be found by 

= "V-̂ "(̂ ) = ^f^{ (5.34) 



Then the area can be found by 

r Ac = 2 n ds, (5.35) 
/O 

in which A is the area within the desired contour and ŝ , is the distance at 
which the contour crosses the jet axis. This calculation can also be done 
graphically by plotting the isotherms and planimetering the areas. 

The time is computed separately in a computer routine. However, the main 

computer Runge-Kutta solution yields values of U/UQ versus S = (2E//JT) (s/bg). 

It is easy to program to calculate time by numerical integration of ds/U. 
See Sec. V.A.8 above for details on time calculations. However, in a manner 
similar to that discussed there, one can obtain time estimates graphically by 
plotting l/(U/Uo) against S, planimetering from 0 to the S desired and multiplying 
the planimetered area by /iT bo/(2EUo) . 

E. Pritchard's Model 

Pritchard has developed a model that is classed a "complete" model. This 
impllSre that it accounts in some fashion for both near- and far-field regimes. 
The model also includes the effect of surface cooling. It is a model for a 
surface discharge from a rectangular canal at 90° to the shoreline into an 
essentially stagnant ambient current. The model has its basis in simple mass-, 
heat-, and momentum-conservation requirements. However, the basic elements of 
the model are drawn primarily from the author's extensive experience in analytical 
and physical modeling in estuaries and lakes. It is frequently difficult to find 
verification or support for some aspects included in the model. Nevertheless, 
the model is simple to apply and is claimed by Pritchard to be conservative, 
that is, overestimating temperatures and areas affected by this temperature. 
It has been widely seen in assessments of power-plant impact on receiving waters, 
and, therefore, it is important to understand its basic elements and be able 
to assess its validity. 

The number of references explaining the basic model and its development 
is limited.'39~111 Perhaps the best source of information on this model and 
its development is to be found in the work by Policastro and Tokar.'3"* They 
have synthesized the various reports and, by their discussions with Pritchard 
and their own analyses, have put the model in some reasonable order. 

1. Model Assumptions 

Several major assumptions characterize the Pritchard model. Among these 
are the following: 

a. There is no spreading in the ZOFE, which is taken as nBg long. The 
value of n is taken as 6. 

b. Initial lateral jet profiles are "tophat." Profiles in this jet region 
and further downstream in the diffusion region are also considered "tophat" 
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profiles. A "tophat" profile is one in which the temperature or velocity across 
the width of the jet plume is constant and at the "edge" of the jet drops immedi­
ately to the ambient value of velocity or temperature. Until the jet centerline 
temperature has decreased to 0.2ATo, the plume is assumed to spread linearly so 
that the width of b equals y/n, where n, the so-called inverse-spreading rate, 
is again taken as 6. This linear spreading assumption replaces the entrainment 
assumption made in several other jet models. 

c. After the centerline temperature has decreased to 0.2ATo, the 
temperatures decrease as the inverse first power of the distance. This is 
the same rate of decrease as that occurring due to natural diffusion from a 
continuous point source. 

d. There is a "critical depth of mixing," z^. This critical depth may 
be different for each water body and would be a function of geometry, density 
structure in the water body, and the natural mixing processes there. 

e. The plume will mix linearly in the vertical direction until the 
critical depth, ẑ ,, is obtained. Thereafter, the plume will retain a constant 
depth. If the initial depth is greater than z^, the plume depth will remain 
constant until it reaches the far-field region. 

f. If the receiving-water bottom drops off rapidly, the growth in vertical 
thickness of the jet measured longitudinally on the plume centerline will be 
taken as 0.2 ft per 100 ft. If the bottom slope of the receiving-water body 
is small, the method of images can be used to obtain the length required for 
the jet to attain a thickness of ẑ .. 

g. One can account for the heat loss from the plume by decreasing the 
source strength by the amount of heat lost between the source and the given 
isotherm being reviewed. 

h. An important assumption of the Pritchard mode^ is that no ambient 
current exists. Pritchard feels this assumption is valid if k > 10, or the 
ambient current is less than 1/10 of the jet velocity, U Q . 

1. Buoyancy forces are negligible. 

Pritchard's approach is essentially to begin his calculations by calculating 
distances in plume areas for two-dimensional mixing, that is, no vertical mixing 
included with no surface cooling effect. Then, he makes a separate correction 
for any vertical mixing that has occurred and, in addition, a correction for 
surface cooling. Pritchard actually made many other assumptions in presenting 
rule-of-thumb relationships based on his empirical evidence and experience. 
These assumptions are not mentioned here, but will be evident as the chapter 
proceeds. 

2. Model Equations 

The assumptions given form the basis for a simplified solution to the 
equations of mass, heat, and momentum conservation. Figure 5.20 is a defini­
tion sketch for horizontal and vertical motion. 
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Fig. 5.20. Definition Sketch for Pritchard Model. 

a. Initial Two-dimensional Distances and Contours. First, one can write 
the equation saying that the momentum flux past any section of the plume remains 
constant (and therefore equal to the momentum flux at the jet outlet). This 
implies a zero ambient current, for otherwise momentum would change along the 
plume axis. 

-̂(-b/2 
p / u2 dx = p UO2BO for y > Sg . 

-̂ -b/2 
(5.36) 

Similarly, for this initial solution, assuming no surface cooling, the total 
heat passing each section must be the same and equal to the initial heat output 
at the jet outlet, or 

p c 

/- b / 

•^b/2 

b / 2 
UAT dx = p c UOATOBQ f o r y > Sg . (5.37) 

The velocity, U, and temperature rise, AT, are functions only of y for "tophat" 
profiles. The solutions to Eqs. 5.36 and 5.37 become 

U = U, 

1/2 
(5.38) 

and 

AT = AT .{f)"\ (5.39) 

in which Sp = nB„ 
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The continuity principle is met by the specification of linear jet 
spreading, or 

b = y/n for y > s^. (5.40) 

Of interest is the distance along the plume axis to the point at which a 
given isotherm is intersected, called y^j here. Rearranging Eq. 5.39 gives the 
following expression for this distance: 

/AT^X2 

\AT 
yAT = "BOIT^T-I , (5.41) 

This equation is assumed valid for 0.2ATo * AT 1 ATQ. Beyond that point, 
Pritchard postulates a temperature decrease Inversely with distance, giving 

AT„ y for AT 1 0.2 ATo • (5.42) 

As Policastro and Tokar'3'+ note, the term 30Bo appears so that Eqs. 5.39 
and 5.42 will yield the same result at AT = 0.2 ATo. The distance to a given 
isotherm can be found by rearranging Eq. 5.42, or 

yAT ^r- • (5-^3) 

b. Areas within Isotherms. If no vertical mixing is expected, one can 
proceed immediately to calculate surface areas within isotherms (no surface 
cooling yet allowed). Pritchard has drawn on his experience and data and he 
has observed to provide several rules of thumb for plotting isotherms and 
calculating areas. 

(1) The maximum width of the isotherm temperature rise AT is one-fourth 
the length of the area within the isotherm, or 

i yAT • (5.^4) 

(2) The width of the area within an isotherm increases "smoothly" from 
the outfall, reaching its maximum width, b̂ i, at one-third the area length, 
or 0.33yij. (The term "smoothly" is not defined any more precisely by 
Pritchard.) 
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(3) The width of the area within a given isotherm then remains constant 

from y = 0.33y^'j' to y = 0.75y/\j. 

(4) The isotherm area between y = 0.75yix ^"^ y = yAT is "bullet-shaped." 
(Again, this shape is not precisely defined.) 

(5) The area within the AT isotherm, called A/̂ q. here, is 

AAT = 0-215 YIT. • (5.45) 

Figure 5.21 illustrates these rules of thumb. Such relations as these 
have probably created most concern about Pritchard's model. Policastro and 
Tokar'3"* list several sources upon which Pritchard apparently drew to arrive 
at these rules. However, to our knowledge, there has been no publication of 
the rationale and data-fitting involved in arriving at these rules, and hence, 
no opportunity for others to evaluate their validity. Such a publication 
(including other items as well in a readily accessible form) would go a long 
way toward alleviating uneasiness concerning this model. The rules offered 
above certainly have the advantage of simplicity of application. 

Note that if vertical mixing is to be accounted for, it must be done 
before the areas are computed. 

3. Inclusion of Vertical Mixing 

As mentioned in the assumptions (Sec. 1 above), Pritchard includes vertical 
mixing in his model in a simple fashion by allowing a linear rate of change of 
depth of the plume up to a depth he calls the critical depth of mixing for a 
given body of water. This critical depth is usually about 10 ft. Occasionally, 
after review of information from the various sites he has studies, Pritchard 
might recommend a smaller depth, for example, 6 or 8 ft for a particular site. 
He suggests 10 ft if no better number is available. 

Pritchard considers two distinct cases for this increase of depth to reach 
the critical depth of mixing, z^. First is the case in which the receiving-
water-body bottom drops off so rapidly it plays no role at all. In this case, 
he suggests a linear change, as shown in Fig. 5.20, of 0.2 ft per 100 longi­
tudinal feet of the plume. This means, for example, that it takes 2000 ft for 
the plume to increase its depth by a total of 4 ft. Once the critical depth 
of mixing has been attained, the plume thickness will not change in Pritchard's 
model. 

"imooth curva" 

b.=0 25 y„ 

0 7 5 H T 

bullal ihopt" 

*AT-"2I=»AT 

Fig. 5.21. 

Pritchard's Idealized 
Isotherm. 
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The other case Pritchard considers is perhaps more typical of most discharge 
sites. In this case, the bottom is at a finite distance below the surface and 
definitely has an impact on the vertical mixing of the plume if for no other 
reason than the reduction of the scale of the ambient turbulence. Pritchard's 
method is reviewed by Policastro and Tokar'^"* and thus will not be reviewed in 
detail here. However, he uses the method of images to place an image source 
above the water surface and below the lake bottom to give the effect of the 
reflecting boundary at the water surface and at the bottom of the water body. 
He then superimposes the solutions obtained by adding these image sources to 
the real source and arrives at the following equation for the distance, m , to 
the point where the critical depth of mixing is obtained: 

12z 

m ° (5.46) 

Over this distance, rij, the plume thickens linearly from its initial thick­
ness, ZQ , to the critical depth of mixing, z^. 

It is now necessary to adjust the temperature distribution obtained from 
the simple two-dimensional distribution. This will be done by assuming that, 
due to the increase in depth, dilution is increased in the same proportion. 
That is, if the depth is now 50% greater than under the two-dimensional 
assumption, the dilution will be 50% greater. The temperature at that point, 
assuming the same heat-flow through section, will be only two-thirds the 
temperature rise predicted under the two-dimensional assumption. This can 
be written as 

AT = — AT , • (5.47) 

where Zy = plume thickness at distance y from orifice (see Fig. 5.20) and 
AT = new average temperature over cross section. This means that at the 
distance, yAj, the temperature rise will now be different from that predicted 
by the two-dimensional model. To calculate the areas, one must find the new 
distances to the contours or isotherms of Interest. One simple way to do this 
is by plotting a curve of the new temperature rises versus distance and inter­
polating for the isotherms of interest. This can simply be done by linear 
interpolations without preparing the graph. After the new values of y^^ are 
obtained, Eq. 5.45 can be used to calculate isotherm areas. 

Therefore, the vertical-mixing adjustment is really only an adjustment 
due to added dilution water that is presumed to have become available because 
of the increasing vertical thickness of the plume. Policastro and Tokar present 
some cogent questions about the assumptions made in the derivation of the 
thickening relationship in the case for which there is a bottom at a finite 
depth. This analysis is completely unverified at this time and leaves some 
questions theoretically, even though it may give a reasonable representation 
of those results observed in the field. 
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4. Inclusion of Surface Cooling in Models 

Pritchard includes the effect of surface cooling on the plume as an addi­
tional step in his analysis. Pritchard (as well as several other authors dis­
cussed in this report) has observed that surface cooling plays little role for 
most discharges until approximately O.lATo has been reached. Within isotherms 
at higher temperatures, the areas are sufficiently small so that surface cooling 
is negligible. 

Pritchard conceptualized the effect of surface cooling by treating the 
loss of heat due to surface cooling as if it were an effective decrease in the 
strength of the source, that is, the heat existing from the jet outlet. Assuming 
a hypothetical case with a 20° initial rise of temperature, and consider, for 
example, the 10° isotherm. Some portion of the initial heat would be lost from 
the area inside the 10° contour. Pritchard then proceeds by a progressive 
summation to find the value of the effective source strength for each previously 
calculated isotherm (no surface cooling allowed). From this procedure, he is 
able to calculate the change in the isotherm area that occurs due to this 
effectively reduced source strength. 

To carry the example further, visualize the isotherm calculated by the 
foregoing methods, assuming no surface cooling. Clearly, for the same conditions 
of discharge velocity and canal size, etc., if the total heat load rejected to 
the ambient water body were reduced, the 10° isotherm would not extend as far 
into the ambient water body. This is essentially the fashion in which Pritchard's 
conceptual model tries to account for surface cooling. 

A qualitative equation can be writen to express Pritchard's conceptual 
model for a given isotherm: 

Incremental area including cooling = Incremental area without cooling 

(5.48) 
[(Source strength - Cumulative surface heat loss)/Source strength]. 

Notice that an equation of this form must be written for each Isotherm of concern. 
This means that a set of simultaneous equations is derived. To quantify the 
relationship involved, consider the following notations to be used here: 

An = area inside isotherm; 

(AAn)n, = incremental area of nth isotherm, no cooling allowed, i.e., 
area between nth and (n - l)st isotherms, or Aj, - Ap_]^; 
subscript m implies mixing only. 

(AAj,)^ c - incremental area of nth isotherm, mixing (m) and cooling (c) 
both included; 

ATp = average temperature rise between AT̂ ^ and ATj,_ĵ ; 

AT„ = temperature rise of nth isotherm; 

(Arp)jjj - tate of excess heat loss between isotherms based on area 
calculated without cooling; 



(Ar^)^ c ~ rate of excess heat loss between isotherms based on area 
calculated including mixing and cooling; 

Qh = total heat-rejection rate at jet outlet. 

The heat-loss rate can be expressed by 
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(Ar„)„ = KAT„(AA„)„ 

(irn)m,c = K Tn(AAn)„,c , 

(5.49) 

(5.50) 

in which K = surface cooling coefficient. 

All those quantities with only the subscript m are already known or can 
be immediately calculated as in previously performed mixing-only computations. 
Using the notation shown, we can write Eq. 5.48 in the form 

<'̂ ^̂ )m,c = e^Vn 

Qh - 2 (Ari)m,c 
1=1 

Qh 
(5.51) 

The summation term on the right-hand side of Eq. 5.51 represents the heat 
loss from the area between the jet outlet and the given isotherm. For example, 
if n = 3 (the third isotherm of interest), there would be three terms of the 
type (.tiT±)m,c-

Pritchard'3'' and Policastro and Tokar'̂ "* indicate how the simultaneous 
equations represented by Eq. 5.51 can be solved to arijive at the following 
equation, which can be used for computing the required areas: 

(AAn)„,,c = (AA„)„ 

n-1 

Qh - 2 (Ari)„,c 
1=1 

Qh + e^rn). 
(5.52) 

In this solution, use is made of 

(AA ) n m,c 
(̂ rn)m,c = (̂ rn)m (Ep^)^ (5.53) 

(formed by eliminating K from Eqs. 5.49 and 5.50). 



The total areas corrected for cooling can be obtained after solution by 
use of Eq. 5.52 by simply suiranlng up the incremental areas, as 

(^'m,c 
1-1 

(AAi)„ (5.54) 

in which (An)n,^c is the area inside the nth isotherm, corrected for cooling. 
In addition, the lengths and widths of the isotherms can be adjusted by 

(VAT )m,c = (yATp)n 

(A ) 
n m,c 
(A ) n m 

1/2 

(5.55) 

and 

(*'mn)m,c - (''mn̂ n 
(V). 
(An)n 

1/2 

(5.56) 

A numerical example is presented later to illustrate the use of the surface 
cooling correction for Pritchard's model. Again, it should be noted that 
Policastro and Tokar'3'* have presented a very rational argument against at 
least one phase of this surface-cooling analysis presented by Pritchard. They 
feel that the right-hand term in brackets in Eq. 5.51 should be squared rather 
than to the first power. This correction, as they note, would tend to decrease 
the predicted areas, hence, in this respect at least, Pritchard's model may 
well be conservative. This particular point of contention has not yet been 
resolved. 

5. Time-of-exposure Calculations 

Once the corrections have been made to the initial two-dimensional analysis 
for vertical mixing and surface cooling, one should then have distances and 
areas within isotherms available to him iiTimedlately. Recall Eq. 5.38, which 
gives the form of the velocity within the plume as a function of the distance 
y from the shore. Recall also the basic formulation for the time of exposure, 
which can be written as 

'̂ AT 

/•yAT 

Jfl U 
(5.57) 
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Substituting Eq. 5.38 into Eq. 5.57 and performing the suggested integration 
reveals the following equation for the time to reach a given temperature contour 
traveling along the plume axis: 

2(y,,) 3/2 

tAT = > (5.58) 
3[Uo(nBo)'/2] 

in which t^x is the time to reach the AT isotherm along the plume axis. 

Equation 5.58 can be used to calculate directly the time of travel. As 
for the other equations in Pritchard's work, this is a simple calculation to 
perform. 

6. Model Verification 

The best available commentary on verification of Pritchard's model can be 
found in Ref. 104. Pritchard's model has not been verified extensively, at 
least in published information, against field or laboratory data. Large amounts 
of good-quality field data do not exist for the verification of any model. 
However, Pritchard has based his model on years of extensive experience in 
estuaries, lakes, and rivers. A prime benefit of his model is probably the 
fact that it does represent the assimilation and simplification of vast amounts 
of field and laboratory experience. One suspects that as added experience and 
information become available, they will probably be incorporated into the model. 
To overlook Pritchard's model because of its simplicity would be a mistake for 
other modelers. 

Most of the comments made on verification by Policastro and Tokar concern 
the individual elements of the model. One such topic is the choice of the 
inverse-spreading ratio as 6. Review of both surface and submerged buoyant 
and nonbuoyant jets from a number of sources yielded this as a representative 
value. It seems to be relatively valid for two-dimensional mixing. 

Another major feature in Pritchard's model is the inclusion of the critical 
depth of mixing, z^. Pritchard has suggested that if no better information is 
available, ẑ , equals 10 ft might be an appropriate value. He arrived at this 
value by studying plume data from a number of different sources, especially on 
lakes. He found that, in most cases, excess heat is contained in a layer some 
10-15 ft thick. Besides this type of information and the case that occurs when 
a physical bottom controls the depth of the jet, there is no real verification 
for the concept of a critical depth of mixing. Pritchard's method of determining 
the length to obtain this critical depth using a method of images solution is 
completely analytical and unverified in laboratory or field at this time. 

Equations 5.44 and 5.45 and the rules of thumb concerning the width and 
area within isotherms have again been assimilated from Pritchard's field and 
laboratory experience. Policastro and Tokar'3'* (p. 267) make the following 
statement: "These approximate formulas and guidelines were developed from 
examination of the results of plume studies at the Chesapeake Bay Institute, 
from model studies done for the Pilgrim Nuclear Power Station on Cape Cod Bay, 
and from data taken at small existing plants in the Chesapeake Bay region, such 
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as the Chalk Point Plant and the Chesterfield Plant on the James River. The 
hydraulic modeling done at Vicksburg and the experimental data obtained from 
the Waukegan plumes'"* were also included." In addition, Pritchard does present 
some comparison with field data. For example, in his Zion report,' he compares 
his model and receives reasonable agreement with data taken at the Waukegan 
Power Station. 

In conclusion, Pritchard's model is probably no less verified than any 
other available model, except that he has published no generally available 
information on all of the data used in arriving at the model, the analyses 
of the data made, and the final fittings and/or modeling criteria. Much of 
the uneasiness that apparently exists concerning results computed with Pritchard's 
model would likely be alleviated by such a publication. Quite likely it would 
also be an extremely useful document. 

Other questions have been raised as discussed already by Policastro and 
Tokar. For example, consider the surface cooling adjustment made by Pritchard. 
Policastro and Tokar, and Pritchard himself, assert that apparently if used 
within the restrictions already noted, Pritchard's model is a conservative 
model in the sense that it predicts temperatures and areas within isotherms 
that are larger than would ordinarily be expected. This is due to the fact 
that full weight is not given to vertical mixing and most of the rules of thumb 
that Pritchard applies have been chosen to provide an upper limit on his 
estimates. Since the model has not been verified extensively, however, the 
question of its being conservative or optimistic is unresolved. One area, for 
example, in which Pritchard does note that he has gotten distinctly lower 
temperatures than indicated is in the region very close to the jet outlet 
Including the ZOFE. As can be seen in Fig. 5.20, Pritchard allows for no 
spreading and therefore no mixing in the horizontal direction in this zone. 
As a result, he would certainly underestimate mixing and the subsequent 
dilution. 

Although such conservatism might be assumed, there are some aspects of the 
model in which conservative results might definitely not be obtained. One such 
example arises from Pritchard's analysis of the vertical mixing. He assumes a 
linear rate of spread completely independent of the density profile in the lake 
or the receiving-water body. If density stratification was strong, there might 
be much less vertical mixing than predicted by this linear rate of increase and 
he could conceivably overestimate the dilution by allowing too much vertical 
mixing. However, if the critical depth of mixing, Z(., is less than 10 ft, this 
limitation is probably not a likely one. 

In summary, then, Pritchard's model is a simple one to use, the only data 
required being easily obtainable physical data. No estimate of such elements 
as diffusion coefficients or entrainment coefficients is necessary. The 
model should clearly be applied where no geometry constraints on the lateral 
edges of the plume are expected and where the ambient current is small; i.e., 
k is greater than 10. Perhaps the biggest single limitation to the model is 
its simplicity. Due to this feature, it cannot cover all the factors that 
ordinarily are expected to affect the mixing of a heated discharge. Due to 
his experience, Pritchard may be able to apply this model with some accuracy, 
even in rather unusual situations. However, guidelines for application of 
the model by others are not so clear, and as a result, its extension to anything 
other than the fairly idealized condition of its derivation should be performed 
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with great care. Its usefulness would primarily be for discharges into large 
lakes or into estuaries. River systems, especially those in which the ambient 
current might be important, would not be expected to be amenable to solution 
by Pritchard's techniques. 

7. Limitations and Ranges of Applicability 

Several comments should be made concerning the limitations on Pritchard's 
model. One is the fact that the ambient current must be less than 1/10 of the 
initial jet current (that is, k > 10). If this situation does not exist, 
Pritchard himself suggests the use of Carter's model. Presumably any other 
jet model would also suffice. If the jet effect is not accounted for and 
the plume is swept against the shore, the dilution water available may be so 
decreased that Pritchard's model would no longer be conservative but vastly 
underestimate the areas and distances involved. 

As noted, Pritchard has not included the effect of any buoyancy terms at 
all. This might be especially of interest in his concept of the vertical-mixing 
process. He assumes that the mixing takes place in a way as to cause a linear 
increase in depth. Obviously, high stratification would prevent this form of 
mixing. In addition, his model actually assumes that mixing takes place in the 
vertical direction at the same rate as in the horizontal. This would be true 
in a nonbuoyant discharge. For a buoyant discharge, however, it would not be 
true. The method-of-images model that Pritchard uses to predict the distance, 
nj, to the point of reaching his critical depth of mixing is unverified at this 
time. There is a need for additional work on this model in the vertical-mixing 
portion. Therefore, in any application where vertical mixing is presumed to 
account for an important part of the dilution, Pritchard's model probably should 
be applied with care. 

As Policastro and Tokar point out, there is a need for a better definition 
of the point of transition from the jet-dilution mixing region (which Pritchard 
specified as that for temperature rises above 0.2ATo) ^nd the ambient diffusion 
region. Presumably, if one's only concern is in those regions for higher tempera­
ture rises, that is, above 0.2ATo, this would not be a factor in the use of the 
model. However, if one is concerned with much lower temperature rises, some 
question might be raised as to the use of the model. In this respect, of course, 
this model is no different from any of the others postulated. 

8. Data Needed 

The parameters needed to use Pritchard's model are: 

BQ = width of discharge channel, 

Z Q = depth of discharge channel, 

Uo = initial discharge velocity, 

Tjj = assumed natural water temperature, 

U„ = wind speed, mph, 

ATo - initial temperature rise, 

Qh = total heat rejection rate at jet outlet, and 

z„ = critical depth of mixing. 
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The values of Tn and U are needed to evaluate K, the surface cooling 
coefficient, which is also a function of the temperature rise. Tn will be 
assumed approximately equal to the equilibrium temperature. 

9. Numerical Example 

a. Data. For this numerical example, a case presented by Pritchard 
in his study of the Zion Power Plant on Lake Michigan will be reported. For 
this case, the data used were 

Bo = 24 ft, 

Zo = 10 ft, 

UQ = 14 ft/sec, 

Tp = 70°F, 

U„ = 10 mph, 

ATo = 20°F, 

Qjj = 15.0 X 103 Btu/hr, and 

Zc = 10 ft. 

First, note that this is a very high-velocity discharge designed to 
encourage high initial mixing. The total plant discharge, Qp, is (14 ft/sec) 
(24 ft)(10 ft) = 3360 cfs. In addition, since ZQ = z^, no correction for 
vertical mixing need be made. A numerical example of this correction will be 
presented for a separate case, however. 

b. Lengths, Widths, Areas (No Cooling). First, calculations are made 
assuming only two-dimensional mixing. Equation 5.41 is used to calculate 
lengths of areas within isotherms in the jet region. For example, for the 
AT = 14°F contour, in the jet, 

y m = 6(24 ft)(20/14)2 = 294 ft. (5.59) 

For AT t 0.2ATo (or AT t 4°F in this case), Eq. 5.43 is used. Consider the 
AT = 2°F isotherm. 

y2 = 30(24 ft)20/2 = 7200 ft. (5.60) 

These results are shown in Table 5.4, along with y^x fot other isotherms. 

The width of the area in an isotherm is easily calculated by Pritchard's 
rule of thumb, Eq. 5.44. Likewise, the area within the contour is calculated 
by Eq. 5.45. 
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Table 5.4. Length, Width, and Area for 
Example Case, with No Cooling 

At, °F 

14 

12 

10 

8 

6 

5 

4 

3 

2 

Y^x, 

2.94 

4.02 

5.75 

9.00 

1.60 

2.30 

3.60 

4.81 

7.20 

X 

X 

X 

X 

X 

X 

X 

X 

X 

ft 

102 

102 

102 

102 

103 

103 

10 3 

103 

103 

K' 

0.74 

1.01 

1.44 

2.25 

4.00 

5.75 

9.00 

1.20 

1.80 

, 1 

X 

X 

X 

X 

X 

X 

X 

X 

X 

Et 

102 

102 

102 

102 

102 

102 

102 

103 

103 

CVm. 

1.88 

3.50 

7.15 

1.75 

5.52 

1.14 

2.80 

4.98 

1.12 

X 

X 

X 

X 

X 

X 

X 

X 

X 

ft2 

10"* 

10" 

10"* 

103 

103 

103 

103 

103 

107 

(An)m' acres 

1, 

2. 

0.4 

0.8 

1.6 

4.0 

12.7 

25.2 

64.3 

.14 X lo2 

.57 X 102 

For the AT = 14°F Isotherm, 

b^ = 0.25(294 ft) = 74 ft and 

Aiu = 0.215(294 ft)2 = 1.88 x lO"* ft2. 

For the AT = 2°F i so therm. 

Am = 0.215(7200 f t ) 2 = 1.12 x 10^ f t ^ . 

Again, these values are found in Table 5.4, along with intermediate values. 

c. Adjustment for Surface Cooling. The initial areas calculated must 
now be adjusted for surface cooling. Very little heat loss occurs due to the 
mechanism for this case. However, the details of the procedure remain the same 
for other cases. 

First, some discussion is needed on evaluation of K, the cooling coeffi­
cient, a topic discussed at some length in Chapter III. Pritchard does not 
state the source of his K values, although he presents the values in Table 5.5. 
It can be shown, however, that they follow closely from an extension of the 
equation for K, using Meyer's equation for evaporation. From Chapter III, 

P - P 
k = 15.7 -t- 0.26 -!-/_„ (a-l-bU„), (5.61) 

s EQ 
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where k = surface cooling coefficient, in Btu/day-°F-ft2, 

Pg = saturation vapor pressure at water surface temperature, Tg, 

in mm Hg, 

Pp = saturation vapor pressure at equilibrium temperature, TJJQ, 

in mm Hg, 

a = constant = 73 in Meyer's equation, 

b = constant = 7.3 in Meyer's equation, and 

U„ = wind speed, in miles per hour. 

Table 5.5. The Surface Cooling Coefficient, K (Btu-ft2-°F-hr), as a 
Function of Wind Speed, Natural Surface Water Temperature, 

and Excess Temperature (From Ref. 109, p. 8) 

AT, 
U„, mph 2 6 10 14 18 

For Tn = 40°F 

2 
4 
6 
8 
10 

For Tj, = 60°F 

2 
4 
6 
8 
10 

1.39 
1.90 
2.42 
2.94 
3.46 

1.51 
2.05 
2.58 
3.12 
3.66 

1.65 
2.21 
2.78 
3.33 
3.90 

1.83 
2.42 
3.00 
3.59 
4.18 

2.07 
2.68 
3.29 
2.89 
4.50 

1.73 
2.47 
3.23 
3.98 
4.73 

1.87 
2.69 
3.45 
4.23 
5.02 

2.05 
2.88 
3.70 
4.53 
5.36 

2.30 
3.17 
4.02 
4.89 
5.75 

2.51 
3.52 
4.42 
5.32 
6.21 

For Tn = 80°F 

2.25 
3.43 
4.59 
3.77 
6.93 

2.44 
3.66 
4.90 
6.11 
7.37 

2.68 
3.97 
5.27 
6.57 
7.86 

3.03 
4.38 
5.74 
7.08 
8.45 

3.47 
4.88 
6.31 
7.71 
9.13 

2 
4 
6 
8 
10 

It is evident that K is a function of Tp (which will be called approximately 
equal to T^Q) , U„, and AT. Therefore, a new K will have to be determined for 
each incremental area studied. Values of Pg and pg can be obtained from 
standard sources such as the Handbook of Chemistry and Physios. In addition. 
Fig. 3.3 shows the relation of p to temperature. Example calculations of K 
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will be presented for a few incremental areas to illustrate the use of this 
relationship. Consider the area inside the AT = 14°F isotherm; 

,X„ = 2 ^ ^ ^ = 17° 

Since Tn = TgQ = 70°F, the average temperature over this isotherm area is 
70 -I- 17 = 87°F. 

Use of tables yields Pg = P87°F = 32.85 mm Hg and pg = P70°F = 18.73 mm Hg. 
Using Eq. 5.61, with Ts - TgQ = 87 - 70 = 17°F, we obtain 

( 0 . 2 6 . ^ ) K = 15.7 -I- 10.26 + ^^ I [73 -f- 7.3(10)] = 175. 

The units used in subsequent calculations will require K to be expressed in 
units per hour rather than per day. Therefore, the value above would yield 
K = 175/24 = 7.3 Btu/hr-°F-ft2. In a similar fashion, K can be computed for 
other isotherms. For the incremental area between the AT = 12°F and AT = 14°F 
isotherms, ATn = (14 -I- 12)/2 = 13°F and Tg - EQ = 13°F. Using pg = 28.7 mm Hg 
yields K = 6.86 Btu/hr-°F-ft2. For the incremental area between the 10 and 12°F 
isotherms, K = 6.77 Btu/hr-°F-ft2. The exact value of these numbers depends on 
how accurately you interpolate the vapor pressure values. However, the accuracy 
of a graph such as Fig. 3.3 should be sufficient. 

One further note on K bears repeating from Chapter III. The expression 
for K is no more valid than the evaporation formula used in its development. 
(Discrepancies that can appear are covered in Chapter III.) 

In making adjustments for surface cooling, begin the innermost isotherm 
listed, AT = 14°F. This will be designated by subscript n = 1. For this 
isotherm, 

(AAn)ni = (AAi)n, = (1.88 x lO'* - 0)ft2 = 1.88 x 10** ft2. 

This is incremental area between the 20 and 14°F isotherms based on the no-
cooling analysis. The needed areas have already been shown in Table 5.4. 

Incremental heat loss can be calculated from Eq. 5.49 as 

(Ari)„ = KiATi (AAi)„, 

= '̂̂ •̂  °^", ̂ ° t ^^ °F (1-88 X 10"* ft2) = 2.33 X 103 Btu/hr. 
hr- F-ft^ 2 



Note that this is only (2.33 x 103/15 x I03) = 1/6000 of the initial heat out­
put, and the new incremental area including cooling can be calculated from 
Eq. 5.52. Since the summation (i = 1 to n - 1) goes from i = 1 to i = 0, the 
value is zero for this first calculation. Then, 

^ 10^ ^t^) 15 x"o3 !°2.33°x lOB = l-«3 X 1°^ ^^'-

It can be seen that the heat lost to the atmosphere over this incremental area 
was such a small part of the initial source strength that no correction was even 
noticeable. Since the area ratio remains essentially 1.0, Eq. 5.53 shows that 

(Ari)^^^ - (Ari)n, = 2.33 x lO^ Btu/hr. 

Note that this number differs slightly from the 2.37 x 106 found in Table 5.6. 
This slight difference may be due to slight differences in reading from a graph. 
It certainly is not significant. Similar differences are expected in the other 
calculations. Equation 5.54 yields the new area inside the isotherm with cooling 
allowed, 

(Ai)m,c = (AAi)n,,c = 1-88 x lO"* ft2. 

Table 5.6. Areas within Isotherms, for Example, 
with Surface Cooling Included^'^^ 

AT, °F 

14 

12 

10 

8 

5 

5 

4 

3 

2 

(An)m» 

1.88 

3.50 

7.15 

1.75 

5.52 

1.14 

2.80 

4.98 

1.12 

X 

X 

X 

X 

X 

X 

X 

X 

X 

ft2 

10"* 

10"* 

10'* 

103 

103 

103 

103 

103 

107 

(AAn)n,, 

1.88 

1.62 

3.65 

1.04 

3.76 

5.86 

1.65 

2.16 

6.13 

X 

X 

X 

X 

X 

X 

X 

X 

X 

: ft' 

10'* 

10** 

10"* 

103 

105 

10 3 

103 

103 

103 

(Arn)m 

2.37 

1.45 

2.66 

6.00 

1.64 

1.95 

4.42 

4.45 

8.86 

c 

X 

X 

X 

X 

X 

X 

X 

X 

X 

Btu/hr 

103 

103 

103 

103 

107 

107 

107 

107 

10^ 

(̂ n̂ m,c tt 

1.88 

3.50 

7.15 

1.75 

5.51 

1.14 

2.79 

4.95 

1.11 

X 10'* 

X IO"* 

X 10'* 

X 103 

X 105 

X 103 

X 103 

X 103 

X 107 
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Even though the calculations will be similar, it is perhaps worthwhile to 
continue the example through several more incremental areas so that treatment 
of the summation terms in the equations will be clear. All calculations are 
summarized in Table 5.6. 

Consider the next incremental area (n = 2) between the 12 and 14°F 
isotherms, 

(AA2)m = A2 - Al = (3.50 - 1.88)10"* ft2 = 1.62 x 10** ft2 

(AT̂ )™ = KAT2(AA2)„ = IfXTt^ ^ H ^ °^(^-" ^ '°' '^'^ 

= 1 .45 X 103 B t u / h r . 

E q u a t i o n 5 . 5 2 t h e n becomes 

Q, - (AFi) 
( A A 2 ) , , , = ( A A 2 ) , Q^ ^ ( A P , ) " ' ' 

^h ^ m 

= 1 62 X 10"* ft2 15 X 103 - 2.33 x IQS . .J X lo'* ft2 1.62 10 ft ^5 ^ ̂ pg ̂  ^_^5 ^ ̂ Q5 - 1.62 X 10 ft . 

From Eq. 5.53, 

(AA2)„ ̂  
(Ar2)m,c = ('̂ r2)„ (^AJ = (^^2)^ = 1.45 x^l06 Btu/hr. 

m 

From Eq. 5.54, the new total area within the 12°F isotherm is found: 

(A2)„,c = ^^^Om,c + (AA2)n,.c = 1-88 x lO'* + 1.62 x lo"* 

= 3.50 X 10'* ft2. 

Finally, make adjustments for the area (n = 3) between the 10 and 12°F 
isotherms, 

(AAj)^ = A3 = A2 = (7.15 - 3.50)10"* ft2 = 3.65 x 10'* ft2; 

(Ar3)„ = Ks ATs (AA3)„ = tTI^flflT-'"T^ °F(3.65 x 10^ ft2) 

= 2.72 X 103 Btu/hr. 
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Then Eq. 5.52 becomes 

Q, - (AT,) - (ATg) 
^h ^ m,c -̂  m,c 

(AA3)^^^ = (AA3)^ ^^-^7^rl)7 

= (3.65 X 10^ ft2) 15 -< 10^ - 2 . 3 7 x 1 0 3 - 1 . 4 5 x 1 0 6 

15 X 103 -I- 2.72 X 103 

=3.65 X 10'* ft2. 

Equation 5.54 yields the new area within the 10°F isotherm: 

^3 = (^Ai)^^^ -I- (AA2)„,c + ('iA3)„̂ (. 

= (1.88 -I- 1.62 -I- 3.65)10"* ft2 = 7.15 x lO'* ft2. 

Remaining calculations to complete Table 5.6 proceed in exactly the same 
fashion. For this case, cooling is only a small role. This does not, however, 
change the implementation of Pritchard's method for adjusting for cooling. 

Figure 5.22 shows a plot of the final isotherms predicted for this case. 

d. Time of Exposure. Continuing with the same example, times of exposure 
can be calculated using Eq. 5.58. If surface cooling effects had been signif­
icant, it would first be necessary to correct distances to isotherms, yAx> 
according to Eq. 5.55. As cooling corrections for this case were so minor, 
however, the distances initially calculated and shown in Table 5.4 will be used. 
Substitution of UQ and Bo into Eq. 5.58 gives the following equation for time 
as a function of distance for this case: 

2y3/2 
AT '\ I"} 

— = t^x = 0-00397 y';^ sec. (5.62) 
3[14 ft/sec (6 • 24 ft)''2] 'ii 

For example, for AT = 14°F, y^x = ^94 ft, and 

tji, = 0.00397(294)3/2 = 20 sec 

For AT = 2°F, 

t2 = 0.00397(7.2 X 103)3/2 = 2440 sec = 41 min . 



147 

Fig. 5.22. 

Predicted Isotherms for 
Pritchard Example. 

These results imply that an organism riding with the discharge water would take 
20 sec to go from AT = 20°F to AT = 14°F; it would take about 41 min to go from 
the original 20°F rise to a rise of only 2°F. Again, time spent in the discharge 
canal must be added to these times. 

The alert reader may notice a discrepancy appearing in the time, tui, to 
reach the AT = 14°F isotherm. Even if the jet maintained Its initial velocity 
of 14 ft/sec, it should take 294 ft/(14 ft/sec) = 21 sec to go 294 ft. The 
value obtained from Eq. 5.58 is only 20 sec, but It should be greater than 
21 sec, since the velocity is actually decreasing along the plume. This oddity 
arises because Pritchard's linear-spreading model actually assumes a virtual 
point source at the point of jet efflux. This theoretical source spreads to 
the width of Bo only at the end of the ZOFE. Consequently, the theoretical 
relation applied from the point of jet efflux will overestimate velocities and 
underestimate times In the early reaches of the plume. This phenomenon should 
become insignificant further than 12Bo to ISB̂ ^ from the outfall. 



e. Inclusion of Vertical Mixing. The example worked above did not require 
any vertical-mixing correction. To Illustrate this feature of Pritchard s 
model, consider a similar example that would require this correction: ATQ = 20 F, 
Bo = 48 ft, Zo = 5 ft, Uo = 14 ft/sec, Zc = 10 ft, and H = 20 ft = total water 
depth. Figure 5.23 shows this case schematically. Equation 5.46 can be used 
to estimate m : 

12z 12(5 ft) 
ni 

(1 - /I - Zo/zc )2 (1 - A - 5/10 ) 
— = 720 ft 
2 

Therefore, the slope of the bottom of the plume is 5/720 = 1/144. The depth 
at any distance can thus be obtained. For example, at y = 300 ft from the 
channel, 

^300 = 5.0 + J^(300) = 7.08 ft. 

77 = 72011 

Fig. 5.23. 

Variation of Plume Depth 
for Numerical Example. 

Now, calculate the temperature at y = 300 ft point. First, Eq. 5.39 gives 
the temperature based on a two-dimensional analysis: 

^ ^'"^ 6 48 ft '/2 
AT300 = ATo ̂  = 20°F °;:°." = 19.6°F . 300 ft 

This temperature is then adjusted to allow for the added dilution produced by 
vertical mixing, based on Eq. 5.47: 

AT300 = 19.6°F 1 ^ = 13.8°F 
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Therefore, the analysis including vertical mixing predicts a temperature rise 
of 13.8°F at 300 ft from the discharge point. Similar adjustments could then 
be made for all points of interest. 

10. Summary on Pritchard's Model 

Pritchard's model is simple to apply. Calculations are easily done by 
hand, and no coefficients for mixing need be chosen by the user. This model 
is based more on experience than on a complete and sophisticated theoretical 
analysis. It treats the case of a rectangular, surface discharge into a 
stagnant, ambient environment and is particularly applicable to lakes and 
estuaries. Surface cooling and a form of vertical mixing are included. Both 
near- and far-field temperatures are predicted. It is generally considered a 
pessimistic model (predicts temperatures and areas that are too large), although 
some instances have been indicated in which this may not be true. Added work 
is needed on the model (as on all others), and it is apparently under way at 
this time. This is primarily on vertical mixing, the jet-diffusion transition 
point, crosscurrent effect, and the effect of the bottom on vertical mixing. 
As many considerations in the model are rules of thumb, it is especially 
important to know the constraints on their application in order to gain fullest 
advantage of the experience and data upon which they are based. 

11. Notation 

To facilitate transition to the basic references on Pritchard's model, 
the following differences in notation are observed. Items not in this list 
are the same in this report and the basic references. 

This Report Basic References 

AAT A0 

Bo bo 

K K 

Se 5v 

U u 

X y 

y C 

YAT ?0 

Zy D0 

D 

AA„ AAg^ 

AT 0 

iTn On 

ATo So 

Ar„ Ar7 



F. Model by Sundaram, Easterbrook, Piech, and Rudinger 

Sundaram et aZ..'33 prepared a model that treats the surface discharge of 
a heated waste water and is classed as a complete model, i.e., accounting for 
both near- and far-field effects. It is a model for the discharge from a 
rectangular canal at 90° to a shoreline with an ambient crosscurrent present. 
The model is totally two-dimensional in that no vertical mixing is accounted 
for. There is one major difficulty with implementation of the model. At 
least four empirical parameters must be evaluated from existing plume data. 
Thus, the model's usefulness as it stands is only for cases in which a power 
plant already exists and plume data have been or can be obtained. In this 
light, note that the initial development of this model was for a lake in the 
vicinity of an existing power plant. This makes the model of somewhat limited 
usefulness, since, if a power plant already exists, many of the conclusions 
on thermal effects can be derived immediately from the measurements of the 
plume itself. There is, however, one major reason that this model is being 
included here. It is the only existing readily available model that accounts 
for both near- and far-field effects when there is a significant ambient current. 
Other models, such as that by Pritchard, which account for near- and far-field 
effects, assume essentially no ambient current. The model will therefore be 
presented in the hope that use might be made of it in the future if sufficient 
data are reviewed to obtain some generalization of the required empirical 
parameters. 

The model by Sundaram et al. also is interesting in that it treats the 
jet region and the diffusion or far-field region as two distinct components 
of mixing. These two are linked together by a particular criterion. Although 
there is considerable argument over the appropriateness of the criterion chosen 
by Sundaram et al. , it is nonetheless true that there is concern over finding 
a way to link the jet and diffusion regions. A review of one attempt at putting 
this feature in a model should be helpful in understanding other models that 
try to do similar things. 

1. Model Assumptions 

Sundaram et al. present the development of their model with important 
assumptions. Policastro and Tokar'3'* also review the assumptions and basic 
elements of the model. The following assumptions were used: 

a. There is no vertical mixing. The plume will be treated as two-
dimensional. This implies that the initial densimetric Froude number, Fj, 
must be small (about 1.0). 

b. Buoyancy forces are neglected except inasmuch as they may be assumed 
to be the factor that keeps a jet plume two-dimensional and inhibits vertical 
mixing. 

c. The standard means of analyzing smoke-stack plumes can be used for a 
heated surface jet. This is essentially a two-step method. First, the height 
of the plume axis on the surface is calculated for any downwind distance. This 
would be the location of the heated-surface-plume centerline with respect to 
the shoreline. Then, the lateral concentration distributions at the section 
being studied are assumed to be identical to those resulting from a simple two-
dimensional turbulent jet into a stagnant environment. Figure 5.24 shows the 
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general procedure. This stagnant-jet analysis will not be modified to include 
an ambient current. 

SECTION 
UNDER 

CONSIDERATION 

Fig. 5.24. 

Two-step Method of 
Plume Analysis.'33 

d. Beyond some downstream distance, ambient turbulence controls the 
mixing processes. The criterion for locating the transition point between 
these regions will be the equality of the eddy-diffusion coefficient due to 
self-induced turbulence (jet turbulence) and the eddy-diffusion coefficient 
due to ambient turbulence. 

e. The rate of spreading of lateral profiles of velocity and temperature 
is identical. 

The diffusion portion of the Sundaram model is constructed almost identi­
cally to the method presented by Brooks.'3 Therefore the assumptions of that 
model are essentially the assumptions of the Sundaram diffusion model. These 
include the following. , 

f. Any diffusion coefficient is a function of longitudinal location only 
and not of the lateral location within a given cross section. 

g. The local plume width will be defined as 2/3 times the standard devia­
tion of the lateral temperature distribution. Brooks defined his width in this 
manner so that the width would equal Bo at the origin. 

h. The eddy-diffusion coefficient, Kjj, can be expressed by the "four-
thirds" law. That is. 

K„ = k„L H''s 
^/S (5.53) 

in which Kjj is the eddy-diffusion coefficient, kjj is a constant, and Lg is a 
length scale descriptive of the mixing process. The constant kjj is apparently 
a function of the meteorological conditions existing above the receiving-water 
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body. Other assumptions made by Sundaram et al. include these: 

i. The application of classical, two-dimensional jet theory for a free-
turbulent jet issuing into a stagnant ambient environment can be extended to 
the initial region of a jet surface discharge to evaluate the lateral profiles 
of temperature and velocity. 

j. The ZOFE is neglected. This is a consequence of the application of 
assumption 1 directly from the point of jet outflow. 

k. Surface heat loss in the jet region can be neglected, and it will be 
accounted for only in the diffusion or far-field region. 

2. Model Equations 

The assumptions listed above lead to a series of equations that, when 
combined with the appropriate boundary and initial conditions, leave two 
solutions for the heated surface discharge. Details of these solutions are 
contained in the basic references. 

a. Jet Mixing Region. Some method must be chosen to predict the initial 
trajectory of the jet as it exits from the outfall. Figure 5.24 illustrates 
the general situation. A virtual origin is proposed. This virtual origin 
represents an imaginary location, chosen so that a real jet located there would 
yield the plume width, velocity, and temperature observed in the real section 
of the jet under consideration. As one moves along the jet axis, the location 
of the virtual origin changes until eventually it coincides with the real jet. 
The virtual source is representative of the two-dimensional jet in a stagnant 
environment that would give the same velocity and temperature at the corre­
sponding cross section of the real jet. 

Sundaram et al. chose to use an empirical relation developed by Bosanquet 
et al. '3 for jet trajectory. Important trajectory equations are 

(5.64) 

i - y i 

and 

k 

where y„ax = maximum penetration of jet into cross current, 

y = penetration of jet at any distance x, 

k = Uo/Ua. 

a,6,Y = empirical constants, and 

(5.65) 

X distance from actual outfall along x axis, which concides with 
the shoreline. 
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Policastro and Tokar'3'* note that the empirical coefficients denoted by 
0,3, and y are assumed independent of the level of ambient turbulence. They 
are considered dependent upon outfall geometry and on the topography of the 
shoreline and the bottom of the receiving-water body. One difficulty in using 
the model is that they must be individually evaluated, at present, from existing 
plume data at a given site. Equation 5.64 is not applicable at a point, x = 0, 
for the equation exhibits a singular point for this instance such that the term 
goes to infinity. In fact, Bosanquet et al. note that Eqs. 5.64 and 5.65 are 
not valid for x < 2yi„ax. Therefore, there may be a considerable range over 
which these trajectory equations do not apply. The jet trajectory equations 
might not be valid inside the distance limits suggested by some temperature 
standards. Under some circumstances, the equation will not be valid for any 
part of the so-called jet region of the Sundaram model. A numerical example 
to be presented later will Illustrate this discrepancy. Therefore, there are 
serious doubts about the value of the jet-trajectory model that has been chosen, 

• and Sundaram et al. recommend "eyeballlng" the point at which the equation 
becomes valid from a plotting of the trajectory. 

On the jet trajectory calculated from Eqs. 5.64 and 5.65, Sundaram et al. 
develop relations for the temperature and velocity distributions. Numerous 
classical free-jet analyses and experimental data are used and assimilated to 
arrive at a final solution for this portion of the problem. One important 
assumption mentioned earlier is expressed in 

U AT 
-^ ^ . (5.66) 
U AT 

This equation is applicable to the variation within a lateral cross section of 
the plume. This assumption differs from the findings of Taylor as discussed 
earlier in this chapter. 

The lateral distribution of velocity resulting from the assumptions and 
analyses is shown in graphic form in Ref. 104, page 294. The curve is a plot 
of the hyperbolic secant squared, rather than the conventional Gaussian distri­
bution. The general shape of these curves is similar, except that the hyperbolic 
secant curve is slightly more pointed toward the maximum value of velocity. 
Due to the assumption in Eq. 5.66, this also becomes the lateral profile for 
temperatures. The profile is shown in Fig. 5.25. 

The centerline velocity decrease is taken as proportional to the inverse 
1/2 power of the axial distance, or 

% /si^\-l/2 
(5.67) 

where U. = centerline velocity at distance S2 along axis, and 
2 

U„ = centerline velocity at distance sj along axis. 
"̂ 1 
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Fig. 5.25. 

Velocity Distribution for 
Turbulent Two-dimensional 
Jet. 

These results appear on p. 506 of Ref. 122. However, Sundaram et al. do not 
tie Eq. 5.67 specifically to a known initial point, thereby not yielding an 
expression for absolute values of the velocity. Hence, it will not be possible 
to get a time of exposure from the model. 

Sundaram uses Brooks' definition'3 of b, the plume width. 

b = 2/3" a (5.6 

in which a = standard deviation of lateral temperature distribution. Simple 
two-dimensional theory for a jet into a stagnant environment yields a linear 
spreading of the plume, shown as 

b = B„ -(- 0.2s (5.69) 

In combination with the assumption that heat and velocity profiles spread at 
the same rate, Eqs. 5.69 and 5.67 directly yield the centerline temperature 
decay. Since jet depth remains constant in a two-dimensional model, dilution 
would be proportional to the width. Therefore, decrease of temperature along 
the jet axis becomes 

Â  M-'/2 K ^ ^-^-Y" 
ATo \>o) \ Bo / 

(5.70) 

In addition, theory yields an expression for KM 
jet region: • j e t ^ 

the eddy diffusivity of the 

KM. , = 0.008bU. " j e t 
(5.71) 
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These two-dimensional jet findings are directly from works summarized in 
Ref. 102. Policastro and Tokar give a better review of the details of the 
development than does Ref. 133, which primarily lists only the results shown 
above. 

3. Equations for Diffusion Region 

This portion of the model is essentially the same as one developed by 
Brooks.'3 The diffusion equation for two-dimensional mixing becomes 

<̂" r ) Ua 1 ^ = |-(KH T^l - V ^ '̂T (5.72) 
a 3x 3yl " 3y J pCpZo 

(Advected heat = Diffused heat - Surface heat loss), 

where Kjj = eddy diffusivlty of receiving water. 

Note that the standard xy coordinates of this current report are used. 
The use of AT in the first two terms of Eq. 5.72 is allowed, since changes in 
temperature are all that are needed. The development of Eq. 5.72 can be seen 
by visualizing an imaginary cube in the fluid. The first term is the heat 
advected into and out of the cube by riding along with the mean ambient current. 
The next term (first term on right side) represents the heat diffused into and 
out of the cube by the processes of turbulent fluctuations. The final term 
represents the loss of heat due to surface cooling. The cooling term is based 
on the standard assumption that the ambient water temperature equals the 
equilibrium temperature. This equation must be solved for some virtual source 
whose location is dependent on the trajectory and initial mixing of the jet 
region. Thus, the initial conditions are defined at the virtual source. The 
boundary conditions imply that AT approaches 0 at large distances from the 
plume. • 

The eddy diffusivity can be written, choosing the plume width, b, as 
a characteristic length, as 

K„ = kHb'*/3 . (5.73) 

Brooks then solved Eq. 5.72 to yield the concentration (here temperature) in 
the (xy) field as 

. .„ , , - , 1 -P2X / , 2y -I- 1 , 2y - 1 \ 
AT(x,y) = X e ^ (erf •' - erf ' I 

^ \ 4/x'/Pi 4/x'/Pi/ 

(5.74) 

where AT = tnlhl^ 
ov 

ATov - temperature rise at virtual origin, 

X = x/Bov> 
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BQV = width of v i r t u a l o r i f i c e , 

x ,y = measured from v i r t u a l o r i g i n , 

KB 
ri\7 

P2 = PCp"a^o ' 

24 li^rj 

W R 1 / 3 •̂ H ^ov 

, and 

Jo 
erf = e r r o r function ( e . g . , erf = j = ^ — I e '- d t ) , which i s 

A" -/Q 
available in most standard mathematical or statistical 

handbooks. 

The entire two-dimensional far-field temperature field is determined from 
Eq. 5.74, once pertinent physical parameters and Boy aî e evaluated. For the 
centerline (y = 0 ) , Eq. 5.74 reduces to 

AT(, = e"^2X erf 
1.5 

1 -I-
8x\3 

P'/ 

1/2 
(5.75) 

where AT^ = b.Tjb.T^.j, and 

AT(, = centerline temperature rise. 

4. Relating Near- and Far-field Solutions 

a. Introduction. The key to the Sundaram plume analysis lies in linking 
the near- and far-field solutions. Sundaram et al. do this by equating eddy-
diffusion coefficients for the two regions. They reason that, when the jet-
induced turbulence level equals that due to ambient turbulence, the ambient 
turbulent field can be assumed to take over. In addition, the momentum flux 
from the virtual outfall should equal that from the real outfall. Thus, 

B„ U^ (5.76) 

where Uov - velocity from virtual origin. Equating the diffusion coefficients 
from Eqs. 5.71 and 5.73 and coupling this with Eq. 5.76 yields the following 
expression for the virtual source width, Bov 
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B / U \ '/2 

-2i= 0 . 0 0 8 — i ^ . (5.77) 

One can find the end of the region of jet influence by using Eq. 5.69 
to find the distance s along the actual jet axis at which the width of the 
plume from near-field theory equals the width of the virtual source calculated 
above. (Refer to Figure 5.24.) At this transition point, the virtual origin 
would lie on the physical plume. At this point, Sy from Fig. 5.24 equals So, 
which is calculated from Eq. 5.69 for b = Bov^ 

So = 5(Bov - BQ) (5.78) 

Finally, the value of ATQV is needed. This will be the temperature rise 
on the real plume where the virtual source lies or at s = So- Equation 5.70 
shows that 

<€) 
•1/2 

AT„ . (5.79) 

The discussion here reveals that B̂ .̂̂, must be greater than Bo. Thus, the 
right-hand side of Eq. 5.79 must be greater than 1.0. If it is not, then the 
jet region is neglected, ambient turbulence is assumed to control, and the 
virtual source is taken at the actual discharge location, with ATOY - ATQ and 
BQV = Bo-

« 
The procedure in plume calculation using the two-step approach can be 

summarized briefly. 

(1) Calculate BQV from Eq. 5.77 and ATov from Eq. 5.79. 

(2) Calculate So from Eq. 5.78. This gives the limit for jet calculations. 

(3) Calculate jet trajectory from Eqs. 5.64 and 5.65. 

(4) Calculate the temperature decrease along this axis by Eq. 5.70. 

(5) Calculate plume widths (if desired) in the jet region by Eq. 5.69. 
If location of isotherms is desired, this can be calculated by using the 
lateral profile (sech2 curve) shown in Fig. 5.25. 

(6) Use Eq. 5.74 to calculate isotherms for diffusion region or Eq. 5.75 
if only centerline temperatures are desired. 

b. Time of Exposure and Surface Areas. As noted earlier, the solution 
chosen does not yield an estimate of time of travel along the plume. Areas 
within isotherms can be obtained by plotting and planimetering. Another way 
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to do this would be to write a simple computer program to calculate Isotherm 
widths along the plume axis, both in near- and far-field regions and numerically 
to integrate to find areas by 

n 
Aax = 2: b As , (5.80) 

1=1 

in which A^x i^ the area with AT isotherm, and As is the length along the axis 
between points where b is calculated. 

5. Verification 

The model has only been applied to plumes from the Mllllken Power Station 
on Cayuga Lake (New York). For this case Sundaram et al. found the parameters 
for Eqs. 5.64 and 5.65 to be a = 0.2, 6 = 9.0, and y = 0. Values of kjj were 
found by matching measured centerline temperature decreases with Eq. 5.75. The 
values of kjj varied from about 0.3 x 10-3 to 1.8 x 10-3 it'^/'ifs^c. and were 
strongly a function of wind speed. Higher wind speed yielded a higher kjj, 
which is reasonable in terms of the turbulence created by wind-generated 
currents in the water. 

The model did a reasonable job when fitted to the Milliken data. It has 
not, however, been applied to any laboratory or other field data and therefore 
remains essentially unverified. There is no empirical evidence on surface 
plumes to guide in the selection of a, g, and y. 

6. Limitations and Ranges of Applicability 

With this model, as with others, there are several limiting features in 
its use. One major assumption is that the plume is two-dimensional. For this 
reason, the use of the Sundaram model should be restricted to two-dimensional 
cases, either by virtue of the bottom barrier or by virtue of a low densimetric 
Froude number approaching 1.0. Any use of this model for Froude numbers Fj 
greater than 10 may greatly overestimate the temperatures within a given 
isotherm due to neglect of early vertical mixing. This is the same restriction 
noted on the Motz-Benedict model. 3"* 

A second major feature of the model concerns the transition from jet mixing 
to diffusion regions. To this time, the criterion that the eddy-diffusion co­
efficients of these two regions will be equal at the transition point has not 
been verified as valid. The location of the transition point is critical in 
reviewing the results obtained from the diffusion portion of the model, since 
the results may differ considerably, depending on the assumed location of the 
transition point. 

A major question concerning the use of the model arises from the need to 
specify three empirical coefficients for the jet-mixing-region model. In addi­
tion, the value of kjj must be specified from meterological conditions at the 
site. The three empirical parameters for the jet model, as outlined in Ref. 133, 
must be evaluated from existing plume data at the site. A review of plume data 
existing at sites that have some similar conditions might enable one to predict 
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the trajectory by using the model for a site where there was no plant. However, 
if one must depend upon a plant already built, then the model's predictive 
capabilities are limited. However, a review of existing data and appropriate 
fittings might make the three empirical coefficients more capable of being 
generalized to other sites. 

The model at hand was developed for one case under a special contract and, 
as of this time, apparently has not been generalized to other sites. Policastro 
and Tokar are continuing work at Argonne National Laboratory to test values of 
this model and approach. The ZOFE is essentially neglected in the model, because 
the jet formulas developed are applied immediately from the point of the outfall. 
This would presumably not be a major factor in the far-field region. In the 
region very near the outfall, however, results might be expected to be less 
adequate. 

Despite the limitations of this model, it has some aspects that commend 
it. First, it is the only model, except possibly for some very recent ones, 
that combines both near- anf far-field effects for a discharge into a strong 
ambient current. Second, it has made an analytical attempt at tying together 
the near- and far-field regions rather than choosing, for example, some arbitrary 
temperature rise as chosen by Pritchard. As discussed previously, there are 
some severe limitations on the ability to predict jet trajectory in the near-
field region. If one can make a reasonable assessment or estimate of the 
empirical coefficients required for the model, then the model can be applied 
for a range of cases. It is designed to handle a surface discharge from a 
rectangular channel at 90° to the flowing ambient current and to predict profiles 
in both near- and far-field regions. Its best use would probably be in lakes. 
However, there seems to be no reason it could not be used in a river or estuary 
analysis of heated discharges. However, if this model is used in such situations, 
it would have to be with care, for it has not been applied to any data from 
such sources. 

One shortcoming of the model lies in the difficulty in.predicting time of 
exposure, as noted in the discussion of the change of \he centerline velocity 
along the plume axis. At present, the form of the equation is such as to make 
its use difficult for integration to determine such a time. In addition, 
results for plume areas would probably have to be obtained by graphical means, 
except for the far-field areas. One would have to neglect those higher-rise 
contours occurring very near the outfall, however, where they are not 
encompassed within the model. 

7. Data Needed 

To produce predictive results for heat discharged into a particular site, 
several inputs are needed to the equation system discussed. Among these are 
the following parameters: 

Bo = initial outfall width, 

Z Q = initial outfall depth, 

U = ambient velocity, 

U Q = initial jet velocity, 

AT- = initial temperature rise. 
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K = surface cooling coefficient, 

kjj = constant of proportionality for eddy diffusivity, and 

6,Y = empirical coefficients to be used in jet trajectory predictions. 

on is standard information that should be available for 
xcept for the four empirical coefficients which must be 
t al.^^^ give values of kjj for six different environmental 
uga. A review of these values might enable a choice if 
ration had similar environmental conditions at the cricical 

have evaluated the value of the parameters of a, 6, and y 
only one case. However, if one could generalize the type 
d receiving-body conditions at a site, he could possibly 

from smoke plumes or from similar plume receiving bodies 
to evaluate a, 8, and y. This has not yet been done in 

All the informati 
proposed discharges, e 
evaluated. Sundaram e 
conditions at Lake Cay 
the site under conside 
time. Sundaram et al 
for the jet model for 
of geometry and limite 
find some data, either 
that would enable him 
a general sense. 

8. Numerical Example 

For purposes of presenting a numerical example, consider numbers simi­
lar to those used in Ref. 133: 

Bo = 100 ft, 

Zo = 10 ft, 

Qp = 1200 cfs, 

Uo = 1.2 ft/sec, 

K = 282 Btu/ft2-°F-day, 

ATo = 15°F, 

Ua = 0.248 ft/sec, 

kjj = 1.0 x 10-3 ft2/3/gec, 

a = 0.2, 

B = 9.0, and 

Y = 0.0. 

First, the characteristics of the virtual source are calculated using 
Eqs. 5.77-5.79: 

0.008 
kHBA^3 

0.008(1.2 ft/sec) 

10- ft2/3/sec (100 ft)'/3 

1 .2 
(100 ft) = 238 ft. 



Then, So = 5(BQV - BQ) = 5(238 - 100)ft 

= 690 ft (along jet axis) and 
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AT„ =(tr".=(if)- 1/2 
(15°F) = 9.7°F. 

The following c a l c u l a t i o n s of c o n s t a n t s can then be made. From the 
d e f i n i t i o n s in Eq. 5 .74 , 

0.248 ft/sec 

^ I'Ĥ ov̂ ^̂  (1-° " 10"^ ft2/3/sec)(238 ft)l/3 
40; 

K B 
P. = 

ov ^ (282 Btu/ft2-°F-day)(238 ft)(l day/86,400 sec) ^ ̂  ̂  ̂ ^.3 

pCpUgZo (62.4 lb^/ft3)(l Btu/lbni-°F) (0.248 ft/sec) (10 ft) 

To continue the centerline temperature predictions past the location of 
the virtual origin, turn to Eq. 5.75. Consider, for example, the temperature 
at a point 1000 ft along the plume axis or 1000 - 690 = 310 ft from the virtual 
source. Then, 

X 310 
Bov 238 

= 1.302. 

Then, from Eq. 5.75, 

,,^^^-(5x10-3)(1.302) ̂ ^^ 1.5 

(1+1^1.302)3 

1/2 

-6.5x10-3 erf(1.22) = 0.910 

Thus, AT(, = O.9IOAT0V = 0.910(9.7°F) = 8.8°F. Therefore, the temperature rise 
at 1000 ft along the jet axis is predicted to be 8.8°F. Calculation of a 
number of other points in the diffusion region and also in the jet region 
enables one to plot a complete centerline temperature profile as shown in 
Fig. 5.26. The jet-region decrease is calculated from Eq. 5.70. For 
example, for s = 500 ft. 

AT, 
100 -I- 0.2(500) 

100 
-1/2 

(15°F) = 10.6°F. 
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Fig. 5.26. 

Decay of Temperature along Plume 
Centerline for Lake Surface 
Temperature = 70°F and Discharge 
Temperature = 85°F. 

Figure 5.26 has a slight break in the region of transition of the two models 
that is not totally unexpected inasmuch as the jet-entrainment mechanism has 
suddenly been replaced by a diffusion-mixing mechanism. In some of their 
figures, Sundaram et al. apparently smoothed out any such breaks when plotting 
their curves. 

The user may well desire information on plume location and isotherm areas. 
For the problem at hand, the jet trajectory can be calculated using Eqs. 5.64 
and 5.65. Equation 5.65, with the given a, 6, and Y, becomes 

9k. (5.81) 

Since k = Uo/Ua = 1.20/0.248 = 4.84 and Bo = 100 ft, yn,ax = 9(100 ft)(4.84) 
= 4360 ft. Then, Eq. 5.64 takes the following form for this case: 

4360 ft A _ 0.2 ^ m j t V (5.82) 

Bosanquet et al.^^ state that Eq. 5.82 is only valid for x > 2yj|j3jj, or 
>8720 ft in this instance. This is obviously well past the end of the so-
called jet region (so = 690 ft). For this case, essentially similar to those 
from Ref. 133, the jet-trajectory formula is not valid at all. Hence, no 
isotherms can be plotted for this region. However, widths can be calculated 
and translated to isotherms by the sech2 curve of Fig. 5.25. This discrepancy 
in the jet region is disturbing, especially because a, B, and y were evaluated 
from data at a plant on the same lake. 

Equation 5.74 can be used to obtain isotherms for the diffusion region. 
Sundaram et al. present the isotherms shown in Fig. 5.27, plotted in the 
dimensionless form. Areas inside these contours could easily be obtained by 
use of a planimeter. The results shown in Fig. 5.27 were for a slightly 
different set of parameters than were used for the preceding portion of the 
numerical example. Hence, Fig. 5.27- is shown only to present the type of 
results obtained from Eq. 5.74. 
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Fig. 5.27. 

Isotherms in Diffusion Zone 
by Sundaram et al. Model.'33 

Conclusions 

Discussion 

The Sundaram model has a number of shortcomings as a predictive tool. No 
guidance has been given for choice of a, B, and y for the initial jet trajectory. 
An example problem worked here indicated some possible real difficulties with 
transferring information on these values. In short, at this moment, it is not 
very useful as a predictive tool. 

There are two good reasons for including this model. First, it is the 
only presently generally recognized model that treats both near- and far-
field regions for a strong ambient current. Second, and closely related, the 
model tries to find a rational basis for a transition from a jet-controlled 
region to the ambient-controlled region. There is considerable interest in 
doing this with other models. Therefore the Sundaram model provides some 
insight into this coupling procedure, providing a better understanding of 
other such models. 

* 
2. Notation 

To facilitate transition from this report to the basic reference, the 
following equivalence of notation is given. This is more difficult here, as 
Ref. 133 frequently uses the same symbol with two or more meanings redefining 
it. 

This Report 

BQ 

s 

«a 

Uo 

yjnax 

Basic Reference 

X (axial distance) 

"a 

^max 

AT 
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H. Other Near-field Models 

Some limiting number of models had to be chosen for a report of this nature. 
As a result, those models primarily concerned with the near field are limited 
to the Motz-Benedict and Stolzenbach-Harleman models, because they sufficiently 
demonstrated the basic elements of the modeling. Anyone who could understand 
either of these models could then go to other available models with many of the 
same elements and use them as well or interpret results obtained from them. 
This is especially true with the Motz-Benedict model, for which there are two 
other generally available models of similar nature performing the same functions. 
In addition, Policastro and Tokar'"'* noted a large number of new models being 
developed. Many of these have appeared within the last few months or are being 
written at this time, and coverage of them is omitted. It seems worthwhile, 
however, to discuss briefly the Carter2' and Zeller et al.''*3 models. Because 
of the similarity of many features of these two models to the Motz-Benedlct 
model, comments will be restricted to major differences and to general findings 
of the authors about heated discharges. These two models are especially being 
mentioned because there is a dearth of models treating the case of a jet dis­
charge into a strong ambient current. This situation, although not the Important 
one in lakes, for example, may be Important in estuaries and rivers. 

1. Hoopes-Zeller-Rohlich Model 

One of the earlier surface-jet models developed was by Hoopes et al. of 
the University of Wisconsin. Several basic references to this model including 
those by Zeller et ai.,''*3 Hoopes,33 and Zeller.''*^ Further, the results 
obtained by these authors were a major factor in the form of solution chosen 
by the developers of the Motz-Benedict model." 

The model considers a surface discharge from a rectangular channel with 
no vertical mixing and an ambient current. In addition, the effect of wind 
stress on the plume is considered. An entrainment mechanism is postulated for 
mixing, Gaussian lateral profiles are chosen for velocity and temperature, and 
an approach similar to the Motz-Benedict model yields several equations to be 
solved by numerical techniques. The trajectory of the plume, the centerline 
temperature and velocity, and the width of the plume are all functions of the 
distance. Although time of exposure and area within contours are not standard 
parts of the output, they can be obtained in the same fashion as obtained from 
the results from the Motz-Benedict model. The model has been applied to an 
extensive series of field data taken from Lake Monona, Wisconsin. There are 
two basic differences in the assumptions used in developing the model. First, 
pressure drag is not included. Second, the entrainment mechanism postulated 
uses the centerline velocity only, rather than using the difference of the 
centerline velocity and some ambient component. This latter assumption is only 
valid if the discharge plume is at an angle of 90° to the ambient current or 
if the ambient current is much smaller than the jet velocity. The neglect of 
pressure drag is only appropriate if the ambient velocity is small. Hence, 
even though the model does include an ambient crosscurrent, application to a 
case with a very strong crosscurrent should proceed with care. 

With these limitations in mind, the model can be applied to essentially 
the same range of problems as the Motz-Benedict model with essentially the same 
constraints. An entrainment coefficient must be chosen for use with the model. 
Details of the model can be found in the basic references and in Ref. 104. 
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2. Carter's Model 

The Carter model is a combination of theoretical considerations and experi­
mental (laboratory) data gathered by Carter, as outlined by Carter2' and by 
Policastro and Tokar.'3"* Both of these works should be reviewed when imple­
menting the model. Reference 104 points out a slight algebraic error in 
integration of a relationship for determining the centerline trajectory in 
Carter's original work. Carter's study is for a purely two-dimensional 
discharge in which the depth of the flow in the discharge channel is the same 
as the depth in the receiving body of water. The receiving body is a rectan­
gular channel with an ambient current at 90° to the initial jet-discharge 
velocity. Hence, no vertical mixing is allowed, due to the solid bottom of 
the receiving body of water. Carter has made several important findings in 
his experimental studies. He is continuing these studies, and his model is 
expected to be updated soon. The results from his continuing investigations 
should represent a worthwhile contribution to the literature. 

Carter considers the jet plume only up to the point when it reaches its 
maximum penetration into the ambient current. Within the limits of the measure­
ments that Carter took, for values of the velocity ratio k between 1 and 10, 
he found that the temperature decrease along the centerline was independent of 
the velocity ratio and could be expressed by 

AT 
AT o [^o) ' 

(5.83) 

where s = distance along jet axis. This equation from Ref. 21 is valid for 
the ZOEF. Carter uses this equation as part of his theoretical model. 

Carter also defines a drag coefficient, including the mechanism of pressure 
drag in his model. He has observed generally a very ra^id bending over of the 
plume as it issues into the receiving body of water. He has, in fact, observed 
one phenomenon not reported by other investigators. Even for flume widths as 
great as 120 times the width of the discharge slot, he has observed a bending 
back of the jet. That is, rather than bending until it is parallel to the 
ambient current and then keeping that path, the plume tends to return to the 
near shore. A general relationship between this phenomenon and the width of 
the discharge flume and the velocity ratio k is not yet established. When 
this bending back is compared to the works of other authors, the relative depth 
(the relationship of the depth of the discharge to the depth of the receiving 
body) may play a role. 

Carter observed some interesting relationships in the lateral profiles 
found in the heated plume. He made measurements that indicate that the profiles 
are not similar within the plume. For example, he observed a roughly bell-
shaped temperature profile laterally on the side of the plume away from the 
near shore. However, on the near shore-side of the plume, he observed a 
continual decrease of the temperature until it reached some temperature inter­
mediate between the ambient and the centerline temperature, at which it 
remained constant. He therefore chose in his remaining analyses to consider a 
tophat profile rather than some more sophisticated version. As noted earlier 
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by Morton,3' however, once a form has been chosen for a lateral profile, the 
specific nature of that form is not too important. The simple choice of any 
similar form has removed from the analytical technique the ability to predict 
lateral structure within the plume. Carter's findings are extremely significant 
in the study of these plumes. 

There are some differences in Carter's analyses from those conducted by 
other authors. One specific one is Carter's essential elimination of the 
continuity equation by assuming that, once the ZOFE has been passed, the 
velocity is everywhere (within the plume and outside) equal to the ambient 
current. His justification for this is his observation visually that the 
plume is rapidly bent over. However, this is a point of very real contention 
with the model. Inclusion of this simplification creates one additional 
problem. Carter feels that the simplification involved here does not justify 
calculation of any plume widths or isotherm widths from his model. As a 
result, it is not possible from Carter's model to obtain sizes or areas 
within isotherms. This is a point of interest to people charged with evaluting 
thermal discharges. In addition, this assumption means that the capability 
for a more accurate prediction of the time of exposure of organisms is removed. 
Since the velocity has been assumed equal to the ambient velocity everywhere, 
the only estimate of time would be the distance traveled divided by the ambient 
current. This would be an upper limit on the time of exposure. For more 
accurate estimates, however, one would have to include the fact that the 
velocity in the earlier portions of the plume is greater and that the time of 
exposure would be less than that estimated by this maximum time. For some 
measures, this upper limit might be adequate. 

In summary, then. Carter has established some Important laboratory informa­
tion on heated discharges. His model has, to best knowledge, not been verified 
against field data. However, it should be applicable to many instances of 
flow in rivers or estuaries. The assumption that the velocity is equal to 
the ambient everywhere in the ZOEF may even mean that the model would be best 
adapted to lower values of the velocity ratio. The use of the model should be 
undertaken along with the comments in Ref. 104. 

The use of Carter's model is simple and the errors mentioned in Ref. 104, 
when corrected, should make no major differences in its application. The model 
has been used by Pritchard in combination with his own model. He uses the 
Carter model in the early regions of the discharge to establish the point at 
which the jet has reached the maximum penetration into the ambient current and 
has turned to become parallel to the ambient current. From that point on, he 
treats the decay in the same fashion that he treats an initial discharge with 
his own model. Policastro and Tokar'3'* (p. 64) have outlined this procedure. 

I. Other Far-field Models 

The only steady-state far-field models discussed in detail are the far-
field portions that exist in the model by Sundaram et aZ.'33 and by Pritchard. 
Both of these also have a near-field region at the beginning of the jet. One 
reason that no more detail concerning the far field has been offered at this 
time is that many of the major concerns are expected to be in the near field. 
This is where high temperature rises will exist. In addition, standards are 
becoming more stringent. Therefore, people using surface discharges would 
probably be tending more and more to discharges designed for very high rates 
of early mixing, thereby reducing the region of effect. 
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There still may be a desire to make some computations for what would be 
known as the far field. However, once one has reached the point of 1 or 2°F 
above ambient, the difficulties in modeling are extreme. Natural variations 
are frequently much greater than this. As a result, using steady-state 
diffusion, efforts to model the changes in a very complex real system are 
quite strained. Reference 104 outlines in detail a number of far-field models 
including those by Wada,'33 Edinger and Polk,33 Csanady,27 Kolesar and 
Sonnichsen,'^ and Wnek.''*'* One noticeable thing about these models is that 
one must specify something that may be called by different names, such as an 
eddy diffusivity, a diffusion coefficient, or an eddy-thermal diffusivity. 
Moreover, a diffusion coefficient by any other name is still a diffusion 
coefficient. That is, these are coefficients designed to express something 
about the intensity of mixing that arises due to turbulence in the receiving-
water body. The difficulty in adequately defining these diffusion coefficients 
under ordinary conditions is significant. The "4/3" law has done a reasonably 
adequate job, particularly in large bodies of water. However, information on 
the values of these coefficients in stratified waters and in the vicinity of 
heated discharges is very weak. As a result, the models are extremely sensitive 
to the choice of these coefficients. If the coefficients are off by a factor 
of 10 or more (which at the present state of knowledge is not at all impossible), 
the areas predicted may be off by a similar factor. Of course, if one has 
particular knowledge of a given locale he may be able to make a better choice 
of diffusion coefficient. Nevertheless, the state of the art is still such 
that there is much difficulty in defining the parameters needed for the models. 

An additional point related to most proposed discharges is that even if a 
far-field model is needed, there should be some means of accounting for what 
is expected to be a relatively high degree of initial mixing. Both the 
Pritchard and Sundaram models attempt to do this. Pritchard chooses a simple 
arbitrary cutoff point between his models. Sundaram uses a slightly more 
sophisticated, though probably no more verifiable, means of making this 
transition. The limits of the regions of jet mixing and diffusion mixing are 
not well defined at this point. , 

Of the models mentioned, the Edinger and Polk33 model is probably the 
easiest to use once a diffusion coefficient is chosen. One can immediately 
calculate areas within Isotherms and the shapes of these isotherms. These are 
for discharges on the shoreline into a moving ambient current. Most of the 
other models involve considerably more effort, although they frequently include 
other factors. 

In summary, then, the basic approach of this report with reference to the 
far-field model has been this: If there is an extensive effect on the far-field 
region, the power plant is probably too big for the given receiving body or the 
discharge structure is ill-designed. For this reason, less detailed emphasis 
has been placed on far-field analyses. It seems relatively unlikely that a 
discharge will meet temperature criteria, as being presently established, and 
at the same time have an extensive influence in the far-field region. However, 
anyone wishing to make estimates of the far-field case should review the models 
outlined in Ref. 104 and refer to the basic references on those models. In 
addition, he might review Refs. 99 and 100 for information on calculation of 
diffusion coefficients, at least under strained conditions. 



J. Surface Discharges—Transient Conditions 

All models discussed to this point have predicted temperatures for assumed 
steady-state conditions. That is, the discharge of heated water, the ambient 
water velocity, meteorological parameters, and all other parameters in the 
system are considered not to vary with time. In natural systems, the components 
of the atmosphere and the receiving-water body are especially liable to be 
continually changing with time. Also, the heated water discharge might vary 
in terms of total heat rejected or flow rate. However, in many instances, a 
constant water is run at a constant flow rate from the given power plant, 
regardless of the number of units operating at the time. 

Any physical receiving body of water may be subjected to transient or time-
varying conditions. This would include rivers, lakes, and estuaries. For lakes, 
no present treatment is available, short of building a physical hydraulic model 
to study the reaction of a heated discharge at a given site in an unsteady-
flow environment. Most of the attention here will be centered on rivers and 
estuaries to which some previous analytical attention has been devoted. 

In rivers, unsteady flows may develop due to the operating schedule of 
hydroelectric or other dams. One example of this is the proposed Browns Ferry 
Plant in the TVA system (and all other TVA plants). At the Browns Ferry site, 
conditions are such that one may obtain flow reversal; i.e., flow is going 
upstream. This situation complicates matters considerably. For this site, 
a diffuser structure was chosen, and TVA is running extensive model studies on 
this diffuser. 

Estuaries have been divided into many different types. A general definition 
is given in Ref. 107. Considerable general discussion of estuaries is given in 
Ref. 77. Additional comments on the mixing characteristics of estuaries appear 
in Ref. 126. In an estuary, the transient conditions are dominated by the tidal 
flows. There may be other transient conditions due to varying degrees of 
fresh-water inflow from tributary streams as well. 

A general summary of existing knowledge on discharges into receiving 
waters subject to transient conditions could be made by saying that there is 
no presently available technique for handling the near-field case in the 
transient state. There are some approaches for studying the far-field tempera­
ture distribution analytically. In this light, a section on thermal discharges 
presented results only from steady-state solutions for far-field cases and few 
new analytical techniques. This is Indicative of the state of analysis in 
transient conditions. 

This section will discuss both the near- and far-field case. In the near-
field case, some guidance will be given for applying current models to make a 
best estimate of temperature effects. In the far-field case, two models will 
be discussed and a number of other available models mentioned. The emphasis 
will be less detailed, primarily because the far-field problem is not only 
less well defined but is also probably not so much the area of concern for 
evaluating thermal impact. In this vein, note, however, that the two far-field 
methods presented will give a means "of assessing the possible lack of dilution 
water in the near-field region, which might cause temperatures to be greater 
than those predicted. Hence, these models might contribute a valuable adjustment 
to prediction from steady-state models. 
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1. Near-field Models 

As stated already, no techniques are available for the direct analysis of 
a heated discharge in the near-field region into a transient current. As a 
result, the technique has primarily been to choose some sort of critical condi­
tion and to apply a steady-state model to this system. Although the title of 
this section refers to surface discharges, the general statements made here would 
also be applicable to heated discharges from submerged structures. The critical 
condition selected could be evaluated by taking a number of different situations, 
making separate analyses, and comparing the results. Frequently for lake dis­
charges the stagnant water condition is accepted as being the worst condition. 
If the ambient current is generally fairly small, this is probably not a bad 
assumption, inasmuch as one would wish to take the case for which the smallest 
amount of dilution water was available. There are, however, some conditions 
for which this might not be the worst case. For example, consider the existence 
of a strong longshore current, which pushes the heated plume up against the 
shoreline. In this event, extremely long plumes may develop, simply because no 
dilution water is available on one side of the jet due to the inhibiting shore­
line. The same statement could be made for rivers or estuaries. Therefore, 
if the possibility of the plume being pushed against the shoreline does exist, 
it might be well to consider this the worst case and analyze the discharge by 
the standard steady-state procedures. If there is a question as to what the 
worst condition is, application of the appropriate models should be made for a 
number of different values of, for example, ambient velocity. 

There are obviously limitations to the method proposed here. Treating 
the discharge as a steady-state discharge overlooks mixing that may occur due 
to the unsteady flow that exists. As a result, if the worst condition has been 
chosen for the steady-state analysis, it may yield a conservative result. For 
example, consider the assumption of zero tidal velocity for making predictions. 
The plume for such a case would probably never fully develop, because the 
period of zero (or very close to zero) tidal velocity would be very short. It 
is perhaps much more likely that those plumes in the up or downstream direction 
(depending upon the tide direction) will have the opportunity to fully develop. 
Conservative results are fine, if the predictions indicate that there will be 
temperature rises that will be acceptable and appear to cause no impact on the 
environment. On the other hand, consider a case for which the predictions imply 
an undesirable temperature rise. In this case, the only means probably avail­
able to demonstrate a lower rise than predicted by steady-state models would be 
the building and operation of a physical hydraulic model for the system at hand. 
Because of the uncertainty of the applications of steady-state models to 
transient systems, one must interpret each such application of any model and 
the results obtained from that model with real care. 

In short, no methods exist for analysis of the temperature distribution 
resulting from a heated discharge into a transient ambient environment. There 
are some approximations that can be made to allow an analysis by standard steady-
state means. Extreme care should be taken in such applications, and interpre­
tations of results should be thorough. If care is taken, however, a conservative 
estimate of the temperature effects can probably be found for many cases. 
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2. Far-field Estimates 

a. Introduction. Estuaries can be divided into a number 
classes. Those two treated most frequently in the models are t 
mixed estuary and the completely mixed or homogeneous estuary 
system, tidal action is strong enough so that all substances ar 
laterally and vertically within any given reach of the estuary 
example, that no stratification is caused by salinity, temperat 
matter. In the partially mixed estuary, there is some vertical 
may conceptualize this type of estuary as being a two-layered s 
the salinity is greater in the bottom layer. If the salinity d 
great enough, mixing between the upper and lower layers may be 
The more general case is one in which some vertical Interchange 
Rivers could take the same form. There may be rivers in which 
exists due to temperature or perhaps sediment-laden streams on 
simpler case is the fully mixed river. 

of different 
he partially 
In the latter 

e mixed completely 
This means, for 

ure, or other 
structure. One 

ystem in which 
ifference becomes 
limited entirely. 
is permitted, 

stratification 
the bottom. The 

b. Segmented Model for Partially Mixed Estuary. Pritchard'38 developed 
a simplified model for the partially mixed estuary. Figure 5.28 is a schematic 
of this segmentation. In this model, Pritchard treats the net nontidal flows 
in the partially mixed estuary. Due to the fresh-water inflow which proceeds 
toward the ocean from the upper end of the estuary, a net nontidal flow exists 
in both the upper and lower layers. This fresh-water inflow causes additional 
material to mix from the lower layer into the upper layer, causing a net non­
tidal flow toward the ocean in the upper layer; to conserve mass, there is a 
net flow away from the ocean in the lower layer. Pritchard''3,1H has used 
this model himself to estimate the amount of available dilution water. An 
example of this application to the Calvert Cliff site was given in Sec. V.A.IO. 
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Fig. 5.28. 

Segmented Model for Partially 
Mixed Estuary. 

Pritchard'38 gives details of this approach, an outline of which is 
presented here. In the following, the subscript u will imply upper layer; 
while the subscript 1 will denote lower layer. Subscripts of the form k,j 
will indicate values of the parameter at the boundary between segments k and 
j. As examples, (Qu)n,n-I-1 is the flow in the upper layer across the boundary 
from section n to section n -I- 1; (Su)n_i^n is the salinity at the boundary 
between segments n - 1 and n. The term ^Sv)n is the salinity at the boundary 
between upper and lower layers in section n. Then, a steady-state salt balance 
can be written for the upper layer of segment n as 
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(Qu)n-l,n (Su)n-l,n + ( V n + ^n [(Sl)n - (Su)n] 

(5.84) 
= (Qu)n,n-(-l (Su)n,n-I-1 

in which En = vertical-exchange coefficient in the nth segment where this co­
efficient is essentially a diffusion coefficient times a length, since it 
describes the salt movement assumed proportional to the salinity gradient, as 
in molecular diffusion. In Eq. 5.84, the first term represents the salt 
transferred in to the nth segment by flow from the (n - l)st segment. The 
second term indicates the salt mixed vertically upwards into the upper layer 
by tidal mixing, etc. The third term represents the salt transferred by 
diffusion. These first three terms give the total salt inflow. The right-
hand side shows the flow of salt out of section n into the adjacent section 
(n -I- 1). Since this is assumed steady state, the salt concentration is not 
changing. Thus, salt in must equal salt out, and Eq. 5.84 is complete. 

Simple conservation of water mass for segment n is expressed as (water 
in = water out for steady state): 

(Qu)n-l,n + (Qv)n + AR' = (Qu)n,n-I-1 , (5.85) 

where AR' is the change of fresh-water inflow rate. 

In addition, R' -I- Qi = Q^ for any section, where R' = fresh-water inflow. 
This is, simply, that the total net flow to the sea must equal the fresh-water 
flows (R' = Qu - Ql), which will occur in the upper layer, since these fresh­
water flows are lighter. If one assumes that salinities in the layers are 
inversely proportional to flow, or dilution water, then Si/S^ = Q^/Ql, and 
these equations can be written for any segment: < 

Si 
Qu = R's - s (5.86) 

1 u 

and 

Ql = R ' g - ^ ^ . (5.87) 
1 u 

To use these equations to evaluate flows, one must know the observed fresh­
water inflows and salinity variations. Estimates of R' must come from hydrologic 
techniques based on tributary stream flows and surface and groundwater runoff. 
Salinities must be measured. If this information is available, Q^ and Q^ can 
be computed for every segment by Eqs. 5.86 and 5.87; then vertical flows, Q.,,, 
can be computed from Eq. 5.85; finally, values of the exchange coefficient. En, 



172 

can be obtained from Eq. 5.84. Salt has then become a conservative tracer to 
define mixing patterns within the estuary. For example, consider a section at 
which the fresh-water inflow, R', has been determined to be 40,000 cfs, and the 
salinity values for upper and lower layers are 10.0 and 12.5 parts per thousand, 
respectively. Then, 

Q„ = R' 
h-

40,000 cfs 
12.5 

12.5 10.0 
200,000 cfs 

and 

Ql R'T - S 
40,000 cfs 

10 
12.5 - 10.0 

= 160,000 cfs. 

If the fresh-water inflow at the next downstream station were R' = 42,000 cfs 
(includes added fresh water from surface runoff), Sy = 10.2, and S^ = 12.7, 
then Qu = 213,360 cfs and Qi = 171,360 cfs, with AR' = 2000. From Eq. 5.85 
the vertical flow between the two sections becomes 

(Qv)n = (Qu)n,n-H " (Qu)n-l, AR' 213,360 - 171,360 - 2,000 = 40,000 cfs 

Pritchard then uses the flows and coefficients so found to study expected 
concentrations of a pollutant Introduced into the upper layer of segment k. 
The assumption is made that the pollutant is mixed completely throughout this 
layer in segment k. Therefore, results from the model may be tainted if this 
condition is greatly violated. A multiport diffuser across the estuary will 
come nearest to meeting this criterion. A discharge keeping the plume mostly 
against one bank would probably not yield such good results with this method. 

Conservation of pollutant equations can be written for each segment, 
expressing the steady-state requirement that the mass of pollutant going into 
the segment must equal the mass of pollutant leaving the segment. For the 
upper layer, using C as pollutant concentration, one obtains 

('^u^n-Un 
^^u^n-1 + (̂ û n , ,„ , (C ) -F (C.) ^ 

-•- (Q ) u n I n + q 
2 ^v'n 2 P > " 

-I- E (Ci)„ - (C )„ In u n (Vn,n+1 
(C ) + (C ) ̂ , u n u n-t-1 

(5.88) 

in which q 
p,n 

pollutant discharge into nth segment. 
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For the lower layer, the conservation requirement yields 

(C,) ^, -I- (C.) (C,) -I- (C,) , 
(r, 1 l'n-1-l,n l^n _ . I'̂ n ^ l^n-1 
'̂̂ l̂ n-l-l,n 2 "•^l^n,n-l 2 

(C.) -(- (C ) 

- % \ ' \ " " - ̂ n 

(5.89) 

<^l>n - (^u)n 

no 

Both equations use concentrations on the boundaries between two segments (or 
upper/lower layer) as the average between the two segments. In Pritchard's 
discussion, the value of qp is zero in all but segment k; there is, however, 
reason the model could not be applied to cases for which effluents were dis­
charged into more than one segment. In addition, discharges could occur into 
the lower layer, whereupon a term qp would be added on the left side of Eq. 5.89. 

If the estuary is broken into M sections longitudinally, the Eqs. 5.88 and 
5.89 yield 2M simultaneous equations. Boundary conditions are as follows: 

(1) The concentration will approach zero upstream, as does the salinity, 
since the pollutant will not move further than the salt. 

(2) Pollutant concentration at the ocean in the lower layer is zero. 

These equations can be written in a matrix form and solved by matrix inversion; 
for this problem, however, a much easier means of solution, known as the Thomas 
algorithm, is detailed in Ref. 61. Pritchard'39 solved these for the Calvert 
Cliffs and Chalk Point sites to determine dilution water available at the site. 

As it stands now, this model is primarily useful for assessing far-field 
effects and flushing action. For either case, some coi*rection to the results 
should be included for surface cooling. In fact, another term could be included 
in Eq. 5.88 to account for this. The model assumes that flushing action is 
primarily a function of the net nontidal motion generated by fresh-water inflows; 
hence the problem is reduced to a steady-state problem. Tidal action in this 
process is assumed accounted for by vertical flows and the exchange coefficient. 
The near-field analysis must still continue as noted earlier, with a steady-
state plume analysis, but this model may help make gross adjustments to such 
predictions if available dilution water is limited. In addition, such a simpli­
fied model could be helpful in evaluating additive impact of more than one 
plant on the estuary by including a qp in more than one segment in Eq. 5.88. 

This model would not be directly applicable to rivers, since no convenient 
conservative tracer, such as salt, exists. There are, however, models that do 
treat the stratified river problem, such as those in Refs. 65 and 141 and 
others. These are all far-field models and do not add too much to the near-
field solutions. Due to the generally less extreme river-flow reversals, 
information on available dilution water can generally be obtained directly 
from river-flow data from such sources as the United States Geological Survey. 
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3. Time-varying Model for Homogeneous Estuary 

One-dimensional models have been developed for the time-varying motion in 
a homogeneous estuary. This means that substances are mixed fully in the 
lateral and vertical directions in reaches of the estuary. The channel is then 
divided for numerical-solution purposes into a number of longitudinal segments. 
This is similar to the Pritchard model developed above, except that there is 
only one layer, which is fully mixed vertically. The basic equation for 
transport of a substance or a property in such a medium is 

3c 3c - n 3^c Kc 
a F + U i — - D L 3 ^ - p^^jj , (5.90) 

in which c = concentration of property or substance of interest, U^ = instanta­
neous velocity, t = time, DL = longitudinal dispersion coefficient, and H = total 
depth of estuary. This is actually a simplified version of the more general 
equation as discussed by Harleman.'*^-'*3 The nature of this conservation equation 
can be seen by reviewing the individual terms. The first term represents the 
increase of concentration of the material within the given section with time. 
The second term represents the transport of material into and out of the 
section by the average instantaneous current, U^, across the estuary. The 
first term on the right-hand side represents the material dispersed into the 
section by virtue of moving at some velocity other than the mean velocity. 
The last term is a decay term, which, in the case of heat, would be the loss 
of heat to the atmosphere across the air-water interface. 

The solution to this equation is representative of far-field conditions 
in the estuary. The assumption is again made that the heated discharge is 
completely mixed into the estuary section adjacent to the discharge. A multi-
port submerged diffuser would be most likely to give such a nearly uniform 
condition. On the other hand, the case of a discharge that hung against the 
shore might not be a good place to apply this model. Equation 5.90 would be 
valid not only for estuaries but also for rivers. One difference is that in 
rivers the value of the dispersion term is likely to be negligible. In estuaries, 
on the other hand, the dispersion term may be substantial because, when the 
tide reverses, concentration gradients may be extreme in certain parts of the 
estuary. However, studies by Harleman et aZ.31 and Lee and Harleman^^ indicate 
that, once the basic dispersion term is included, significant changes of it 
by as much as an order of magnitude have little impact on the predicted concen­
trations. Lee and Harleman, based on work by Holley et al. ,38 suggest the 
following equation for estimating the dispersion coefficient: 

DL = lOOnUnax R^^^ . (5.91) 

in which DL is in feet squared per second, n is Manning's roughness coefficient, 
Umax is the maximum tidal velocity and R the hydraulic radius, in feet. The 
velocity U appearing in Eq. 5.90 represents the instantaneous velocity. Informa­
tion on this may be obtained by measurement in the actual field site. However, 
numerous programs are also available that will calculate the velocity and depth 
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in an estuary or river as a function of time and the controlling boundary 
conditions. 

Several solutions have been performed for Eq. 5.90 by expressing the 
equation as a finite-difference expression at a number of sections within the 
estuary or river. For example, a computer solution is available in Ref. 77. 
To run this program the needed information is the estuary geometry; the tidal 
features, that is, the variation of depth and velocity with time; the informa­
tion about the fresh water flow; and the roughness characteristics of the 
estuary. Manning's n in Eq. 5.91 is the roughness coefficient appearing in 
Manning's equation for velocity. Information on this parameter appears in 
Refs. 12 and 25. The solution by Lee and Harleman is for the concentration of 
any general substance with a decay term appropriate to that substance. For the 
case at hand, temperature is of interest. To reiterate for emphasis, the 
heated discharge is assumed to be mixed fully in the section adjacent to the 
plant discharge. This can be expressed by the following equation, noting 
that the total heat rejected from the plant would be mixed completely into the 
fresh water flow past the plant: 

Qh = AToPCpARUf , (5.92) 

in which Qjj is the total heat rejected by the plant, Ajj is the cross-section 
area of estuary, and Uf is the fresh-water flow velocity. To illustrate this 
beginning point, consider the plant for which Qh = 5 x 103 Btu/hr, which is 
equal to 1.39 x lo3 Btu/sec. Consider that the estuary has a 60-ft depth and 
a 2000-ft width, yielding a cross-sectional area of 60 x 2000 = 120,000 ft2. 
Assume a fresh-water inflow past this point of 24,000 cfs. Combined with the 
cross-section area, this yields Uf = 24,000/120,000 = 0.2 fps. Inserting 
these terms into Eq. 5.92 yields 

1.39 X 103 Btu/hr 
(52.4 lbVft3)(l Btu/lbi„-°F)(1.2 X 105 ft2)(0.2 ft/sec) 

= 0.93°F 

The computer output from the program would then be in terms of AT/ATQ and would 
decrease from this mixed temperature in the section adjacent to the plant. 

Estuaries have been used in these discussions. However, this model should 
also be applicable to rivers if the geometry and the unsteady features of the 
flow can be defined. If far-field effects are of interest and one has a river 
or vertically mixed estuary, this one-dimensional approach would be a good way 
to handle the problem, perhaps by obtaining the Lee and Harleman''^ program. 
This one-dimensional approach is also another way of assessing the total 
dilution water available at a given site. In addition, just as for Pritchard's 
two-layer segmented model discussed earlier, this one-dimensional model gives 
the capability of reviewing the effects of multiple sources. One could include 
several heat sources along an estuary and see what interactions there might be 
from plants even relatively far apart. 
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4. Other Finite-difference Models 

In the last several years, many finite-difference models have appeared 
for the one-dimensional problem discussed above and for two-dimensional 
problems that may occur in an estuary or an embayment. These two-dimensional 
problems here refer to variations in the x and y directions. Predictions from 
these models frequently Include the depth and velocity as a function of location 
in the bay. 

Several of these lateral models have also combined the hydrodynamic 
equations with the equations for dispersion of a pollutant and have attempted 
to treat various water-quality parameters in this fashion. Some attention has 
recently been given to the problem of thermal plumes in such models. One 
difficulty immediately arises when attempting to account for buoyancy effects 
from the heated plume, as the models assume. The models available until 
about 1970 are summarized in Ref. 140. 

Due to the finite size of steps required in the computer program and 
present limitation on computer size, the finite-difference solutions of 
equations, by necessity, mean that little definition in the immediate vicinity 
of the discharge will be possible. Therefore, any finite-difference models 
now being discussed would have to be considered essentially far-field rather 
than near-field models. An example of this approach consists of a model 
prepared by Tracer.'3^,138 Buoyancy effects were neglected in the model. 
As an example of its application. Ward and Espey' note the results obtained 
by using a 500- by 500-ft computational grid. If one has a criterion on the 
temperature mixing zone that is on the order of 1000 ft, he cannot expect to 
obtain acceptable results from such a model. If, however, his interest is in 
the broad-scale effects of this discharge on the entire bay (in this case, the 
Galveston Bay), such a model might be a good means for obtaining estimates. 
No details will be provided on this model or the others that might be adapted 
to thermal discharges, simply because they are too complex for this discussion. 
In addition, many of the models have available computer programs with sufficient 
documentation to enable their use. Anyone having an interest in reviewing or 
using some of these models should refer to Refs. 20, 41, 96, 98. 124 and 132. 
Reference 41 is based on models developed by Leendertse and Gritton. 3''-8 3 

K. Surface Discharges—Conclusions 

The emphasis in this report has been placed on near-field discharges since 
this appears to be the area of primary interest in terms of thermal impact on 
the environment. The far-field case has not been completely omitted, however. 
A review of the rationale for selection of the models seems appropriate. This 
section was written as both a learning device and a workbook for some of the 
available models. It would have been inappropriate to include complete descrip­
tions and examples from every other available model. Rather it was decided to 
take a smaller number of models encompassing the basic elements available and 
unique to near-field models. Hopefully, one who understands the four models 
presented in this section can interpret somewhat more detailed literature about 
any other discharge-analysis scheme. This will be particularly important, 
since people reviewing proposed projects may see a continuing flood of new 
models on the market. In some instances, they will just be repeats. In any 
event, the models chosen were taken with an eye toward instructing rather than 
restricting the reader to the use of only those models discussed here. As an 
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example, we feel that anyone understanding the entrainment mechanisms used in 
some of the jet models will have no trouble transferring this understanding to 
a similar jet model. By the same token, anyone understanding the surface-
cooling mechanisms introduced into one model should have little trouble under­
standing the use of a similar mechanism in another model or the limitation of 
that assumption. 

1. Three-dimensional Models and Vertical Mixing 

It should be initially stated that no complete three-dimensional model is 
available. "Complete" in this sense means a model that will handle all cases. 
The most nearly theoretically complete three-dimensional model is the one pre­
pared by Stolzenbach and Harleman.'3' The primary limitation on this model's 
usage is the fact that it is not considered valid for high ambient currents. 
A restriction could be stated that the model should be used for k i 10, where 
k = Uo/Ua, or the ratio of jet velocity to ambient velocity. It is certainly 
the only near-field model available for any time that incorporates vertical 
mixing in a rational scheme into the analysis. Many of the others either use 
a simplified scheme or neglect vertical mixing altogether. Pritchard's model 
uses a simple linear growth rate of the plume for vertical mixing. His model, 
too, is limited to k > 10. Thus, none of the models presented here include 
effects of both vertical mixing and a strong ambient current. At present, then, 
the presence of a strong ambient current may require a two-dimensional model. 
The neglect of vertical mixing generally is expected to give conservative results, 
that is, higher predicted temperatures and larger surface areas affected. In 
lakes or coastal environments or in some very wide estuaries where the ambient 
current is small, the use of the Stolzenbach model might have the best theoret­
ical base. However, Pritchard's model should not be neglected for this use, 
for it is based on extensive experience and is probably the easiest model to 
apply of all those discussed. Neglect of vertical.mixing would not be a problem 
in an environment such as Lake Michigan, where many of the shoreline sites are 
shallow for a considerable distance. In this event, the Stolzenbach model 
should have no real advantage over these other models,,except that one does 
not need to specify any coefficient for the Stolzenbach model. 

2. Effect of Velocity Ratio 

It has been noted that the Stolzenbach-Harleman and Pritchard models are 
not considered valid for high ambient currents. In these instances it is 
suggested that a model such as those by Motz and Benedict,3'* Carter,2' or 
Hoopes et aZ.33,l'*8 he used. In addition, if appropriate information is 
gained on the necessary parameters, other models such as the Sundaram model 
might be used for river or estuary discharges where there is a significant 
ambient current. Significant in this sense means that the value of k is 
somewhat less than 10. Conceivably, if the k value was low and approaching 
1.0, some of the far-field models discussed by Policastro and Tokar'3'* might 
be used in the analysis of the plume. Currently designed discharge systems 
will probably not use this as a means of discharge, however. A plume that is 
swept up against the bank immediately by a high ambient current is likely to 
spend a long time hugging the bank and travel a considerable distance with 
small temperature decrease. 

Table 5.7 presents a brief view of the applicability of the near-field 
models discussed in this report, summarizing comments on k and vertical mixing. 
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Any three-dimensional model can also handle two-dimensional cases by simply not 
allowing plume depth to change. 

Table 5.7. Near-field Model Applicability 

Steady State^ 
Two-dimensional Three-dimensional Transient 

1 < k < 5 MB, C, H, S None 

5 < k < 10 MB, C, H, S, KDS'' RDS** None'^ 

10 < k P, KDS, MB, C, H, S P, KDS 

^C = Carter, H = Hoopes et al., KDS = Stolzenbach-Harleman, 
MB = Motz-Benedict, P = Pritchard, and S = Sundaram et al. 

^Uncertain in this range. 

^Must use steady-state assumption. 

3. Situations Not Covered by Current Near-field Models 

Table 5.7 shows that no three-dimensional model exists for discharge into 
a strong ambient current (k < 5). 

Several other factors are generally not included in any model of the near 
field. The first is transient conditions. There is simply no model for a near-
field discharge into a time-varying condition. Second, there is generally no 
handling of geometry effects, except by empirical means. That is, if the plume 
runs into the near or far bank, about all that can presently be done by most 
models is to estimate the effect and proceed by, for example, reducing the 
entrainment coefficient. In addition, little has been done in the area of 
treating unequal entrainment on the two sides of a discharge into a strong 
ambient current. At present, there are no adequately tested means of connecting 
the region of jet mixing to the region in which mixing is controlled by ambient 
turbulence. In this light, note that those models classed primarily as near-
field (or jet) models neglect any form of ambient mixing, although those that 
obtain values of empirical parameters by fitting probably include a certain 
degree of ambient turbulence in those coefficients. In the same vein, models 
classed as far-field or diffusion models neglect any form of initial jet mixing. 
The present technique has been generally to apply a jet model, choose a criterion 
for transition, and apply a diffusion model from that transition point onward. 
Much more work is needed in this area. 

4. Far-field Estuary Models 

If the discharge mechanism is such that the heated water is reasonably 
well mixed into the river or estuary water in the immediate vicinity of the 
plant discharge, there are far-field techniques with one-dimensional and 
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simplified two-dimensional schemes that will reveal something about the far-
field distribution with some confidence. There is still no real gauge, how­
ever, of exactly how complete this mixing must be to provide reasonable results 
from these models. Discussion at a recent conference on estuaries''*3 indicates 
a real ability to treat even estuaries such as the Delaware Estuary as one-
dimensional. Therefore, these one-dimensional models at least must be able to 
accept a reasonable degree on nonuniformity and still produce valid results. 
If it is assumed that there is not sufficient mixing within the nearby section 
to begin the far-field problem by methods such as those of Lee and Harleman^' 
or Pritchard,'38 some better techniques must be developed. 

5. Model Verification 

When the question of verification arises, it becomes plain that few of the 
models have been fitted against sufficient data from a variety of sites and 
circumstances ro provide definitive statements about their validity. In this 
light, the upcoming reports by Policastro and Tokar comparing the results 
predicted by the models for varieties of situations should be extremely useful. 
Little data are available on such items as time of exposure of organisms. 
There are frequently insufficient data on many of the important parameters 
in any set of field data taken. Fortunately, much of the data presently being 
taken are being treated with more care and the appropriate parameters measured. 
It is hopeful that information will especially be obtained on the region very 
near the jet discharge. 

6. Model Implementation and Interpretation of Results 

To analyze a proposed or existing heated discharge, one must first define 
needed input parameters for his model. Many of these parameters are simple 
geometric features of the discharge structure and receiving-water body, as 
well as expected condenser-cooling-water flows and temperature rises. In addi­
tion, some flow must be assumed in the receiving-water body. Usually, some 
expected critical condition is chosen, such as stagnant conditions or a low 
flow of some given frequency of occurrence. The latter may be specified by 
some water-quality control agencies. 

Most of the models presently available require the specification of some 
sort of entrainment coefficient, drag coefficient, or other empirical parameters. 
This is a drawback in the use of any such model as a predictive tool. The state 
of the art presently is such that considerably more work needs to be done to 
make these models usable by the general user. By this it is meant that many 
of the models can probably yield reasonable results if used in familiar situa­
tions. However, for the model to be a useful predictive tool for all users, 
the difficulty of obtaining these coefficients must be reduced. 

To aid in model selection, the models discussed in this report are briefly 

characterized in Table 5.8. 

It can be concluded that a number of models are available to treat the 
near-field case. Each has some limitations; each has some strengths. No single 
model will handle every possible case. 

Each site and condition must be treated individually. A careful review of 
all the parameters at a site must be made in order to choose an appropriate 
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model for the analysis to be made. Results should be interpreted at this time 
with conservatism. If one is told that he must meet a particular temperature 
standard by 1000 ft from the discharge and the predictive model reveals that 
he has reached it at 950 ft, it might be well for him to evaluate the results 
very closely. The application of any of the models outside the range of param­
eters for which they have been verified should imply a factor of safety on 
intepretation of the results. This is done not only so that the environment 
may be protected, but also so that the investigator might sleep better at night. 
These statements add up to saying that model results should not be treated as 
exact. They should be treated as representative of the results to be obtained 
with a particular discharge and interpreted in light of the verification of the 
model and existing knowledge of the site. 

The designer intending to sell a particular discharge design for a power 
plant should remember the following: Try to design your discharge so that you 
can analyze it. A discharge structure designed with some unusual shape or 
condition or designed to discharge so that no analysis is possible only compli­
cates the matter. For example, someone feeling real confidence in the 
Stolzenbach model on a lake site might take the approach of designing a high-
velocity discharge that would remove the concern of possible high ambient 
current. He could apply the Stolzenbach model without any concern over that 
limitation. 

In this way, one may assume that the analysis yields reasonable results. 



Table 5. Characteristics of Models 

Carter 

Hoopes et al. 

Motz-Benedict 

Pritchard 

Stolzenbach-
Harleman 

Sundaram et al. 

Lee-Harleman 

Pritchard 
(Segmented) 

Val 
1-5 

Y 

Y 

Y 

N 

N 

Y 

-

-

id for 
5-10 

Y 

Y 

Y 

? 

7 

Y 

-

-

k 
< 10 

Y 

Y 

Y 

Y 

Y 

Y 

-

-

2-D 

Y 

Y 

Y 

Y 

Y 

Y 

-

-

3-D 

N 

N 

N 

Y 

Y 

Y 

N 

N 

Fiel d 
Near 

Y 

Y 

Y 

Y 

Y 

Y 

N 

•N 

Far 

N 

N 

N 

Y 

N 

Y 

Y 

Y 

Computer 
Program 

N 

ya 

ya 

N 

yb 

N 

yb 

7 

Transient 

N 

N 

N 

N 

N 

N 

Y 

Y^ 

Pressure 
Drag 

Y 

N 

Y 

N 

N 

Y": 

-

-

Coefficients 

Needed 

1 

1 

2 

0 

0 

4 

id 

0 

^Available from authors. 
^Available in a publication. * 
^Through use of smoke-plume trajectory equations. 

^Manning's "n." 
^Uses net nontidal flows. 
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VI. SINGLE-PORT SUBMERGED DISCHARGES 

The most popular means of disposing of heated water has been to discharge 
it to a receiving-water body through a surface channel. This method is the 
simplest and least expensive means of discharge. However, more stringent 
thermal standards in recent years have brought more interest in the use of 
submerged discharges. Although costs for construction and pipes make this a 
generally more expensive alternative, submerged discharges may allow higher 
initial dilutions, thus enabling standards to be met. 

Many factors bearing on submerged discharges have been discussed in some 
detail in earlier chapters and will not be repeated here. The reader is 
especially referred to Chapter V (Sees. A.I, A.3, A.4, A.6-8, A.10, and J). 
In addition, considerable material in Chapter II relates to submerged discharges. 
Such topics include the effect of ambient stratification, the ambient velocity, 
the effect of Fj, the densimetric Froude number of the discharge, and especially 
the effect of boundary influences (both bottom and free surface) on jet behavior. 
Both the latter boundaries tend to inhibit mixing and are especially important 
for shallow-water discharges. All the models to be presented in this chapter 
are infinite-field models; that is, they are derived neglecting any such 
boundary influences. Therefore, one must exercise caution when interpreting 
model predictions near a boundary. In this current chapter, familiarity with 
material in these sections of Chapters II and V will be assumed. In the same 
manner, sufficient detail will be developed in this chapter to form an adequate 
background for Chapter VII. 

It is worth discussing the approach taken in this chapter. Several models 
are presented to handle both round and slot jet discharges into a variety of 
environments. The conceptual makeup of all of these models is identical. The 
differences between models lie in details of such things as the precise form 
chosen for similar profiles or the terms to be omitted or included for specific 
cases. A general development will be presented showing the rationale for the 
equation system common to all the models. For subsequent models, sufficient 
detail will only be given to enable the use of the model for some examples. 
This is especially true where models must be solved on the computer. The 
reader will be referred to the basic references for detailed developments of 
individual models. 

In this chapter, discussion centers on two initial jet shapes—the round 
orifice and the slot. For each shape, available knowledge is reviewed for 
discharges into both stagnant environments and flowing receiving bodies. The 
important effect of ambient density structure is included by discussing receiving 
environments that are uniform, linearly stratified, or arbitrarily stratified. 
Uniform bodies of water are those whose density is the same from top to bottom. 
Linearly stratified media are those whose density increases at a constant rate 
with depth from top to bottom. This means that density plotted against depth 
in the receiving body would yield a straight line. Arbitrarily stratified 
waters can have any variation of density with depth. Figures 2.2 and 2.4 are 
examples of these density structures. 
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A. Theory and Application of Submerged Jets 

1. Introduction 

Historically, the approach to the solution of a submerged-jet discharge 
of a waste of interest (heated waters, sewage, and brine waste) involved the 
solution of equations of continuity, motion, energy, and geometry. The two 
basic approaches used are differential analysis and integral analysis. The 
differential approach involves solving the general partial-differential 
equation of motion and heat diffusion to arrive at velocity and temperature 
(or concentration) distribution. Integral analysis assumes that a specific 
form of the lateral variation in the heated plume of both concentration (or 
heat) and velocity distributions exists. Integral equations of conservation 
of mass, momentum, etc., are written. This is the form of analysis used in 
those models of Chapter V for which similar lateral profiles are chosen. The 
term "integral equation" here simply means that the basic equations have been 
integrated over the cross section of the plume to reduce all unknowns so that 
they are only functions of location along the plume centerline. All the models 
discussed in this chapter are based on integral techniques. 

The solution of waste-discharge problems can be divided into classes 
according to applicability. Three general classes are recognized according 
to ambient-velocity considerations, density structure of receiving body (due 
to thermal or salinity differences) , and type of discharge structure. The 
ambient-velocity field can be considered as stagnant (no ambient current), 
having uniform ambient current, or being subject to transient velocities due 
to tidal variations. Stratification may be due to temperature or salinity 
variations in the receiving bodies of water. The outfall structure may consist 
of a slot jet or a round jet. In addition, consideration must be given to jet 
interference that reduces the dilution if a series of slots or round jets is 
used as a diffusion structure. This latter problem is treated in Chapter VII. 

Hence, the choice of model will depend largely on,answering the following 
questions: 

a. What are the velocities in the receiving body of water? 
b. What type of discharge structure is used? 
c. What does the density profile of the receiving body look like? 

In addition to the above information, the following information is needed 
to evaluate the discharge. 

a. What is the critical ambient flow with which one must be concerned? 
Also, what are the associated depths? 

b. What do the cross-sectional profiles look like if the discharge is 
into a river? 

c. What are the critical discharge rates of heated waste water? 

2. Jets in General 

Fan, 38 Fan and Brooks, 33 Hirst,3'* Abraham,2 Morton et al.'^^ and many other 
investigators have studied submerged jets. Many solutions of the problem of 
heated-waste-water discharges of the previous investigators, however, have been 
limited to specific applications. Fan and Brooks presented solutions for buoyant 



jets in a stagnant environment with a uniform density or linearly stratified. 
Also, Fan presented a solution for a round, buoyant Jet in a flowing, uniform 
environment. Applying Fan's plume analysis, Baca'' developed a round, buoyant 
jet model that describes thermal-plume behavior in three space dimensions, 
discharging at arbitrary angles to a crossflow. Hirst presented a model of 
round, turbulent jets, discharged into flowing stratified environments. 
Hirst's model is the most general in that it allows the discharge to be 
arbitrarily injected at any angle. 

3. Axis of Reference 

Figure 6.1 represents the axis of reference being used in this report. 
The X axis is in the direction or parallel to the ambient velocity, the z axis 
represents the vertical direction and is thus parallel to the buoyancy force, 
and the y axis is perpendicular to both the x and z axes and will represent 
some lateral axis. For example, if the discharge is into a river, the x axis 
will be in the direction of ambient flow, the y axis will represent the lateral 
location across the width of the river, and the z axis will represent the depth 
of the river. In addition, the s axis is located on the centerline of the jet. 
Also, two variables, r and (f, are used to represent the location in some plane 
A, which is perpendicular to the jet axis at some location, s. The variable r 
represents the radial distance from the centerline; 4> represents the angular 
rotation of the radial coordinate r. 

FIB 6.1. 

Schematic Diagram 
of Reference Axis. 

The main difference in t 
by Fan and by Hirst may be mo 
bottom and left-hand edges of 
tively, of the reference syst 
the system. Then, the z axis 
of it at the lower left-hand 
the s axis makes with the xy 
of the s axis on the xy plane 
the value of B is always 90 
in the plane bounded by the x 
coordinate of the jet axis is 

he ranges of applicability for the models developed 
re readily seen by a brief example. Consider the 
this page to represent the x and y axes, respec-

em. Hence, the page will form the xy plane of 
would be perpendicular to the page and coming out 
corner; 6 represents the angle that a tangent to 
plane; B represents the angle that the projection 
makes with the y axis. Hence, in Fan's model, 
and 6 may vary, so that the discharge is always 
and z axes. Physically, this means that the y 
constant. However, in Hirst's model, the jet may 
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be injected at any arbitrary value of B and 6, and the location of the jet axis 
will be related to all three coordinate axes. 

4. General Assumptions for Submerged Jet Models 

The general assumptions used in the development of this model were out­
lined by Fan.33 xhese assumptions hold true for all models presented in this 
chapter: 

a. Flows are steady. 
b. The fluids are incompressible. 
c. Variations of fluid density throughout the flow field are small com­

pared with the reference density chosen. The variation of density can be 
neglected in considering inertia terms, but it must be included in gravity 
terms. Since the variation in density is assumed small, this leads to the 
approximation that the conservation of mass flux can be replaced by the 
conservation of volume flux. 

d. Within the range of variation, the density of the fluid is assumed to 
be a linear function of salt concentration or heat content above the reference 
level. This is a reasonable assumption for temperatures between about 60 and 
100°F. 

e. Flow in both the jet and ambient fluids is fully turbulent, as exhibited 
by high values of the Reynolds numbers, Rej and Rea. Transport by molecular 
motion is then negligible. 

f. Pressure is hydrostatic throughout the flow field. 
g. Curvature of the trajectory of the jet is small. In other words, the 

ratio of the local characteristic width of the jet to the radius of curvature 
is small. The effect of curvature can be neglected. 

h. The velocity profiles are similar at all cross sections normal to the 
jet trajectory. When similarity is assumed, that means that all profiles can 
be described with the same mathematical function.. For example, Morton et al.^^ 
assume similarity for the velocity profiles and assume the distribution is 
"tophat"; i.e., the velocity profile is uniform in a particular plane of the 
jet. The most commonly chosen similar profile is the Gaussian, or bell-shaped, 
curve. Similarity is also presumed for profiles of buoyancy and concentration 
of any tracer. Fan38 presents evidence to support the assumption of similarity 
in concentration profiles taken in the vertical direction. This physically 
implies a unimodal or Gaussian distribution. The assumption of similar profiles 
facilitates the integration of the equations that describe the jets. However, 
if experience indicates that some profile other than Gaussian exists, it should 
be used in the integration of the equations. Typical specific forms of the 
profiles are given in the next two sections. 

The analysis applies only to the ZOEF, where all the profiles are fully 
developed. ZOFE and ZOEF were discussed in Chapter V, and their importance to 
practical application of submerged jets is presented in Sec. F.l, K.2.a, Q.I, 
and Q.2 of this chapter. 

5. Entrainment in Submerged Jets 

Morton et al. first proposed an entrainment mechanism to account for the 
dilution and spreading of jets. They reasoned that the rate of entrainment 
of fluid at any height is proportional to a characteristic velocity at that 
height. The physical environment (stagnant versus flowing environment) into 
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which the jet issues will determine the form the characteristic velocity will 
take. When a stream of fluid comes into contact with another stream at an 
angle or at a different velocity, eddies (added turbulence) are generated. 
These eddies cause the transfer of matter into the jet. This transfer of matter 
can be characterized by velocities proportional to the relative velocities of 
the two streams. Fan38 uses the following equation to relate the rate of change 
of volumetric flux to the entrainment of fluid from the ambient environment: 

|S = 27Tba |Uj - Ual, (6.1) 

where Q = volumetric flux, 

c( = coefficient of entrainment, 

U^ = velocity of jet at the centerline, 

Ua = ambient velocity, and 

b = a characteristic length described by Eq. 6.4 (p. 188). 

The velocity difference is a vector difference, meaning that the angle 
is included. Physically, Eq. 6.1 means that ambient fluid is gathered into 
the jet at a rate proportional to the difference in jet and ambient velocities. 
The proportionality constant is called the coefficient of entrainment, a. 
Further detail on the entrainment concept appears in Chapter V. 

For a simple Jet, the coefficient, a, is assumed constant. Albertson 
et al. find the value of a = 0.057. A simple jet is one in which the momentum 
forces are much larger than the buoyancy force or there are not any buoyancy 
forces to consider. A simple plume is characterized by a turbulent flow pattern 
generated by a continuous source of buoyancy, e.g., a smoke cloud from a fire. 
Rouse et al.^^'' found that a was constant and equal to 0.082 for such simple 
plumes. 

Hirst considers the entrainment relationship to consist of three different 
parameters based upon observations by Morton et al. ,32 Fan, 38 Fox,'*3 and Hoult 
et al.^" Hirst reasons that the entrainment function should depend on the 
following factors: 

a. Local mean flow conditions within the jet, Uj and b. 
b. Local buoyancy within the jet, as defined by F L , the local densimetric 

Froude number. 
c. Velocity ratio, k = Uo/Ua. 
d. Initial jet orientation, g^ and 0' 
e. Ambient turbulence. 

Hirst uses data from previously published reports to choose the best 
values of entrainment coefficients. The following equation is developed to 
include as many of the factors outlined above as possible, based on an 
optimum fit to available data: 
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Zr - (o.057 + ' - ' i r ') 
(6.2) 

b|Uj - Uai + 9.0Uab /l - (sin B* cos 0)2 

where E^ = rate at which ambient fluid is entrained, 

FL = local densimetric Froude number, defined as 

FL = -—::zz=z . (6.3) 
/g(Ap/po)b 

UJ = local jet centerline velocity, 

Ap = Pa - p. 

Pa = ambient density, 

B* = 90° - B, 

p = jet centerline density, 

Po = reference density, 

g = gravitational acceleration, and 

b = characteristic length defined by Eq. 6.4. 

The physical implications of Eq. 6.2 should be reviewed. Consider the 
fairly typical case in which B = 90°. For this case, the value of the square 
root in Eq. 6.2 becomes 1.0. Therefore, the angle 0 shows up in only one term. 
As 0 nears zero, sin 0 approaches zero, thereby indicating decreased entrain­
ment. This corresponds to the jet becoming parallel to the ambient velocity, 
thereby reducing the "disturbance" and hence the generated turbulence. As the 
local densimetric Froude number, F L , increases, entrainment also decreases. 
This differs from the situation with surface discharges discussed in Chapter 2, 
where entrainment increased with increasing Fj. However, in a submerged 
discharge, the velocity, and hence the mixing, can be increased by buoyant 
forces acting to push the heated plume toward the surface. Many of the data 
sets used by Hirst in developing Eq. 6.2 are for OQ = 90° (in the vertical 
direction). Higher values of FL imply lower values of Ap, or a lesser influ­
ence of buoyancy. Lesser buoyancy causes the jet to rise through the ambient 
fluid with a smaller velocity, decreasing mixing. Equation 5.2, like 6.1, 
indicates greater mixing for greater vector velocity differences. 

Recall that in a surface jet, the ambient current is assumed to generate 
a lateral circulation in the jet, as shown in Fig. 5.1. A similar phenomenon 
is experienced for submerged jets. Figure 6.2 is a simplified view of a cross 
section through a jet, showing counterrotatlng vortices. Those vortices are 
formed as the ambient fluid flows past the edges of the jet and tends to pull 
the jet fluid in the direction of ambient flow. This section shape is 
frequently called a "horseshoe" shape. Fan38 observes this "horseshoe" pattern 
in experimental studies. He finds that the concentration profile in the lateral 



Fig. 6.2. 

Schematic of a Simplified Section of a 
Jet with Counterrotatlng Vortices. 

direction is blmodal, i.e., two regions with a maximum concentration. However, 
the vertical concentration profile shows only one maximum, and it can be approxi­
mated with a Gaussian distribution. Hence, the assumption of an axisymmetric 
jet with a Gaussian distribution of velocity or concentration profiles is a 
simplification and is reflected in the values of a used for the given model. 
Flatten and Keffer'33 include an additional entrainment coefficient to account 
for the entrainment due to the counterrotatlng vortices, and this is the origin 
of the last term in Eq. 6.2. Therefore, an increase in Ug should result in 
increased mixing by vortex action. 

Equation 6.2 does not account for one item Hirst considers important, 
ambient turbulence. On the other hand, Davis23 believes that this item is not 
important for a vertical jet. The omission of the ambient turbulence term is, 
however, a major drawback when using the Hirst model for coflowing discharges 
under some conditions. This aspect is discussed in Sec. VI.L below. Coflowing 
simply means that the initial jet discharge is exactly parallel to Ua* 

The entrainment mechanisms discussed here do not account for the presence 
of any bottom or free-surface boundary. Due to limitation of the water available 
for entrainment, any such boundary will inhibit entrainment. Therefore, caution 
is urged in using models based on these entrainment mechanisms. All predictions 
must be checked for reasonableness. Especially in shallow water (submergence 
less than about 10 diameters), the free surface may play a major role in jet 
behavior. 

5. Typical Similar Profile—Velocity, Buoyancy and Tracer 

The velocity profiles are assumed to be similar and of Gaussian form above 
the ambient velocity component, Ua cos 0 sin 6, as shown in (the velocities 
used are shown in Fig. 6.3) 

u*(s,r,(|i) = Ua cos 0 sin B + u(s) exp(-r2/b2). (6.4) 
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where 

u*(s,r,(ti) = local jet velocity, 

Ua = ambient uniform velocity, 

u(s) = jet centerline velocity at s, and 

b = characteristic length. 

This assumption is used by Baca'3 and Hirst. 3'* The initial velocity of the 
jet, relative to a stationary body, is the jet velocity as it is discharged 
from the jet port of the diffuser, plus the component of the ambient velocity 
parallel to the jet axis. Figure 6.3 illustrates the physical meaning of 
Eq. 5.4 and the assumption of similar velocity profiles. Sections A-A and 
B-B are representative sections along the s axis. The uniform segment at each 
section is the component of ambient velocity, which exists whether a jet is 
discharged or not. The bell-shaped segment is the jet-induced component of 
velocity. 

Fig. 6.3. 

Typical Jet Cross Section for 
a Discharge into a Flowing, 
Ambient, Environment. 
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The buoyancy profiles are also frequently assumed to be Gaussian. In 
general, the equation for the buoyancy profiles in a linearly stratified 
environment is 

3*(s,r,())) - p*(s,r,i))) P.,(s) - p(s) 
exp [-r2/(Ab)2], (6.5) 



where Ab = the characteristic length of the profiles, 

pg = local ambient density, 

p* = local density within a jet, 

Po = reference density taken as Pa(0), and 

p = density along the jet axis. 

The quantity x2 is the turbulent Schmidt number and is assumed constant. 
Fan uses A = 1.16 for a round, buoyant jet in a stagnant environment and 
A = 1.0 for a round, buoyant jet in a flowing environment. The significance 
of the value of A is that it relates the growth of the concentration or density 
profiles to the growth of the velocity profiles. Hirst states that A is a 
measure of the relative spreading of concentration and velocity profiles. 
Further comments on relative spreading rates appear in Sec. V.A.7. Profiles 
of a certain tracer concentration are also assumed similar and Gaussian: 

c*(r,s,()>) = c(s) exp[-r2/(Ab)2] , (6.6) 

in which c*(r,s,(t)) = local concentration of tracer, and c(s) = centerline 
concentration of jet. 

7. Pressure Drag 

When considering the discharge of heated waste water into a flowing environ­
ment, Fan38 reasons that the effect of the presence of the pressure field can 
be lumped into a gross drag term proportional to the square of the velocity 
component of the oncoming stream normal to the jet axis. This is analogous 
to the drag force created by fluid flow around a solid body. Fan considered 
C(j, the gross drag coefficient, to be a function of the ratio of the jet 
velocity to ambient velocity, k, and the densimetric Froude number, Fj. 
Abraham2 considers Cj = 0.3 for all cases. 

B. Development of the General Equations for a Round, Buoyant Jet 

The equations for the discharge of a round, buoyant jet into a linearly 
stratified flowing environment will be developed here. The purpose of showing 
the development is to illustrate the rather simple basis for the models to be 
discussed. One loses sight of the fundamental physical laws at work when a 
system of several lengthy, complex differential equations is thrust at him. 
The equations are therefore presented as an aid to going into any of the basic 
references on the models to be discussed (or similar models) and understanding 
their developments. In fact, the final form of the equations developed in this 
section is secondary to this understanding. Later applications to different 
systems will also aid in comprehension. For example, if the jet is discharged 
into a stagnant environment, then Ua = 0. This will greatly simplify the 
development of the equations. The basic approach applied by Fan,38 fan and 
Brooks,33 Morton et al.'^'^ and Baca" will be used. 

1. Equation of Continuity 

One basic relationship to be satisfied is that of continuity, or conserva­
tion of mass. The flow rate past one section of the jet must equal the flow 
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rate past an earlier section plus the fluid entrained by the jet between those 
sections. The flow rate, Q, past a given cross section is 

f u* dA, (6.7) 

in which /A implies an integral or summation over the entire cross section of 
the jet. The entrainment rate can be expressed by Eq. 5.1. The Gaussian 
profile shown in Eq. 6.4 enables evaluation of the integral in Eq. 5.7. This 
expression for Q can then be substituted into Eq. 6.1, which (after dividing 
by TT) results in 

4-[b2(2U, cos e sin B -̂  u) ] = 2ab(u2 sin2 6 sin2 B -1- u2)'/2. (6.8) ds a °-

The term to the one-half power on the right side of the equation is merely the 
expansion of the vector-velocity difference |Uj - Ua|. The term in brackets 
on the left side of the equation, if multiplied by TT, is equal to Q past the 
given section. Equation 6.8 is then merely an expression imposing conservation 
of mass on the system. In addition, the assumption is made that the densities 
are approximately the same and the mass flux can be approximated by the volumetric 
flux. Hence, the dilution can be found by dividing by the initial value of Q, 
namely Qo. 

2. Equation of Momentum 

The basic equation of momentum has historically been written as F = ma, 
where F represents the forces acting on a body, m ;Ls the mass of the object 
subjected to the forces, and a is the acceleration of the object. However, 
the more basic equation is written as 2F = d mv/dt, where mv represents the 
momentum of the object. Physically, this means that the sum of the imposed 
forces equals the rate of change of momentum. The imposed forces on a sub­
merged jet consist of pressure and buoyancy forces. In addition, for a jet 
gathering fluid from its surrounding environment, there will be a change of 
momentum due to the entrained fluid. Hence, the equations of momentum are 
written to account for the rate of change in momentum due to the imposed 
forces plus entrained ambient fluid. The approach taken here is to write the 
expression in terms of the three Cartesian directions: x, y, and z. 

In general, a jet discharged into a flowing stream will be deflected 
in the same direction as the flow. Fan adopts the premise that a jet into a 
flowing environment is deflected in the direction of flow for two reasons. 
First, the pressure drag already mentioned tends to deflect the jet somewhat 
as if it were a solid body. Second, the jet is entraining ambient fluid, which 
has a momentum in a direction other than along the jet centerline. For example, 
consider a jet discharged along the z axis and into an ambient velocity parallel 
to the X axis. The initially vertical jet will entrain ambient fluid having an 
x-momentum component and will be deflected in the x direction. In this develop­
ment, reference to Fig. 6.4 will aid in visualizing the force and entrained-
momentum components. The drag force can be taken33 gg 
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(6.9) 

velocity area 
component per 
squared length 

in which CJ is the gross drag coefficient. 

Fig. 6.4. 

Schematic Diagram of Ambient-velocity 
and Drag-force Components. 

momentum. Since the x axis was chosen to be in direction of the 
flow of ambient fluid, the only force acting on the jet will be a component 
of drag force, F Q , and there will be no entrained momentum component. Hence, 
the equation of y momentum is 

ds Jrp*u*(u A 
* cos e cos S)dA = F Q sin 9 cos 

Rate of change of 
y momentum 

Drag-force 
component in 
y direction 

(6.10) 

In this equation and others to follow, the superscript * implies the value of 
that parameter at any point in the jet cross section, while the nonsuperscript 
parameter implies the value on the jet centerline. For example, p* is the 
density at any point in the section (defined by the Gaussian curve) and p is 
the centerline density. Use of the assumed Gaussian profiles for velocity and 
density and letting p* = Pa = Po give 

d_ 
ds 

cos 6 cos B(2Ua cos 6 sin B -I- u)' 

1/2" b U2 sin 3 6 sin2 g, cos B 

(6.11) 
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b. x momentum. The momentum forces to consider in the x direction in­
clude the change in momentum due to the entrained ambient fluid and the drag 
force component in the x direction: 

4— fp *u*(u*cos e sin B)dA 
ds Jfp *u*(u* 

(6.12) 
p 2iTab U, U. - U I -I- F„ sin 9 sin B 

J 

Using the assumed similar profiles yields 

D 

d_ 
ds 

cos 9 sin B(2U3 cos 9 sin + u)2J 

f 
momentum 

C 
2c(b Ua(u2 sin2 e sin2 B -f u2)'/2 + -3- /T b U| 

(6.13) 

sin-" 

entrainment drag force 

c. z momentum. In the vertical direction, z, the change in momentum is 
due to the buoyancy flux or the density difference between the jet density and 
the ambient density. In addition, the drag force will have a vertical component. 
This is not limited to heated discharges or to Instances in which the waste is 
lighter than the receiving ambient fluid. It may also apply to discharges that 
are heavier than the receiving ambient waters, e.g., brine wastes. Anderson3 
conducted a laboratory investigation using Fan's model to predict the dilutions 
and trajectories of negatively buoyant jets in a flowing stream and found that 
Fan's model will predict the dilution and trajectory for a negatively buoyant 
jet into a flowing uniform environment. 

^ /• P*u*(u* sin 9)dA = f g(p* -p *)dA - F cos 9. (6.14) 
ds / I a D 

r p*u*(u* sin 9)dA = f 

Jk -4 

z momentum buoyancy drag force 

'it'-

(l( Subs t i tu t ing Eqs. 6 . 4 , 6 . 5 , and 6.9 i n t o Eq. 6.14 y i e l d s 

d_ 
ds 

-r- sin 9(2Ua cos 9 sin B -I-U)2J 
(6.15) 

gA2b2 ^S_I_P _ _i ,^ b U| sin2 e cos 9 sin2 g . 



The simplification is made by letting p* = pg, where Po is some reference density 
usually taken as the ambient density at the discharge port. 

Therefore, Eqs. 6.11, 6.13, and 6.15 are the three component expressions of 
Newton's second law, F = ma. Their complex appearance should not hide that fact. 

3. Density Deficiency 

A general expression can be written for the conservation of the density 
flux of a jet discharged into a flowing linearly stratified environment. The 
buoyancy flux (relative to the reference density P Q ) is no longer constant, 
because of the entrainment along the buoyant jet's edge. The rate of change 
of heat (or salt-deficiency) flux through a cross section of the plume equals 
the amount of heat or salt entrained from the ambient fluid. This physical 
fact can be written as 

d_ 
ds 

Jk 

->• ->• / • 2 - t r 

/ -u* (p^ - P*)dA =ab |Uj - Ugl / [Po - P* ( s ,b ,* ) ]d* . (6.16) 

Jk •^° 

Using assumed similarity profiles, the equation for the density deficiency 
yields 

^ rb2[(l -I- A2)Ua cos e sin B -I- u] (Pa - p)l = 

L -" (6.17) 
1 -I- A 2 <lPj, 
^5^-p— b2(2Ua cos 9 s in B -t- u ) ^ ^ • 

4. Continuity of Tracer 

The general expression will be written to conserve the tracer in the jet 
(salt, temperature, or whatever). Conservation of tracer requires that the rate 
of change of tracer flux along the jet axis must equal zero. That is, 

^ r c*u*dA = 0. (6.18) 
ds ' i 

Use of the assumed similarity relations for tracer and velocity enables 
evaluation of Eq. 6.18 and its direct integration to yield 

b2[(l -1- A2)Ua cos 9 sin 6 -̂  u]c = constant. (6.19) 
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If the discharge consists of salt water and is discharged into an estuary 
with a salinity gradient, Eq. 5.19 will not apply. Hirst's model3'* does, 
however, account for the discharge into an environment with a salinity gradient. 

5. Geometric Relationships 

In addition to the equations already developed, three geometric 
relationships exist, namely. 

dx „ ^^20) 

^ = cos 9 cos B, (5.21) 
as 

and 

7^ = sin e. (6.22) 
ds 

This yields nine first-order, ordinary differential equations (Eqs. 5.8, 
6.11, 6.13, 6.15, 6.17, 6.19, 6.20, 6.21, and 6.22) with nine unknowns: u, b, 
c, (Pa - P)> S> S, X, y, and z. When these equations are finally used in a 
specific occasion, the boundary conditions allow one to simplify the equations 
and arrive at those commonly reported by other authors. In addition, a closer 
look at the Hirst model will be made when the case of a round buoyant jet dis­
charged into a flowing, stratified environment is studied. Hirst's model applies 
equally well to discharges into a stagnant environment. 

6. Conclusions 

A typical nine-equation system has been developed for submerged jets. 
Three equations arise from Newton's second law; three from conservation of 
mass, density deficiency, and tracer; and three from simple geometry relation­
ships. The reader should understand the physical bases for the equations, 
rather than the detailed formulation. The detailed formulation may be important 
in understanding the basic references on given models. An understanding of the 
formulations will not, however, be necessary for a reading of the remaining 
sections on submerged discharges. 

C. Round, Buoyant Jets in a Stagnant Environment 

A jet may be discharged into a stagnant body of water that has a uniform, 
linear, or some arbitrary density profile. In most models that include ambient 
stratification, a linear profile is used for mathematical simplification. In 
a uniform environment, the jet is initially deflected upward because of the 
vertical momentum due to the action of the buoyant force. As the jet rises, 
its width increases and it entrains ambient fluid. In the linearly stratified 
environment, the density of the ambient fluid decreases with height from the 
discharge point. Consequently, the jet will entrain ambient fluid that could 
be equal to or less than the density of the jet. Hence, the jet will eventually 
become heavier than the ambient fluid. The jet will reach a point of neutral 
buoyancy (local jet density and ambient density are equal), but may continue 
past this point due to remaining vertical momentum flux. As the jet continues 
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past the point of neutral buoyancy, the jet becomes heavier and tends to sink. 
Figure 2.4 illustrates this point. The point at which the vertical momentum 
flux vanishes is called the terminal point (zj-,Xf-). The jet half-width at 
the terminal location is wj-. Figure 6.5 represents a round jet in a uniform 
environment and a linearly stratified environment. 
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Schematic Diagrams of Round, 
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In a Stagnant environment, a basic consideration is that the ambient 
velocity equal 0. Hence, the x and y axes can be interchanged without any 
loss of generality. In addition, the angle 6 will be constant and equal to 
90°. However, 9 will be a variable along the jet axis, with an initial value 
of 9o at the orifice and 9o at the end of the ZOFE. Two separate cases are 
discussed for stagnant discharges: a uniform receiving environment and a 
linearly stratified receiving environment. The basic equations are frequently 
made dimensionless to help make the solutions applicable to a broader range 
of cases. Where needed, important normalized (dimensionless) parameters are 
introduced. 

D. Round, Buoyant Jets in a Stagnant Uniform Environment 

1. Basic Equations 

The discharge of heated waste water into a uniform environment implies 
that Pa = Po - constant and that dpg/ds = 0. This factor, coupled with Ug = 0, 
reduces the basic equations for this case. 

Fan and Brooks3' present the equations in dimensionless form so that one 
solution may be scaled to fit any number of situations. There are essentially 
seven equations to be solved. The set of parameters, u, c, (po - p ) , 9, b, x, 
and z, can be determined by solving the system of simultaneous first-order 
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ordinary differential equations. This is simple enough for a uniform or linearly 
stratified case. Figures 6.6 and 6.7 illustrate the solution of the equations 
for a round, buoyant jet discharged horizontally into a stagnant, uniform 
environment. As noted by Ditmars,33 if the density profile is not linear, 
each case must be solved individually. This should present no problem, however. 
Ditmars has a computer program to solve the case of an arbitrarily stratified 
stagnant environment. 

2. Normalization of Governing Parameters 

a. Introduction. The parameters Fan uses as normalizing parameters to 
interpret Figs. 6.6 and 6.7 are as follows. The volume flux parameter, y, for 
a round buoyant jet in a stagnant uniform environment is simply a ratio of the 
volume flux (ub2) to the initial volume flux or discharge (Uobo2) of the jet 
at the end of ZOFE; i.e.. 

ub2/(Uob§). (6.23) 

Another important measure of jet development is the momentum flux, ex­
pressed generally as u^b^. A dimensionless parameter, m, is introduced to 
give the ratio of the momentum flux past any section to some normalizing 
momentum flux value at the end of the ZOFE: 
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gA2u3b3(p^ - Pl) 

4/2 ap 

-2/b ^2^2 
(6.24) 

Dimensionless coordinates are also introduced, but they are not needed for 

the current discussion. 

Fig. 6.7 

Dilution of Round, Buoyant 
Jets in Stagnant, Uniform 
Environment: G' = 0°.39 
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Figure 6.6 is a graph of the trajectories for horizontal jets with Fj 
varying from 1 to 128. As expected, the discharges with lower values of Fj 
rise more quickly to the surface, due to increased buoyancy. The cross lines 
in Fig. 6.6 enable one to locate the occurrence of various widths, b, along 
the jet axis. Figure 6.7 illustrates the dilution D, as a function of z, 
the distance above the discharge point, and mo, the initial value of the 
momentum flux parameters. Fan relates mo to the densimetric Froude number by 

{¥)'" k/5 
(6.25) 

where a = entrainment coefficient, and 

A = spreading ratio. 

To facilitate its solution, the equation system must be given a set of 
boundary conditions. In this case, the values of u, b, p, 9, c, x, and z take 
on the values they have at the end of the ZOFE, namely U Q , bo, Pi, 9o, C Q , xe, 
and Zg. Frequently, for convenience, xe and Zg are used as zero inside the 
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numerical-integration computer program. The equations are Integrated with 
respect to s, the axial distance, beginning at s = 0; bg may be solved in terms 
of Do, the initial jet diameter, by equating the momentum at the orifice to the 
momentum at the end of the ZOFE. This yields 

D 

bo = — . (6.26) 
/2 

Hence, to solve the above equations for a real physical situation, the needed 
input values are (a) the initial jet velocity Uo, (b) the initial jet diameter 
DQ (orifice diameter), (c) the initial concentration Co or ATQ, (d) the initial 
density of a jet at pj, (e) the initial density of ambient fluid at jet dis­
charge, 9o. Figures 5.6 and 6.7 represent the jet trajectories, jet half-width, 
and jet dilution for a buoyant, round jet issued horizontally. 

b. Cederwall's Solution. Cederwall22 presents solutions for horizontal 
jet diffusion into a stagnant, uniform environment. The equation can be used 
to give a quick estimate and comparison with the previous techniques discussed. 
Figure 6.8 presents comparative theoretical solutions for the prediction of 
the dilution at various depths. The dilution, D, is a function of the jet 
densimetric Froude number and of the submergence of the discharge z/Do. For 
z/Do < Fj/2, 

D = 0.54 Fj[z/(DoFj)]^/'3. (6.27) 

For z/Do * ^j/2. 

0 . 6 5 ^ : 0.38 —-;- + 0.66| = '3. (6.28) 

3. Time of Exposure 

The time an organism is subjected to a given temperature rise is of concern 
to many biologists, engineers, and other environmentalists. Computation of 
time of exposure has been outlined in Chapter V. Similar procedures are used 
here. The total time consists of three components: time in the conduit, time 
in the ZOFE, and time in the ZOEF. 
estimate of time in the ZOFE is 

TzoFE = 6 . 2 Do/Uo , (6.29) 

where TzOFE ~ time in the ZOFE, 

Do = orifice diameter, and 

Uo = initial jet discharge velocity. 
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The value of T20EF ""̂ y ^^ solved in terms of the dimensionless parameters 
as shown in 

TzOEF 

m3/2D /•; 
o o / 

2/2" aU„-^ 
d? , (6.30 

in which ^^ is the dimensionless jet distance (along the axis) of concern. 
An example of a similar equation developed for submerged jets in a cross flow 
will be used later and will Illustrate this application. Hence, 

Tt - 7;̂  L,/D„ -I- 6.2 + 

ni3/2 
o 

2/2" 

_ r ^ c ^ 
/ m 

a Jo 

dC (6.31 

in which L̂ , is the length of the conduit. 
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K. Discharge of a Round, Buoyant Jet into a Stagnant, 
Linearly Stratified Environment 

1. Basic Equations 

In a linearly density-stratified environment, dpa/ds # 0. Hence, the z-
momentum and density-deficiency equations used for the uniform environment must 
be changed. Other equations remain the same. The Initial conditions are the 
same as those for the equations for a uniform environment. However, Fan 
introduces a new set of dimensionless parameters to use his graphs. 

2. Fan and Brooks' Solution 

Fan and Brooks33 nondimensionalize the basic equations, solve them numeri­
cally, and present representative results in graphical form. They introduce 
three dimensionless parameters: the volume-flux parameter, p; momentum-flux 
parameter, m; and a buoyancy-flux parameter. These parameters represent the 
rate of growth of the appropriate flux as one proceeds along the jet. Growth 
of the volume-flux parameter, for example, implies dilution of the jet, as more 
fluid is flowing in the jet due to entrainment. 

There are three relevant parameters for the solution of a round, buoyant 
jet discharged into a linearly stratified environment: Po> ™o' "̂'̂  ®0' These 
represent the jet flow rate, jet momentum flux, and jet angle at the end of the 
ZOFE. Means of calculating \1Q and mo from jet characteristics such as Fj , etc., 
are introduced and used in an example in Sec. VI.F.2.a below. The parameters 
(p, m, n, C, and S) will all be defined at that point. Use of the results 
shown in Figs. 6.9-6.11 are also illustrated in that example. Fan and Brooks 
present Figs. 6.9-6.11 to Illustrate the influence of the initial angle of 
discharge on the terminal jet height, Ct> terminal'horizontal coordinate, r)(-, 
and terminal volume-flux parameter, p^* ^s a function of \1Q and mo. Several 
such figures are available in Fan and Brooks. For situations that are not 
covered by Fan and Brooks, the nondimensional equations are available and can 
be numerically integrated. 

3. Ditmars' Solution 

Ditmars33 presents another form of the equations by Fan and Brooks in 
terms of the variables u, b, c, Pa - P, x, z, and 0. Ditmars' computer 
program allows one to use any gravitationally stable density profile. However, 
the density profile must be divided at any number of arbitrarily selected 
points (that best fit the actual profile) and calculated as linear between 
those points. In a sense, an arbitrary density profile is approximated by 
a series of linear density profiles. An example worked by Ditmars to illus­
trate this is shown in Fig. 6.12, where the real density profile consists of 
three linearly varying profiles. Ditmars' solution is applicable also to 
simple momentum jets (pa - p = 0) and jets discharged into a uniform environ­
ment (dpa/dz = 0 ) . However, as noted by Ditmars, these equations are not valid 
for the simple plume (Uo = 0 ) , which requires that the initial momentum flux 
be equal to zero. 
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4. SYMJET and PLUME Models 

PLUME is a model developed by Baumgartner et al.^^^ and capable of treating 
plume behavior in an arbitrarily density-stratified ambient fluid. Any jet 

Fig. 6.9 

Terminal Height of Rise Ct f°f 
Horizontal, Round, Buoyant Jets 
(0' = 0°) in a Linearly Density-
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angle can be handled. A model developed by Trent and Welty,'33a called SYMJET, 
solves the equations of mass, momentum, and energy transport by finite-difference 
techniques. Axisymmetric jets discharging vertically into a stagnant, stratified 
ambient fluid are treated. Both PLUME and SYMJET are worthy of review. 

5. Time of Exposure 

The approach in Sec. VI.D.3 for a uniform environment can be used here. 
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With the method used to derive Eq. 6.30, the following expression can be 
obtained for the time in the ZOEF: 

T z O E F = * ? ^ r ^ > < i ^ . (̂-̂^̂  
o o Jo /m 

where 6 = scale factor defined by 

5 = {/A"/[2^(l -H A2)3/8]|F1/'*T3/8 , (6.33) 

Fj = densimetric Froude number defined by Eq. 2.1, 

T = stratification parameter, 

P. - Pl 

-Do dPa/dz 

Po = ambient density at point of interest, 

Pl = initial jet density, 

mo = initial value of momentum-flux parameter, and 

Po = initial value of volumetric-flux parameter. 

Hence, the total time from condenser to some contour of interest for a heated 
discharge into a stagnant, linearly stratified environment is expressed in 

Tt=TrlK^-6-2-^r^^dc) . (6.35) 
o ^ 0 /m / 

These estimates are best obtained by running a computer program for solution 
of the system of equations and performing the indicated integration in Eq. 6.35 
simultaneously. 

In reviewing Eq. 6.34, note that T describes the extent of stratification. 
At the one extreme, if the environment has a uniform density, dPa/dz = 0, 
implying that T approaches infinity. As the stratification becomes stronger, 
T will decrease. 

F. Round, Buoyant Jets in a Stagnant Environment— 
Application to a Practical Problem 

I. Round, Buoyant, Jet into a Stagnant, Uniform Environment 

When the jet theory of heated waste discharges is applied to a practical 
problem, the region of ZOFE as previously described is the region immediately 
beyond the diffuser in which the mean flow profile undergoes a transition from 
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a uniform distribution to a free, turbulent distribution, often something like 
a Gaussian distribution. Fan and Brooks33 use values of the length of the ZOFE 
reported by Albertson et al.^ 

Se/Do = 6.2 (5.10) 

Equation 5.10 was developed for a round, nonbuoyant jet, discharged horizontally; 
however. Fan and Brooks assume this relationship will also apply to an inclined, 
round, buoyant jet into a stagnant environment. The coordinates Xe and Zg at 
the end of the ZOFE are evaluated as follows: 

and 
Xe/Do = 5.2 cos 9^ (6.36) 

Zg/Do = 5.2 sin 9^ . (6.37) 

When the discharge is into a stagnant environment, the initial angle of inclina­
tion at the discharge point, 9o, and the angle at the end of the ZOFE, 9o, are 
assumed to be the same. A correction must also be made to the centerline 
concentration value, since ambient fluid is being entrained while the concen­
tration distribution is changed from a "tophat" to the Gaussian distribution 
faster than the change in the velocity profiles. 

The length of the establishment zone of a concentration profile is shorter 
than for the establishment of velocity profiles, since scalar properties diffuse 
more rapidly than momentum in free turbulent flows. Fan and Brooks, using the 
continuity relationship, have shown that the initial concentration of the tracer 
in the ZOFE should be modified as 

1 -t- A^ 
(6.38) 

Figure 6.13 shows the relationships for jet half-width and dilution at the 
beginning of the ZOEF, 0, to variables at the initial jet discharge structure, 
0'. The dilution ratio, D, with respect to the initial concentrations at the 
discharge point 0', is 

" D. =^2A ^ _ (̂ _3ĝ  
1 -H A2 ""1 1 -1- A2 

in which Dj^ = unadjusted dilution. 

All that is needed to solve a practical problem is to know what values of 
a and A to use. Fan suggests values of a = 0.082 and A = 1.16 based on 
results obtained from Rouse et aJ."^ However, a = 0.083 was obtained from 
data on a simple plume. Cederwall22 contends that the entrainment coefficient 
should vary as the local densimetric Froude number, F L , defined by Eq. 6.3 
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changes. Hirst3'* adopted the same approach, as shown in Eq. 6.2. However, 
Fan38 presents experimental results that verify the use of a = 0.082 for a 
round, buoyant jet discharged into a stagnant, stratified environment. For a 
simple jet (mo = ">, Fj = ">), Fan and Brooks39 suggest the best choice of 
a = 0.057, based on the results of Albertson et al.^ Hence, the substitution 
of a = 0.082 and A = 1.16 into Eqs. 6.25 and 6.39 yields 

and 

= 1.15 Di = 1.15 M 

mo = 0.374 F^/3 . 

(6.40) 

(6.41) 

In addition, the physical x and z coordinates can be related to the 

dimensionless parameters by 

and 
x/Do = 4.32n>4^ 

z/Do = 4.32Cv^ 

(6.42) 

(6.43) 

For a practical example, consider a thermal discharge, 160 ft below the 
surface of a lake, discharged horizontally from a single, round port. This 
is a deeply submerged discharge, but the techniques applied here will be the 
same for less deeply submerged discharges. Consider the critical condition in 
the lake as occurring when the average velocity of the lake is zero. The 
temperature of the lake is 59°F, and the temperature rise across the condensers 
is 18°F. Therefore, the temperature of the heated waste waters is 77°F. The 
power plant is a 1000-MW plant with an operational efficiency of £ = 33%. The 
diameter of the discharge port is 16 ft. What is the temperature of the jet 
as it reaches the surface? 

To solve this problem, seven steps must be followed. In most cases, 
however, the engineer will have sufficient information so that he can begin 
with step three. 
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(1) Values of a = 0.082 and X = 1.16 will be used to evaluate this dis­
charge. Also, 9o will be 0°. The total heat rejected to the receiving body 
of water can be calculated from 

^rejected = Hp^ant ("T" " """ j ' (6.44) 

where 

••rejected ^ ^^^*^ rejected by plant, 

Hpiant - rated capacity of plant, and 

e = operational efficiency of plant, percent. 

Hence, the heat rejected by the plant is 

"rejected = "00 ^ [W " M 2000 MW 

Converting this to Btu/hr yields , 

"rejected = ^000 MW x 3.41 x lo^ Btu/MW-hr = 6.8 x lo3 Btu/hr . 

(2) The required flow rate of the heated discharge, Qp, can be calculated 
to give an 18°F rise, by using 

"rejected = PoS'^P^^'^) ^ ^^-^^^ 

where Po = ambient density at the discharge port, 

Cp = specific heat capacity of water, approximately 1.0 Btu/lbj,-°F, 

Qp = flow rate of discharge, cfs, and 

AT = the difference in discharge temperature and the ambient 
temperature at the discharge port, °F. 

Therefore, 

Q = (6.8 X 103)/[(0.99913)(62.4)(1.0)(18)(3600)] = 1700 cfs , 

where Pg = 0.9913 for 59°F. Thus, 1700 cfs is the flow needed to yield the 
initial temperature rise specified. 

(3) The initial velocity of the discharge can be calculated using the 
continuity relationship expressed by 
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Q = UoAp , (6-46) 

where Uo = initial jet discharge velocity, and 

Ap = area of discharge port, ft . 

This leads to 

Uo = 1700/[Ti(16)2/4] = 8.5 fps . 

(4) To enter the Figs. 6.6 and 6.7, mo must be evaluated. The densimetric 

Froude number, Fj, can be calculated using Eq. 2.1: 

-Ai5 = 8.3 , 

V p„ - P l /(0.00206)(32.2)(16) 

where pi = 0.99707 for 77°F and 

Po = 0.9913 for 59°F. 

Using Eq. 6.41, we can calculate mo: 

mo = 0.374F'*/3 = (0.374) (5.45) = 2.0 

(5) Since the diameter of the jet orifice is known to be 16 ft, the 
components of the length of the ZOFE can now be calculated using Eqs. 5.35 
and 6.37: 

xe = (6.2)(16 ft)(cos 0°) = 99 ft; 

Zg = (6.2)(16 ft)(sin 0°) = 0 ft . 

Since the depth of the jet submergence is 160 ft, the vertical distance from 
the end of the ZOFE to the surface will be 160 ft. 

(6) Using Eq. 6.43, we can calculate the ordinate for Figs. 6.6 and 6.7: 

Kt^ = (0.232) (160/16) = 2.32 . 

Now enter Fig. 6.7 and use mo = 2.0 and 5 > ^ = 2.32 to find the dilution at 
the surface. 
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Di = 6 . 

To calculate the corresponding dilution with reference to the discharge port, 
use Eq. 6.40: 

D = 1.15 Di = 1.15(6) = 6.9 . 

(7) Since the concentration of tracer is assumed to be a linear function 
of heat or salt content, the temperature rise at the surface can be calculated 
using 

^Tsurface = ̂ T/D = 18/6.9 = 2.6°F . (6.47) 

Then the centerline temperature of the jet when it reaches the surface will be 
61.6°F. 

Two other important considerations are (1) the horizontal distance between 
the discharge port and the centerline when the jet surfaces, and (2) the jet 
width at the surface. Using Fig. 6.6 and remembering that i^m^ = 2.32, mg = 2.0, 
and Fj = 8.3, we can find the value of n^i^ = 4 and b/bg = 5. Then, from 
Eq. 6.42, 

X = (4.32)(n/i;^ )Do = (4.32)(4)(16) = 278 ft . 

Therefore, the total distance is 278 -I- 99 = 377 ft from the discharge structure. 
The width of the jet can be calculated as follows:» 

By substitution, the width is found to be 80 ft, as follows: 

w = (5)(16) = 80 ft . 

Now for comparison of models to predict the dilution, use the equations 
developed by Cederwall.22 TO use Eqs. 6.27 and 6.28, first calculate 

Z/DQ = 150/16 = 10.0 
and 

0.5Fj = (0.5)(8.3) = 4.15 
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Use Eq. 6.28, since Z/DQ > 0.5 Fj. Hence, 

D = 0.54(8.3) (o.38 x ^ ^ - 1 - 0.66) 3/3 = 5.5 = 6 
8.3 

Reading from Fig. 6.8 yields D < 10. Had Cederwall's model included an adjust­
ment for the ZOFE, the two models might have given more similar results. 

2. Round, Buoyant Jets into a Stagnant, Stratified Environment 

a. Fan and Brooks Solution. For a linearly stratified environment, a 
parameter, T, called the stratification parameter, is introduced in Eq. 6.34. 
Hence, the inclined-buoyant-jet problem in a linearly stratified environment 
is dependent or characterized by three parameters, Fj, T, and 9o. Parameters 
mo and MQ ate related to Fj and T as follows: 

(1 -I- A2)F2 

mo = 4 l ^ r ^ (̂ -"J 
and 

(1 + A2)5/8J1/4 

-̂  (6.48) 
2<,I/2A3/2X5/ 

Fan uses the scale factor defined by Eq. 6.33 to relate the nondimensional 
vertical and horizontal distance to the x/Do and z/Do values: 

5- = «1 (6.49) 
and 

§^= «? • (6.50) 

The scale factor, S, relates the coordinates distances on the jet trajectory 
to T, the stratification parameter and Fj, the densimetric Froude number. 

The relationship for a ZOEF is the same as for a jet into a uniform 
environment. Using a = 0.082 and A = 1.16 and substituting into the appro­
priate equations, the relevant parameters mo and Po are related to F and T 
as follows: 

D = 1.15M/yo . (6.51) 

™o = 0.324F2/T , (6.52) 

^^j Po = 2.38F'/VT3/3 , (653) 

i = 1.37F'/'*T3/3 . ^,3,) 
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The d imensionless j e t h a l f - w i d t h , ft, i s defined by 

w = w/6Do (6.55) 
and , 

w = 0 .232p/ho ' ' ' * , (6.56) 

where ho = initial horizontal momentum flux component, m^ cos2 9o. At the 
terminal point (indicated by subscript t ) , 

Dt = 1.15pt/)Jo (6-57) 
and , 

w = 0.232pt/hl''* . (6.58) 

For a practical example, consider the discharge in the previous example, 
except that this time the discharge is into a stratified environment. Consider 
the surface temperature of the water to be 73.5°F. 

Tsurface = 73.5°F, Ps = 0.99755 at z = 160 ft; 

To = 59°F, Po = 0.99913 at z = 0 ft. 

In this case, there are nine steps to follow: 

(1) Calculate the slope of the normalized density profile. 

1 '̂''a _ 0.99755 - 0.99913 _ 5 ..-' 
" ^ d i 0.99913(150-0) - !"< " " . 

(2) Recalling the following physical variables of the discharge: 

60 = 0° , 

Do = 16 ft , 
and 

Uo = 8.5 fps . 

Allow Fj = 8.3 and T as calculated using Eq. 6.34: 

^ Po ~ P' ^ 0.00206 = 1, q 
' -•- ^ 16(0.99913)(10-5) -̂ -̂̂  

». (- ^ ) 
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(3) From Eqs. 6.52-6.54, the values of mo, Po. and 6 can be calculated: 

mo = 0.324F?/T = 0.324(8.3)2/12.9 = 1.73 , 

Po = 2.38F1/'*/T5/8 = 2.38(1.7)/(4.95) = 0.82, 

6 = 1.37F!/'*T3/8 = 1.37(1.7)(2.61) = 6.1 , 

and 
ho = mo cos^ 9o = 1.73 . 

(4) Using the calculated values of mo and Uo> enter Figs. 6.9-6.11 to 

solve for Kt, i f and u^' respectively. 

(5) The terminal height of rise is C,i = 0.8. From Eq. 6.50, 

zt = Do65t = 16(6.05)(0.8) = 78 ft . 

(6) The vertical distance from discharge port is z^ -̂  6.2 (Do) sin 9o = 78 f 

(7) The terminal horizontal coordinate is nt = 2.4. From Eq. 6.49, 

xt = Do6nt = 16(6.1)(2.4) = 234 ft . 

(8) The horizontal distance from the discharge port is Xt + 6.2 Do cos Sg 

= 333 ft. 

(9) Since the terminal dilution is y^ = 3.8, the dilution with respect to 
the discharge can be calculated by Eq. 6.57, as follows: 

Dt = 1.15(3.8)7(0.82) = 5.3 . 

To determine if the jet remains submerged, the jet-terminal half-width can be 
calculated using Eq. 6.58: 

Wt = 0.232yt/hy'* = 0. 232 (3.8) / (1. 73) '/'* = 0.77 
and 

Wt = 6wtDo = 6.1(0.77)(16) = 75 ft . 

The outer edge of the jet is located at a distance of 78 -I- 75 = 153 ft from 
the discharge port. Hence, the jet will remain submerged, since 153 ft is 
less than 160 ft. 

The dilution of the jet discharged into the stagnant linearly stratified 
environment is less than the dilution of a jet discharged into a stagnant. 
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uniform environment. This is not hard to understand since the terminal height 
of the jet into the stratified environment is less than the submergence of the 
discharge or, essentially, the jet does not travel as far in the stratified 
medium. Physically, the ability to entrain the ambient fluid is less. In 
addition, as the jet into a stratified environment approaches its terminal 
height, it is beginning to entrain fluid near its own density. 

b. Hirst's Model. Hirst's model,3"* as well as that by Fan and Brooks, 
can be used to predict the dilution and trajectory of buoyant jets into stag­
nant uniform or stratified environments. Hirst has a computer program and 
input instructions that are available upon request and will not be discussed 
here. However, the analysis of the example problem is conducted to compare 
the results obtained by the methods of Fan and Brooks, 33 Hirst, 3'* and 
Cederwall.22 xhe pertinent parameters for comparison are dilution ratio, 
jet trajectory, and terminal locations, depending on which application is 
made. Hirst's model predicts the decay of the temperature ratio (AT/ATo) in 
Fig. 6.14 for a buoyant-jet discharge into a uniform environment. Ta is the 
uniform ambient temperature, and T Q is the Initial temperature of the jet 
discharge. For the case of the example, Ta = 59°F and To = 77°F. The example 
problem is solved by computer. The dilution, D, at the surface, using Hirst's 
model, is 6.5. Hirst's model includes considerations of the ZOFE inside the 
computer program, and thus no corrections need to be made to the computer 
program, and thus no corrections need to be made to the computer output. 
Therefore, the dilution is with respect to the discharge location. The 
vertical distance is 160 ft from the discharge, and the horizontal distance 
is 256 ft from the discharge to the point where the jet strikes surface. The 
length of the jet axis from the discharge port is 323 ft. The jet trajectory 
is shown in Fig. 6.15. Only the terminal location of the jet's trajectory 
predicted by Fan and Brooks is shown. One reason the jet axis is shorter for 
Hirst's prediction than for Fan and Brooks' prediction is the value of the 
entrainment coefficient. Hirst3'* notes that predictions obtained for a value 
of a = 0.082 provide excellent agreement with experimental trajectories. Recall 
that a = 0.082 is the value suggested by Fan and BrcJoks. For a stagnant environ­
ment, Hirst's value of a reduces to 0.057, the value for a simple, nonbuoyant, 
round jet. (See Eq. 6.2.) Hence, the choice of which model to use for a 
round, buoyant jet must be tempered with an examination of the physical system 
involved. If the jet is a buoyant jet into a stagnant, uniform environment, 
the Fan-Brooks model matches experimental results best. If the jet is a 
simple, round jet (F = •», mo = " ) , then the use of a = 0.057, or Hirst's 
model, is recommended. 

For a round, buoyant jet into a stagnant, stratified environment. Hirst's 
model predicts the terminal location to occur 82 ft vertically and 274 ft 
horizontally from the discharge port. The jet length is 290 ft from the dis­
charge port. This compares to the predicted values from the Fan-Brooks model 
as x[ = 331 ft and z^ = 78 ft. From Hirst's model, the dilution at the 
terminal height with respect to the discharge port is 3.3, versus the 5.3 
obtained from the Fan-Brooks model. This difference is again due to the value 
of entrainment coefficient used. Figure 6.15 shows the predicted jet trajectory 
using Hirst's model. The terminal location predicted by the Fan-Brooks model 
is also shown. Table 6.1 compares the predicted results. 
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Fig. 6.14. Predicted Temperature Decrease for Example 
Problem Using Hirst's Model (stagnant 
environment). 

Fig. 6.15. Comparison of the Predicted Jet Trajectories 
for Stagnant-environment Numerical Example. 
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Table 6.1. Comparison of Predicted Values for Example 
Problem of Round, Buoyant Jet Using Fan and Brooks, 

Cederwall, and Hirst 

Fan and 
Brooks 39 Cederwall^ uSU 

Uniform Environment 

Dilution, D 

Vertical location, ft 

Horizontal location, ft 

6.9 

160 

377 

5.5 

150 

N/A 

6.5 

160 

256 

Stratified 

Dilution, D 5.3 

Jet terminal length, ft -

Vertical terminal length, ft 78 

Horizontal terminal length, ft 333 

N/A 

N/A 

N/A 

N/A 

3.3 

290 

82 

274 

N/A means not applicable. 

G, Round Jets into Stagnant Environments—Summary and Conclusions 

Three techniques have been reviewed to predict the dilution and trajectory 
of buoyant round jets into a stagnant environment. ^The model by Fan and 
Brooks39 will predict the dilution and trajectory for an inclined round, 
buoyant jet into a stagnant uniform or stratified environment. The model 
will accept jets injected at various angles to the flow. Figures are presented 
here to describe the dilution, trajectory, and half-width for a jet discharged 
horizontally. However, Fan and Brooks present other theoretical predictions 
for initial angles of discharge of 15, 30, 45, and 90°. Fan33 presents experi­
mental verification of the model for the horizontal discharge of round, buoyant 
jets in a uniform enviroiunent for ranges of Fj from 10 to 130. 

Cederwall presents an equation for the prediction of the dilution of a 
horizontally discharged, buoyant, round jet into a uniform environment. The 
results predicted by the Fan-Brooks model and Cederwall's equation are comparable, 
as illustrated in Fig. 5.8. 

If a case exists for an arbitrary injection angle not covered in the figures 
presented by Fan and Brooks, the equations may be integrated numerically, e.g., 
using the program written by Ditmars,33 by applying the appropriate initial 
conditions. Fan38 presents experimental verification for the discharge of an 
inclined round, buoyant jet into a stagnant, stratified environment. The data 
presented are for various angles of discharge from 0 to 90°. The jet densi­

metric Froude number, F varies from 9 to 57. In addition, the following 
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equation is presented for the dilution of a simple, nonbuoyant jet (Fj - ">) 
and is experimentally verified: 

D. = 0.185 x'/D„ . (6.59) 

Hirst's model can also be used for inclined round, buoyant jets in a uni­
form or stratified environment. However, as noted by Hirst,3 the dilutions 
predicted by his model are less than those from the experimental data and Fan 
and Brooks' predictions. Hirst attributes this to the difference in entrain­
ment coefficients where a = 0.082 in the Fan-Brooks model and 0.057 in Hirst's 
model. This is also apparent in the example problem. For a higher entrain­
ment coefficient, the jet concentration tracer (heat, in this example) will be 
diluted much faster. Consequently, the jet will stay submerged longer. For 
smaller entrainment coefficients, the buoyancy forces will be larger (relative 
to the model with a higher entrainment coefficient) in the initial reaches of 
the jet. This is also brought out in the comparison of the predicted dilutions. 
For Hirst's model, the surface dilution or terminal dilution was smaller than 
that predicted by Fan and Brooks' model. Shirazi and Davis'23 have completed 
analyses of jets into stagnant environments for a range of Fj between 1 and 
600. Davis23 feels that Hirst's model is applicable for a jet in a stagnant 
environment at all angles of discharge. However, Fan and Brooks' model does 
give better predictions, and Hirst's predictions do lag the experimental data 
due to the difference in entrainment coefficients. It is therefore recommended 
that the Fan and Brooks model be used for buoyant jets into both stratified 
and nonstratified stagnant environments. For uniform environments, the 
Cederwall-equation gives an excellent estimate of surface dilutions. 

H. Discharge of a Round, Buoyant Jet into a Flowing Stream 

Fan,38 Abraham, and Hirst3^ have presented solutions that analyze a round, 
buoyant jet discharged into a flowing stream. Hirst's model is the most general 
in that it will allow the discharge to be injected at an arbitrary angle with 
respect to the direction of flow. Also, the model can be used in a flowing, 
stratified environment. However, to date, there exist no field data for the 
discharge of a round, buoyant jet into a flowing, stratified environment. 
Baca'3 presents an extension of Fan's model, which introduces the ability to 
inject the discharge at any arbitrary angle. Shirazi and Davis'23 state that 
the Hirst model is not applicable for all situations and must be used judiciously. 
Hirst's model is discussed in Sec. VI.J below. The equations presented earlier 
in Sec. V L B include the option of discharging into a flowing, stratified 
environment. However, there has been no attempt to verify these equations with 
field data. 

The utilization of the equations developed in this section depend upon 
the values of a and A used. Fan considers the values of A = 1.0 for the dis­
charge of a round, buoyant jet into a uniform, flowing environment. Hirst 
uses a value of A = 1.16. Fan also allows a to vary with the velocity ratio, 
k, and jet densimetric Froude number, Fj. Hirst allows the entrainment 
function, E,-, to vary along the jef axis as a function of the local jet 
densimetric Froude number, F L , as shown in Eq. 6.2. In Abraham's model, the 
solution of the equations involves the combination of two entrainment coeffi­
cients. First, in the region close to the discharge, momentum is assumed to 
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dominate buoyancy effects, and a is taken as 0.057 (the entrainment coefficient 
for a simple nonbuoyant jet). Where the axis of the jet is nearly parallel to 
the direction of the ambient flow, a is taken as 0.5 (the entrainment coefficient 
for a cylindrical thermal). "3 Fan's approach will be discussed first. 

I. Discharge of a Round, Buoyant Jet in a Flowing, Uniform Environment 

1. General Equations—Fan's Model 

For the discharge into a flowing, uniform environment, Ua i* 0. The 
equations developed by Fan consider 3 to be constant and equal to 90°. Also, 
since the discharge is into a uniform environment, dpa/ds = 0 and pa = PQ 
= constant. The basic equations are modified as required. (See Ref. 38 for 
details.) 

The developments yield seven equations with seven unknowns: u, c, b, 0, 
(PQ - P ) , X, and z. Two equations are integrated directly, leaving five 
first-order ordinary differential equations to be integrated numerically. 
These equations may be integrated using any available numerical-integration 
computer program, such as a Runge-Kutta or Hamming's modified predictor-
corrector program. These are both in the IBM 350 Scientific Subroutine Package 
and are readily available. 

Conditions at the end of the establishment zone must be specified to 
obtain a solution. This includes the velocity, width, ambient density, angle, 
and temperature rise. The angle, 0o, is no longer the initial angle of dis­
charge at the discharge port due to the deflection caused by the oncoming 
stream. Reference is made to the previous discussion (in Chapter V) to the 
reduced angle at the end of the ZOFE. The initial jet half-width at the end 
of the ZOFE is designated bo. Equating the buoyancy flux at the orifice to 
that at the end of the ZOFE, bo can be related to DQ by 

bo = Do/k/2k' , (6.60) 

in which k = (ug -•" Ua cos OQ)/Ua and k' = k -I- cos QQ. 

Fan presents normalized, dimensionless equations to solve the case of a 
round, buoyant jet in flowing, uniform-density environments. Figures 6.16 and 
6.17 demonstrate the effect of the cross stream on the trajectory and dilution 
ratios. The value of rg.5 is the radial distance from the jet centerline at 
which AT/AT(, = 0.5 and is based upon a Gaussian distribution; ATj. is the center-
line temperature rise. Hence, rg_5 is equal to 0.833b. The larger the value 
of k, the more the jet will behave as if it is discharged into a stagnant 
environment. However, for small k, the jet is swept downstream and the dilution 
is reduced. Physically, for small k, the crossflow velocity, Ua, is approaching 
the discharge velocity, Ug. From Eq. 6.1, the rate of dilution is proportional 
to the vectorial velocity differences. When the jet is introduced into a stream 
whose velocity is about the same value as the jet velocity, the initial angle 
of discharge undergoes a severe reduction. Hence, the jet approaches the co-
flowing case. Therefore, the difference in the vectorial velocity is small. 
This difference is reflected in the smaller dilution ratios for smaller k values. 
Also, Fan has shown that this result is accentuated as the densimetric Froude 
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number increases and the buoyancy effect decreases. For the same values of k, 
a jet with a high densimetric Froude number will be swept downstream more, and 
diluted less, than jets with a lower densimetric Froude number. This is because 
buoyancy forces in the latter case tend to cause the jet to rise more rapidly. 
Increasing the vector-velocity difference and, in turn, the dilution. The 
total effect of buoyancy on the discharge may be tempered by the total depth 
of submergence of the discharge. If the discharge is shallow, the plume may 
strike the surface before significant buoyance-lnduced mixing occurs. In such 
shallow water discharges (say submergence less than about 10 diameters), care 
must be taken in application of any of the infinite-field models, such as the 
Fan model being discussed here. 
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To use Fan's equation for a practical problem, values of oe and Cj must be 
available for a particular combination of k and Fj. Figure 6.18 presents the 
values for a and C', as a function of k and FJ ; Cj is defined by 

'd = (cd^j/a-n (5.51) 

These values of a and Cj have been experimentally verified for values of k 
from 4 to 15 and values of Fj from 10 to 80. This is a practical limitation, 
since all cases of heated-jet discharges are not constrained to fall within 
these ranges. 
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Buoyant Jets in Uniform Cross Stream for a 
90° Discharge.3 8 ^ 

2. Abraham's Model 

Abraham2 presents a set of equations that are somewhat different from 
those used by Fan. Since Abraham uses a different entrainment relationship, 
the equations of continuity and x momentum are changed. The rest of Fan's 
equations remain the same. The starting point for the integration is now at 
the discharge port rather than at the end of the ZOFE. 

To use Abraham's equations, all that is needed is to specify the velocity 
ratio, k, and densimetric Froude number, Fj, since the values of a and Cj are 
constant. Abraham's model compares well with the experimental data for the 
limited number of cases he shows. All these cases use data from Fan.33 

3. Time of Exposure 

The technique developed previously is again used to evaluate the length 
of time an organism is subjected to temperatures greater than some temperature 
standard of concern. With Eq. 5.19, the time can be evaluated. Figure 6.19 
is a representative sketch of the integration process. Therefore, the 
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following equation will give the time of travel from the condensers to a 
particular distance on the jet axis of interest: 

L s kD /" ̂ĉ '̂ o d(s/D ) 

(U/Ua) 
(6.62) 

in which Sj. is the axial distance to the point of interest, and L^ is the 

conduit length. 

The three terms on the right side of Eq. 6.52 represent the time spent in 

the conduit, ZOFE, and ZOEF, respectively. 

The integration scheme can be programmed into an available numerical-
integration program for jets in a very short time. Results from an example 
worked by Fan's model are shown in Sec. VI.K.2.a below. 

Fig. 5.19. 

Integration Scheme for Evaluating 
Time of Exposure. 

J. Discharge of a Round, Buoyant Jet in a 
Flowing, Stratified Environment 

1. Introduction 

Hirst3'* developed a general mathematical model that will evaluate each 
case previously presented and is supposed to be completely general. Even 
though there is still some question as to the validity of its use for all cases, 
it is still the only model developed that will mathematically describe the dis­
charge of a round, buoyant jet into a stratified, flowing environment. Hirst 
does apply his model to previously reported data from numerous investigators 
and finds a reasonably good fit of his theoretical model to reported results. 
Data include that for jets into stagnant, uniform or stratified environments 
and jets into flowing, uniform environments. In addition, his model takes 
into account stratification due to concentration of substance (salinity strati­
fication), as well as stratification due to temperature difference. However, 
according to Hirst, no field data exist to verify this application. 

2. General Equations 

Hirst develops his basic equations from the Navier-Stokes equation. 
However, a velocity and concentration profile must be assumed, and the equa­
tion developed is similar to the equations developed using the integral tech­
nique outlined by Morton et al.^^ Two unique characteristics of Hirst's model 
are that it allows the jet to be discharged at any arbitrary angle to the 
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crossflow (therefore 0o and 3' can both be any value), and that the definition 
of the entrainment function described in Eq. 6.2 is different from the entrain­
ment relationship used by Fan. Also, the equations developed by Hirst reveal 
certain terms involving the turbulence and radius of curvature that do not 
appear in other methods. The entrainment function includes the effects of 
internal turbulence, buoyancy, and crossflow. This new equation contains four 
coefficients, only one of which had to be determined empirically by fitting 
the predictions to the data. A computer program available from Hirst includes 
four outputs: the dilution ratio, the jet trajectory, the jet half-width values, 
and the time of exposure. 

K. Round, Buoyant Jets in a Flowing Environment— 
Application to a Practical Problem 

1. Introduction 

A practical problem will be discussed and worked to illustrate some of 
the practical limitations of the models used to analyze a round, buoyant jet 
in a flowing, uniform or stratified environment. Unfortunately, the experi­
mental data available to verify the models arise mainly from either jets dis­
charged into a crossflow (initial angle of discharge is 90°) or discharged 
horizontally (coflowing, or initial angle of discharge is 0°). Hirst3^ conducts 
an extensive review of available data to verify his model. All the cases he 
reviews that were injected at angles other than 0 or 90° are nonbuoyant jets 
(Fj = °°). Hence, values of the entrainment coefficients must be chosen 
based on judgement considering the values at the extremes, namely, 0 and 90°. 
Hirst33 knows of no field or experimental data that can be used for verifica­
tion of his model when considering the discharge of a round, buoyant jet into 
a flowing, stratified environment. Hence, the problem of choosing appropriate 
entrainment coefficients soon becomes apparent for some intermediate angle of 
discharge. However, the summary section will elucidate some of these 
limitations, and recommendations will be made concerning best approximations. 

% 
2. Round Buoyant Jet in a Flowing, Uniform Environment 

Consider the previous example of a round, buoyant jet discharged into a 
stagnant, uniform environment. For this example, consider the receiving stream 
to have a uniform ambient current of 2 fps. In a real situation, the value of 
Ua may have to be obtained using some low flow criterion coupled with cross-
sectional data if the discharge is into a river. If the discharge is into a 
lake or estuary, then some type of velocity profiles are needed to determine 
a uniform ambient current. 

Recall the values of the pertinent parameters: 

0^ = 0°, 

UQ = 8.5 fps, 

Ug = Ug -I- Ua cos Og = 8.5 -I- 2 = 10.5 fps, 

Dg = 16 ft, 

Tg = 77°F with pi = 0.99707, and 

T„ = 59°F with 0 0 = ? ^ = 0.99913. 



a. Fan's Model. The first treatment of this problem will be made using 
Fan's model3^ for a round, buoyant jet discharged into a flowing, uniform 
environment. Using the definition referred to in Eq. 6.60, 

U u -I- U cos 0 ,. ̂  
, o o a o l 0 . 5 _ „ _ 
^^^ n r — 2- = 5.25 

In this case, OQ is considered to be the same as 0^. This is an over­
simplification, for the buoyancy flux of the jet will undoubtedly cause the 
potential core (ZOFE) to be deflected upward. However, if the approximation 
of a simple jet is made due to the initial momentum of the jet, the real situa­
tion can be approximated by considering no change in the initial angle of dis­
charge. Fan presents data for the reduction of the initial angle of discharge 
(as a function of k) when the discharge is at 90°. However, no data exist for 
any other angle of discharge. Hence, for this example, assume that the 
relationships in Eqs. 6.36 and 6.37 exist. 

The only remaining parameters to be chosen are a and Cj. As previously 
d, the values of 

according to Eq. 2.1: 
stated, the values of a and C^ are functions of k and Fj; Fj is calculated 

Fj 5 ^-^ 10.2 
J A £ gp ^(0.00205) (32.2) (16) 

The values in Fig. 6.18 are for a 90° discharge of a round, buoyant jet into 
uniform, flowing streams. The values of a = 0.5 and Cj = 0.45 would be chosen 
for a 90° discharge. However, for a horizontal, coflowing jet, the initial 
vectorial velocity difference would be less. If the jet is bounded on one 
side (i.e., the jet discharge port is located on the bottom of the river, then 
the ability to entrain fluid from the underside would be limited until the jet 
clears or lifts off the bottom. Some reduction in the entrainment coefficient 
could be made (e.g., reducing it by one-half), rather than reintegrating the 
equation for only one-half the area. Therefore, for the purpose of illustration, 
choose a value of a = 0.10. Since pressure forces are not changed, Cj should 
remain the same. Fan contains no data with which to select Cj for the coflowing 
case; Cj = 0.45 will therefore be used here. 

Thus, the pertinent parameters for the numerical integration of Fan's 
model are: Fj = 10.2, k = 5.25, Q^ = 0°, a = 0.1, and C^ = 0.45. 

The temperature-decay curve is shown in Fig. 6.20. Using Fan's model 
with a = 0.1 and C^ = 0.45, the dilution at the surface is 9.2. Using Eqs. 5.36 
and 6.37, the x and z length of the ZOFE can be calculated: 

Xg = 6.2(16)cos 0° = 99.2 ft ; 

Zg = 6.2(15)sin 0° = 0 ft . 
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Fig. 6.20. 

Comparison of the Predicted 
Temperature Decrease for 
Numerical Example for a 
Flowing Environment. 

The vertical distance from the discharge port is 150 ft; the horizontal dis­
tance from the discharge port to the surface location is 657 -H 99 = 756 ft; 
the length along the jet axis is 852 ft. The jet ti*ajectory is shown in 
Fig. 6.21. The time an organism would remain in the ZOEF until it reaches 
the surface is shown in Fig. 6.22. The area under the curve is the time, which 
is 182 sec. Since the time in the ZOFE is about 9 sec, the total time from the 
discharge port to the surface is 191 sec. 

b. Hirst's Model. Using Hirst's model for comparison, the dilution at 
the surface is 22.2. The temperature-decay curve is shown in Fig. 6.20. Hirst's 
computer program relates everything to the discharge port. The terminal vertical 
coordinate is 160 ft from the discharge port. The horizontal distance from the 
discharge port is 544 ft. The length of the jet axis is 569 ft at the surface. 
The time it would take an organism to travel from the jet discharge port to the 
surface is 141 sec. The jet trajectory is shown in Fig. 6.21. 

The only model available that can evaluate the discharge of a round, 
buoyant jet into a flowing, stratified environment is Hirst's model. Consider 
the surface temperature for the example problem to be 73.5°F and the ambient 
temperature at the distance port to be 59°F. Using these values, the normalized 
density profile is about 10-3 ft-1. 

From Eq. 6.34, the stratification parameter, T, is calculated to be 12.9. 
The terminal location of the jet is calculated. The vertical distance from the 
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Fig. 6.22. Graphical Integration for the Time of 
Exposure Using Fan's Model. 

discharge port is 66.5 ft; the horizontal distance from the discharge port is 
403 ft; and the jet-axis length is 409 ft. The jet trajectory is shown in 
Fig. 6.21. The time to reach the terminal height is 80 sec. Table 6.2 compares 
the results from the various model applications. 

There is a large discrepancy between the results from Fan's model and 
Hirst's model. This is the point that was intended. These models cannot be 
used without understanding how that parameters are obtained. For example. 
Fan's values of a and C^ were obtained for a 90° discharge, or a crossflow 
case. The problem described here, however, is for a horizontal discharge, or 
a coflowing case. Hence, there is really no way that one can actually deter­
mine the value of the entrainment coefficient in this case. All one can say 
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Table 6.2. Comparison of Predicted Results 
Using Fan's and Hirst's Models 

Fan 's Model Hirst's Model 
Shirazi's 
Equations^ 

Uniform Environment 

Surface dilution, D 9.2 

Horizontal distance, x', ft 756 

Vertical distance, z', ft 160 

Jet-axis distance, s', ft 852 

Time from discharge port to 
surface, sec 191 

22.2 

544 

160 

569 

141 

15.0 

160 

1340 

Stratified Environment 

Terminal distance, x', ft 

Terminal distance, z', ft 

Terminal distance, s', ft 

Time from discharge port to 
terminal location, sec 

403 

66.5 

409 

80 

Ŝee Appendix A. 

is that the entrainment coefficient should be smaller. Additional experimental 
evidence is needed to clarify this point. This illustrates again the danger of 
extrapolating model usage outside the range of its verification. 

L. Round Jets into a Flowing Environment—Summary and Conclusions 

Two models have been discussed to predict the dilution and trajectory of 
a round, buoyant jet in a flowing environment. However, the limitations of 
the models themselves plus the paucity of experimental verification restrict 
their applicability. 

The uses of the coefficients presented by Fan in Fig. 6.18 are limited to 
a range of k from 4 to 16 and Fj from 10 to 80 for a jet discharged at 90° to 
the flow. Therefore, the validity of results for any conditions outside this 
range may be open to question. However, within this range of parameters and 
for a 90° discharge, the model results are valid. Abraham2 has modified Fan's 
model, using a constant drag coefficient, Cj = 0.3, for all cases. In addi­
tion, the entrainment mechanism is changed, eliminating the need to specify 
a value for the entrainment coefficient. The model shows good agreement with 
the sets of Fan's data that Abraham shows. Due to the simplified model use 
(no coefficients to specify), the reader is encouraged to review Ref. 2. 



Hirst verified his model by fitting it to numerous investigators' results. 
For a 90° discharge, the model seems to work well. Shirazi and Davis note 
that Hirst's model predicts completely opposite trends when compared to experi­
mental data taken by McQuivey et al.'^^ for a coflowing jet, the ambient turbu­
lence plays an important role in the dilution, whereas the interaction of the 
jet with the ambient fluid is important to achieve dilution for a 90° discharge. 
Hirst's model does include ambient turbulence terms in the theoretical derivation, 
but they are dropped before reaching the final equations. As Hirst's model 
exists now, Davis says that the model blows up for Fj = 1. However, for the 
analysis of a coflowing jet, the results are valid for Fj < 10. Compared to 
data, there is a 10-15% error in the predictions for values of Fj between 10 
and 50. The ability to match laboratory data gets progressively worse for , 
values of Fj > 50. At high densimetric Froude numbers, there is as much as ' 
300% error. Shirazi and Davis add some empirical terms to account for ambient 
turbulence for a coflowing jet. The terms added do not affect the solution 
for a 90° discharge. The terms are obtained by matching theory to data for 
both extremes (90 and 0° discharge). The data used are for k from 0.5 to 6 
for the coflowing case, and from 2 to 16 for the crossflow case. Results -
agree at the end points (0 and 90°) for other angles of discharge for k from ! 
2 to 4. Reference 123 should be a real asset for those making analyses of 
submerged discharges, for it will in many cases obviate the use of a computer : 
solution. i 

For horizontal discharges, the initial version3'* of Hirst's model is best i 
used for Fj greater than 1 but less than 10, and for velocity ratios, k, less 
than 16. If the velocity ratio gets much greater than 16, then the analysis 
using the Fan and Brooks model33 for a jet into a stagnant environment will be 
applicable. However, with the modification to include the ambient turbulence i 
terms, the ability of Hirst's model to predict the jet characteristics is 
improved for all values of Fj.23 ' 

However, the scant experimental data for injections at angles other than 
90 and 0° make the analysis for such angles difficult. Geometry constraints 
are also difficult to Include. Even so, a judgment can be made based upon the ' 
physical conditions of the receiving body. For example, if the ability of the ' 
jet to entrain ambient fluid is hindered by some boundary, then the entrain- ' 
ment coefficient should be adjusted. Also, if a mathermatical-model analysis 
cannot yield satisfactory results, then a physical model may have to be 
constructed and the temperature field determined from such a model. 

Table 6.3 summarizes modeling capabilities for submerged jets in flowing, 
ambient environments. 

M. Buoyant, Slot Jets 

In many instances, heated waste waters are discharged from a rectangular ' 
slot. In other instances, the discharge may be from a multiport diffuser 
consisting of circular discharge ports. If the ports are located sufficiently ' 
close to each other, the discharge structure may be treated as a slot discharge i 
due to the interference of each jet with its neighboring jets. The merging of 
the many small jets of a multiple-port diffuser often produces an effective 
line or slot source of heated waters a short distance away from the diffuser 
structure. Numerous investigators have studies buoyant jets (Fan and Brooks,33 
Koh and Fan,'3 Cederwall and Brooks,23 and Sotil'2S). Historically, the 
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Table 6 . 3 . Modeling Capabi l i t i es in Flowing Environments 

Case Model to Use Verification 

0' = 90°, 10 < Fj < 80, 
4 < k < 16 

0^ = 0 ° , 1 < Fj < 10,^ 
k < 16 

6' = 0° , Fj > 50, 
k < 16 •" 

0' = 0 ° , k > 16 

Strat i f i ed , flowing 
environment; k < 16 

Strat i f ied , flowing 
environment; k > 16 

Fan^ 

Hirsts'* .b 

Hirst, 3** >° Including ambient 
turbulence 

Fan and Brooks33.c 

(approximately stagnant) 

Hirst 54 

Fan and Brooks33 

Good 

Good 

Good 

Good 

None 

Good 

Transient conditions None None 

^Use of Shirazi equations may yield better results; see Appendix A. 

^Use of Koh-Fan^^ model including effects of ZOFE may be preferable; 
see Appendix B. 

equations developed are the ones to analyze a buoyant, slot jet in a stagnant 
uniform or stratified environment. Hence, the equations here will reflect this 
paucity of information to analyze the more practical case of a discharge into 
a flowing environment. 

N. Buoyant, Slot Jets into a Stagnant Environment-
General Equations 

The general assumptions outlined in Sec. VI.A 
slot jets. One difference is that the slot jet is 
flow problem rather than an axisymmetric problem as 
reflects this difference, where s is again the jet 
normal to the jet axis at some s location. The ent 
flux can be written as shown in Eq. 6.1. However, 
Ua = 0; therefore, |Uj - Ua| = Uj or u, where u is 
along the jet axis. In addition, 2Trb in Eq. 6.1 fo 
replaced by 2Lj^, where L̂ ^ is the total jet width, 
is proportional to the characteristic jet velocity 
jets, the flow rate is commonly written in terms of 
(cfs/ft). 

on round jets apply also to 
analyzed as a two-dimensional 
for a round jet. Figure 6.23 

axis and n is the coordinate 
rainment or change in volume 
for a stagnant environment, 
the characteristic velocity 
r round jets should be 
Consequently, the entrainment 
times the area. For slot 

discharge per unit length 
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The approach used in Sec. V L B on ro 
development of buoyant, slot jets. The 
density deficiency, and concentration of 
can be written. (See the basic reference 
order ordinary differential equations to 

c, (pa - p ) , 6, and z. Two equations 
only five general equations to be numeric 
integration must begin with the values of 

und jets can be used here for the 
quations of continuity, momentum, 
tracer, and two geometric equations 
s for details). There are seven first-
solve for the seven unknowns: u, b, 
can be integrated directly, leaving 
ally Integrated. The numerical 
the unknowns at the end of the ZOFE. 

0. A Buoyant, Slot Jet in a Stagnant, Uniform Environment 

For the discharge of a buoyant, slot jet into a uniform environment, 
dpg/ds = 0 (or the density gradient is equal to zero) and Pa = Po - constant. 
The equation set is therefore simplified. 

1. Fan and Brooks 

Fan and Brooks 33 normalize the governing equations to obtain generalized 
solutions and perform various numerical integrations for a range of parameters, 
as illustrated by Figs. 6.24 and 6.25, which represent the jet trajectory, jet 
half-width, and dilution ratios for a horizontal, buoyant, slot jet in terms 
of dimensionless parameters. The initial value of bo can be obtained by applying 
the momentum relation between cross sections 0 and 0' to give 

V f B o . (6.63) 

where bo = j e t ha l f -wid th a t end of ZOFE and 

Bn jet width at orifice. 

A volume-flux parameter, y, and a momentum-flux parameter, m, are intro­
duced as for round jets, with similar meaning. The initial value of m (= mg) 
is needed and can be found from 
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Fig. 5.25. 

Dilution of Slot, Buoyant Jets in 
Stagnant, Uniform Environment: 
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/3 = 0.552F2/3 . (5.64) 

In addition, dimensionless distance variables are defined by 

and, for a = 0.16, 

and, for a = 0.15, 

x/Bg = - ^ — nmg , (6.65) 

/2 a 

x/Bg = 4.41 nmg ; (6.66) 

z/Bg = ^ — 5mg , (6.67) 

yi a 

z/Bg = 4.41Cmg . (6.68) 

For a buoyant, slot jet, the jet densimetric Froude number, Fj , must be 
redefined. The diameter, Dg, must be replaced by the jet slot width, Bg, 
leading to 

Fj = 

U 
o 

fW^-' 
2. Cederwall and Brooks 

Cederwall and Brooks23 investigated horizontal, buoyant, slot jets into 
stagnant or flowing environments. They conducted a laboratory investigation 
for various densimetric Froude numbers and found that the observed trajectories 
and dilutions are in good agreement with the existing theories of Fan and Brooks 
and Abraham.' However, Cederwall and Brooks noted that the data fit Fan and 
Brooks' theory better than Abraham's theory, as exemplified by Figs. 6.26 and 
6.27. 

3. Time of Exposure 

The time-temperature exposure relationship is derived for the buoyant, slot 
jet in the same manner as for a buoyant, round jet, as shown in Eq. 5.19. There- i 
fore, the total time from the condensers to a particular contour of interest at i 
an axial distance, i;̂ , is given by i 

I 

B / L m ^ rc \ 
Tt = 7 r U ^ + 5 . 2 + ^ / <^^dc . (6.69) 

"°\S° /2 a ./O "" / 

The three terms on the right represent time spent in the conduit, ZOFE, and 
ZOEF, respectively. 
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Fig. 6.26. 

Experimental Jet Trajectory for a 
Horizontal, Buoyant, Slot Jet in 
Stagnant Environment, Compared with 
Fan and Brooks Theory Based on 
a = 0.16 and X = 0.89.23 

Fig. 6.27. 

Experimental Centerline Dilution for 
a Horizontal, Buoyant, Slot Jet in 
Stagnant Environment, Compared with 
Theory of Fan and Brooks Based on 
a = 0.16 and A = 0.89.2 3 
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P. A Buoyant, Slot Jet in a Stagnant, Stratified Environment 

1. Basic Equations 

When a jet is discharged into a stratified environment, dpa/ds ?* 0 and Pa 
is not constant. The general equations discussed earlier are applicable. Thus, 
there are seven first-order ordinary differential equations (two of which were 
integrated immediately) with seven unknowns: u, b, c, 6, (pa - p), x, and z. 
The starting conditions for the solution are the values of these seven variables 
at the end of the ZOFE. 

2. Fan and Brooks 

Fan and Brooks normalized the governing equations to obtain generalized 
solutions and performed various numerical integrations for a range of normalized 
parameters as typified by Figs. 6.28-6.30. These figures are illustrative of 
the jet terminal height of rise, Cti i^t terminal horizontal coordinate, nt 
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and jet terminal volume-flux parameter, p^, for a buoyant, slot jet discharged 
horizontally in a linearly stratified environment, in terms of normalizing 
parameters. 

Fig. 6.28. 

Terminal Height of Rise Cj for Slot, 
Buoyant Jets, 0g = 0°, in Linearly 
Stratified Environment.33 

Fig. 6.29. 

Terminal Horizontal Coordinate nt 
for Slot, Buoyant Jets, 0' = 0°, in 
a Linearly Stratified Environment.33 
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Fig. 6.30. 

Terminal Volume Flux Parameter p^ 
for Slot, Buoyant Jets, 0o = 0°, 
in Linearly Stratified Environment. 3 

Fan and Brooks introduced dimensionless parameters y, m, and 3 for 
volume, momentum, and buoyancy flux, respectively. Initial values of these 
parameters are needed to enter their graphs for a given problem. 

and, for A = 0.89, 

_ r/2(l + A 2 ) 

"o - [ 4x2 

mg = 0.600F2/T ; 

2 J ̂J-/'̂  ' 

and, for A = 0.89 and a = 0.16, 

r/2(l + A2 

^° ~ [4A'*/3a2/3 

F ? / 3 T , 

?2/3; Pg = 1.89F2'3/X, 

(6.70) 

(6.69) 

(6.72) 

(6.73) 

in which T is defined by Eq. 6.34 with Dg replaced by Bo. 

Fan and Brooks define a scale factor, S, which scales the normalized 
values of c; , n , and 5 to dimensionless values of S/BQ, X/BQ, and z/B^. The 
scale factor 6 is defined in the following equation as a function of the 
governing parameters mo and Pg or Fj and T: 

S = 

n'/2 
o 1I/3 

73/2„ 23/'*a'/3(i +x2)l/'* 

pl/3.].l/2_ (6.74) 



For a 

and 

0.16 and A = 0.89, 

6 = 2.21 m'/2/p = 0.908 F 1 / 3 X 1 / 2 . 

x/Bg = «n , 

Z/BO = «C 

(6.75) 

(6.76) 

(6.77) 

The dimensionless half-width of the jet w is given by 

8ap 

For a = 0.16, 
/̂ rhg 

w = 0.72p/v4^ , 

where hg = mg cos^ 

(6.78) 

(5.79) 

Equations 6.78 and 6.79 are invalid for a 90° discharge as cos 9 goes to 
zero. At the terminal location, all the local parameters are simply subscripted 
with a "t" as shown and evaluated at the terminal position (e.g., P(. and Wj). 

The set of normalized equations are presented in Ref. 39. Solutions are 
obtained by numerical integration of the equations, and the governing parameters 
are Pg, mg, and Sg. A set of graphs of jet trajectory, jet half-width, and 
dilution can be generated for any combination of these three dimensionless 
parameters. 

3. Time of Exposure 

The time an organism will be subjected to temperature rises grater than some 
level can be evaluated as before by integrating the incremental distance divided 
by the velocity of the jet at that point. Then the total time from the condensers 
to the particular s location of interest is given by 

'^-^o 
r^ -1- 5.2 -I-
^ 2/2 ,3/2 lA^ d̂  (6.80) 

As before, the three components in Eq. 6.80 represent time spent in the conduit, 
ZOFE, and ZOEF. The expression for the time of travel in the discharge struc­
ture is really some detention time. Thus, for an irregular structure, consider 
the detention time, rather than Lc/Ug. This is frequently a rather large portion 
of the total time. 
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Q. Practical Application of Buoyant-slot-jet Models 

1. General Considerations 

The equations developed all Include the coefficient of entrainment, a, and 
the square root of the turbulent Schmidt number, A. Before practical applica­
tion of the jet theory, the value or values of a and A must be known. Fan and 
Brooks suggest values of a = 0.16 and A = 0.89, based upon results on two-
dimentionsl buoyant plume experiments by Rouse et al. Refer to the experi­
mental data in Ref. 23 on buoyant jets in a stagnant, uniform environment 
represented in Figs. 6.25 and 6.27. These data (based on Fj from 13 to 25) 
show that the theoretical expression of Fan and Brooks does predict the trajec­
tory and dilution for densimetric Froude numbers (Fj) between 8 and 32. Lee 
and Emmons^3 also confirm these values in their study of line fires. However, 
Fan and Brooks do note that using these values in a stratified environment is 
a further generalization, and experimental verification is needed. 

However, if A = 0.89, this means that the development of the concentration 
profile into the Gaussian distribution lags behind the development of the 
velocity profile from its "tophat" profile to the Gaussian distribution. As 
a result, the dilution ratio, D = co/c, will equal 1 for some distance along 
the jet axis after the end of the ZOFE has been reached. The dilution with 
respect to the discharge point 0' can then be obtained by considering the 
continuity relation for the tracer and written as 

/ N / 2A2 / 2A2 / ~ 2 A 

•^o/c)*/ = U*/ for v.^ 
f 1 -I- A2 f 1 -f A2 ^ I -I-and , (6.81) 

D = 1 for p.*/ < 1 

If A = 0.89, Eq. 5.81 reduces to 

D = 0.94 p for M > 1.06 ; 
and (6.82) 

D = 1 for p < 1.06 . 

2. Buoyant, Slot Jets in a Stagnant, Uniform Environment 

For values of a = 0.16 and A = 0.89, the dilution with respect to the dis­
charge location 0' is given by Eq. 5.82. The problem of a buoyant, slot jet in 
a stagnant, uniform environment is governed by the Initial values of mg and 9g. 
Practically, the densimetric Froude number, Fj, characterizes a buoyant jet. 
Equation 6.64 shows the relation of mo to Fj. To locate any local variable, all 
distances must include the length of the ZOFE. Fan and Brooks consider dimension­
less distances (designated by a prime) with respect to the discharge port 0' to 
be given by the following equations and Illustrated in Fig. 6.31: 
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and 
x'/Bo = x/Bo -I- 5.2 cos So 

Z'/BQ = z/Bg -1-5.2 sin Sg. 

(6.83) 

(5.84) 

Also, the dimensionless distances, x/Bg and z/Bg, can be evaluated in terms of 
the normalized parameter by evaluating Eqs. 6.65 and 6.67. 

VELOCITY CONCENTRATION 
a BUOYANCY 

Fig. 6.31. ZOFE for an Inclined, Slot, 
Buoyant Jet.39 

3. Numerical Example—Stagnant, Uniform Environment 

A thermal power plant is horizontally discharging 1000 cfs through 10 slot 
jets, whose dimensions are 2 x 15 ft, into a stagnant environment. The center-
line of the slot is 100 ft below the water surface and 50 ft above the bottom 
of the receiving body. The temperature of the receiving water is 59°F and uni­
form throughout. There is an 18°F rise across the condensers. Analyze the jet, 
and determine the jet's characteristics at the surface. 

The temperature of the receiving water is 59°F with a density of 0.99913. 
The temperature of the discharge is 77°F with a density of 0.99707. First, 
the densimetric Froude number must be calculated. 

Recall that Q = 1000 cfs. Therefore, Q through one port is 100 cfs. 
Hence, the discharge velocity is calculated by 

and 
U^ = Q/A = 100/(2 X 15) 

U 

3.33 fps 

3.33 

' V An ^ /O.00206(32.2)(2) 
p gBo 

= 9.13 

Then, calculate mg using Eq. 6.64; 

mg = 0.562 F2''3 = 2.51 
° J 



237 

Next, calculate the ordinate (representative of the surface, at 23 ft) 
for Fig. 6.25 using Eq. 5.68: 

1 ,„ 100 ,, ,, 
^"o = 4741 ^'^o = 4.41(2) = ^^-3^ • 

Enter Fig. 6.25 to obtain the surface dilution, Dĵ , with respect to the end of 
the ZOFE: 

Di = 8 . 

Hence, using Eq. 6.82, the dilution with respect to the discharge port is 

D = 0.94Di = 0.94(8) = 7.5 . 

Therefore, the temperature rise above the ambient temperature can be evaluated 

AT 
= D , (6.85) 

"^surface 
so that 

AT 
iT , = _Jl = M i l = 2 4°F "^surface D 7.5 '-•^ '^ 

It follows that the temperature at the surface wil be 59 -t- 2.4 = 61.4°F. 

Now, what are the jet characteristics at the surface? Enter Fig. 6.24 
with a value of Eimg = 11.34 and mg = 2.51 to find that nmg = 10.5 and b/bg = 21. 
From Eqs. 6.66 and 6.83, x'/Bg can be calculated: 

x'/Bg = x/Bg -I- 5.2 cos e ; 

x'/Bg = 4.41pmg + 5.2 = 4.41(10.5) -t- 5.2 = 51.5 . 

Hence, x' = 51.5(2) = 103.0 ft. From the following equation, the nominal jet 
half-width can be calculated: 

w = ̂  A Bg , (6.86) 
o 

w ^ 21/Jr (2) ̂  74.4 ft . 



The dilution at the surface is about 7.5. This yields a surface temperature of 
61.4 °F. Practically, the jet centerline is 103 ft horizontally and 100 ft 
vertically from the discharge port with a nominal jet half-width of about 74 ft. 
However, if the slots are located sufficiently close to each other, the surface 
dilution will be reduced. This will be covered in discussions on jet interference 
and lateral spreading in Chapter VII. 

4. Buoyant, Slot Jets in a Stagnant, Stratified Environment 

General considerations for this case are similar to those for a slot jet 
into a stagnant, uniform environment. The dilution reduction relative to the 
discharge port is expressed in Eq. 5.81 for the uniform case. For the 
stratified case, Cg/c is defined by 

=Vt' (6.87) 

The following equation expresses the dilution ratio as a function of the 
volumetric-flux parameter, u, and initial volumetric-flux parameter, Pg: 

> 1 - H A 2 ' ^ 0 \ I + A 2 

(6.88) 

where D^ = /p/pg . 

If A = 0.89 and a = 0.16, 

and 
D = 0.94/M/pg = 0.94 Di for D^ > 1.06 

D = Di = 1 for /y/pg < 1.06 . 

(6.89) 

In addition to the densimetric Froude number, Fj, the stratification 
parameter, T, is used to define the characteristics of a buoyant, slot jet 
into a stagnant environment. The parameter T is defined by Eq. 6.34, with Dg 
replaced by Bg. The solution of the governing equations depends upon the 
specification of the initial values of m, y, and 9. 

Consider the previous example of a buoyant, slot jet discharged into a 
stagnant, stratified environment. The temperature at the discharge port is 
again 59°F with Pg = 0.99913, and the temperature at the surface is 73.5°F 
with Ps = 0.99755. What is the terminal dilution, and will the jet remain 
submerged? The jet temperature is again 77°F with pi = 0.99707. 

Recall from the previous example that Fj = 9.13 and 6g = 0°. 
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The remaining parameter , T, the s t r a t i f i c a t i o n parameter , must be 
calcula ted. If 

. ^ p . = . 0-99755 - 0 . 9 9 9 1 3 = 1.53 , ^ Q - S f , - l 
Pg dz 100 

then 

''o " "^ 0.00206 
B^(-dpa/dz) 2(1.58 x 10-5) 

65.2 

Now, the governing parameters, mg and Pg, can be calculated from Eqs. 5.71 and 
6.73 respectively, so that the appropriate figure may be entered: 

mg = 0.500F2/T = 0.600(9.13)2/65.2 = 0.77 
and 

Po = 1.89F2/3/T = 1.89(9.13)2/3/65.2 = 0.127 . 

Using the values of mg = 0.77 and pg = 0.127, enter Fig. 6.28-6.30 for a 
slot jet discharged horizontally. From Fig. 6.28, read the value of the jet 
terminal height of rise, Ct " 1.45; from Fig. 5.29, read the jet terminal 
horizontal coordinate, nj- = 3.0; and from Fig. 6.30, obtain the jet terminal 
volume-flux parameter, ŷ  = 3.7. 

From Eq. 6.89, the terminal dilution, Dt, with respect to the discharge 
port is 

Dt = 0.94y^=0.94'^Uir=*5.4 

Calculate the jet terminal height of rise from Eq. 6.77. The vertical length 
of the ZOFE is zero. The scale factor, 6, can be calculated from Eq. 6.75 to 
give 

& = 0.908 F'^3X1/2 = (0.908) (9.13)'''3(65.2)'̂ 2 = 15.35 . 

From Eq. 6.77, the jet terminal height of rise is calculated to be 44.5 ft, or 
about 55 ft below the surface and 95 ft above the bottom: 

Zt = S5t Bg = 15.35(1.45)(2.0) = 44.5 ft . 

In evaluating whether the jet remains submerged, we should calculate the 
jet width. Fan and Brooks33 discuss this problem. They note that if the jet 



is nearly vertical at the top (nt *•= ^0 < ^^^ maximum vertical penetration of 
the jet is simply zt> because the core of the jet penetrates to the highest 
level and the peripheral regions fan out before reaching the top. However, if 
the jet has appreciable horizontal momentum at its terminal height of rise 
(nt S ?t)' the jet will appear as in Fig. 5.23b, and the maximum vertical extent 
of the jet is more nearly zt ••- wt, where Wt is the terminal half-width of the 
jet. Fan and Brooks note that further research is needed to more completely 
define this situation. 

In the current case, Ot * ^t> "̂'̂  ^^^ maximum vertical extent is more 
nearly zt -•- wt. The initial length parameter, bg, at the end of the ZOFE can 
be found by equating the momentum flux at the jet orifice to that at the end 
of the ZOFE assuming the buoyancy force to be negligible in that small distance. 
Fan and Brooks show this to be 

bo=V?^° 

By the definition of the jet half-width w = v^ b, the value of w at the end of 
the ZOFE is 

Equation 6.79 shows that Wt/"o> which also equals wt/wg, is equal to Pt/yg. 
Therefore, 

\ 2 % t̂ 2(2.0) 3.7 „ ^ . 
Wf = w_ — = = ^ . „-, = 65.7 ft 
"t - "o p - ^ y - r- 0.127 

O V7T O VTT 

Since the terminal height is 95 ft above the bottom, no interference with the 
bottom is expected. However, zt -̂  Wt = 65.7 -I- 44.5 = 110 ft, which is slightly 
greater than the total submergence, which is 100 ft. Therefore, some surface 
interference is expected, and the plume will appear at the surface. This means 
that the dilution calculated will be slightly high, as it assumes the avail­
ability of infinite quantities of dilution water. The effect in this case may 
be slight (110 ~ 100), but it should be considered for all cases. 

R. Slot Jets—Conclusions 

The presentation in this section has considered slot jets into a stagnant 
environment. Several limitations should be recalled on the use of the equations 
and figures presented here. First,- the values produced by the equations have 
been verified by Cederwall and Brooks for ranges of the densimetric Froude 

between 13 and 25. Figures 6.26 and 6.27 indicate that the equations 
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are probably valid for Fj from about 8 to 32. Both the trajectory and the 
dilution are reasonably well treated by the models. Cederwall and Brooks, in 
addition, have some qualitative information on slot jets into a flowing environ­
ment. However, findings in this area are not as extensive and do not yet make 
it possible to make as accurate predictions for the flowing-environment case. 
Although this section discusses the discharge of a slot jet into a stratified 
environment, there is a real question as to the use of the model, the values 
of the entrainment coefficient, and Schmidt numbers since no experimental 
verification exists for this case. To summarize, if one has a buoyant, slot 
jet for densimetric Froude numbers between 8 and 32 issuing into a stagnant 
environment, the methods here probably will yield good results. Outside this 
range, however, although some reasonable extrapolation might be possible if 
judgment is applied, real care should be taken in interpreting such predictions. 

S. Surface Layers from Submerged Jets 

If a submerged jet reaches the surface of the receiving body of water, 
it may spread out into a layer over a portion of the surface. In fact, if the 
jet still has considerable momentum remaining when it reaches the surface, it 
will not only boil up at the sruface but will have sufficient energy to move 
horizontally with considerable velocity. This remaining field could be of 
interest in determining the additional stratification caused by the heated 
discharge, and in making some sort of assessment of the volume of the receiving 
waters affected by a given temperature rise. Unfortunately, there presently is 
no adequate work to define the spread of the field, i.e., what surface area is 
affected by the surface layer. Some work has been done on this in observation 
of the fields of sewage from ocean outfalls. Rawn and Palmer" 3 conducted an 
extensive series of experiments in the ocean. They used small-scale diffuser 
orifices, which they supported in the water, and took many measurements of 
dilution of the plume and the layer thickness formed on the surface. The 
observations they made indicated that the average layer thickness was approxi­
mately 1/12 of the plume length measured along the axis of the jet from jet 
orifice to the water surface. Therefore, if the length along the plume axis 
to the water surface was 240 ft, for example, this simple rule of thumb would 
predict a surface layer about 20 ft thick. It is not unreasonable to assume 
that this surface layer might be reasonably well mixed vertically due to wind 
waves. In addition to their modeling experiments in the ocean, Rawn and Palmer 
measured the thickness of the sewage fields at the Los Angeles and Long Beach 
outfalls and receivied good agreement with the 1/12 rule of thumb. 

Thickness of the layer might be of only academic interest. If the plume 
has received sufficient dilution when it reaches the surface, so that the 
temperatures are not at an excessive level, then it may be unnecessary to make 
any further calculations to determine exactly where the heated water goes from 
that point. If, on the other hand, the dilution is insufficient and the plume, 
on reaching the water surface, still has an excessive temperature to be removed, 
the problem is made more difficult. At present, there are no analytical tech­
niques to treat this problem. As noted earlier, the surface layer may spread 
out with some velocity. If this is the case, it may be mixing laterally, 
although the strong stratification may prevent much vertical mixing from 
occurring. Certainly there would be additional mixing due to the ambient 
turbulence. However, if a given submerged discharge does not meet the criteria 
set by the appropriate regulatory agency by the time the jet reaches the 
surface, physical-model studies will probably be required to ensure that the 
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criteria are met within a reasonable length from the point of reaching the 
surface. To those charged with designing submerged ports, it seems a good 
suggestion to design them so as to attain the necessary dilution before 
reaching the surface of the water. This prevents problems due to lack of 
analytical ability. 

T. Estuarine Conditions 

One of the basic considerations listed for the analysis of a buoyant dis­
charge is the velocity field of the receiving ambient fluid. The ambient 
velocity field can be considered to have no ambient current (stagnant), uni­
form ambient current, or transient velocity patterns, e.g., those due to tidal 
influences or peaking-power operations. Previous sections of this chapter 
cover the stagnant and uniform-velocity fields. The time-varying velocity 
pattern due to tides or peaking power operations is a real situation and must 
be considered when evaluating the thermal impact on the environment. 

Unfortunately, no existing models allow for the inclusion of a time-varying 
velocity field. Some judgment is needed to aid in evaluating the discharge 
characteristics. Typically, the evaluation can be made at conditions of no 
tide as a worst condition. Hence, the buoyant jet in a stagnant environment 
would apply. For these problems, one uses either Fan's model or Hirst's model, 
depending upon the jet and discharge characteristics. Another condition in a 
real situation is the discharge of the buoyant waste in a direction opposite to 
the direction of flow of the receiving body of water. Flatten and Keffer'3 3 
investigated this case for an air-in-air jet for velocity ratios of 4, 6, and 
8. They found that the greatest deflection rate occurs for initial discharge 
angles, 0o, of 105° as described in Fig. 2.1. The rate of deflection decreased 
as the angle of discharge increased from 120 to 135°. Hirst's and Fan's models 
can be used to predict the dilution and jet trajectory for these cases. The 
predicted results will be questionable, since (1) evidence has shown the rate 
of deflection of the jet decreases as the angle of discharge approaches 180°, 
and (2) many of the model assumptions (for example, similar profiles) are 
violated for 180° discharges. In addition, little information exists on values 
of entrainment coefficients for such cases. Therefore, this case may yield the 
highest temperature rises, as indicated by Harleman et al. , but current 
models cannot handle it. (See Chapter VII for work on submerged, multiport 
diffusers directed against the ambient current.) 

The tidal fluctuations may be discharges of concern for reasons other than 
just time-varying velocity patterns. As a heated discharge is made into an 
estuary, the amount of available dilution water will be changing. Some schemes 
have been suggested for adjusting predicted temperatures by accounting for 
limitations on the amount of new dilution water. One such method by Pritchard 
is outlined in Chapter V. 

Chapter V also discusses a one-dimensional estuary model designed to model 
far-field (ambient processes controlling) dispersion of heat. This method is 
also applicable to submerged discharges. Assuming that the heat discharged from 
the discharge port(s) becomes uniformly mixed (laterally and vertically) with 
the receiving water reasonably close to the discharge point, this model treats 
ultimate removal of the heating by flushing or surface cooling. (Further 
details are available in Chapter III.) 
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In short, no completely time-varying model exists for near-field tempera­
ture predictions. Present analysis is simply steady-state, with some assumed 
critical ambient condition chosen and held steady. This may underestimate some 
mixing. At present, it is advised to apply this gross steady-state analysis. 
If dilutions seem satisfactory, you may be justified in assuming conservation 
in the results. If such predictions yield temperatures at or above acceptable 
levels, the only recourse for better evaluation is a physical model of the 
system or a redesign of the discharge system, if this can be done. 

U. Single-port Submerged Jets—Summary and Recommendations 

The discussions in this chapter have treated submerged, round jets and 
submerged, slot jets. Ambient environments have been considered as stagnant 
or flowing, and uniform or stratified. A number of models have been discussed. 
The reader is referred to concluding sections offered at the end of main 
sections in this chapter. Models recommended for various cases, along with 
ranges of variables limiting model use, are summarized in Table 6.4. This 
table should enable the reader to quickly see how to handle his problem. 
He can then turn to the appropriate section in this chapter for details. 

A final warning on the effect of free surface and bottom boundaries should 
be Issued. First, calculation of surface conditions must consider any surface 
layer that may form. As this surface layer (or the surface Itself) is neared, 
entrainment becomes inhibited. One should probably make his predictions based 
on calculations ending a few feet from the bottom of the surface layer. These 
steps will help avoid overestimation of the dilution. A similar precaution is 
recommended near any bottom boundary. 



Table . 6 . 4 . A p p l i c a b i l i t y of Submerged, S i n g l e - p o r t Models 

Condition Q' 
Recommended 

Model^ Verification 

Stagnant, uniform 
environment; 
round jet. 

Stagnant, 
stratified 
environment; 
round jet. 

Flowing, uniform 

Stagnant, uniform 
environment; 
slot jet. 

Stagnant, stratified 
environment; 
slot jet. 

Transient 

Any 
0 

Any 

Any 

10-130 
10-130 

9-57 

Fan 6. Brooks 39 ,b 
Fan & Brooks33.b 
Cederwall2 ,22 

Any 

environment; 
round jet. 

Flowing, stratified 
environment; 
round jet. 

90° 
0° 
0° 

See 

Any 
Any 

4-16 
<16 
>16 

Table 

Any 
>16 

See Table 6.3 for other information. 

Any 

Any 
9-57 

8-32 

Hirsts'* 
Fan i Brooks 39 

(Approximately 
stagnant) 

Fan & Brooks 3 

Good for 0° 

Good 

Fan & Brooks39 

(Linearly 
stratified) 
Ditmars33 

(Arbitrary 
stratification) 

Fan 3 3 
Hirsts'*.c 
Fan & Brooks 33,b 

For several 
angles. 

Slight 

Good 
Good 
Good 

None 
Good for 
several 
angles. 

Best for 0° 

Any ~ 8-32 Fan & Brooks 33 None 

Any Any Any None<i None 

^Reference 123 covers many of these cases in graphical form, 

use of Koh-Fan model^^ with ZOFE modification may be preferred; see Appendix B. 

Use of Shirazi equations may yield better results; see Appendix A. 

Except by use of steady-state approximation. 
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VII. SUBMERGED, MULTIPORT DIFFUSERS 

Chapter VI includes the theory and application of single submerged jets 
with both round and slot shapes. It is becoming popular to try to distribute 
the heated water to the receiving body by means of a series of submerged 
ports. If all these ports issue from the same main pipe or structure, the 
unit is classed as a submerged, multiport diffuser. If the ports are spaced 
far enough apart so that the plumes from the separate ports do not interact 
with one another before reaching the water surface, then the methods of 
Chapter VI are directly applicable for analysis for each individual port. 

A. Jet Interference 

Figure 7.1 illustrates two ways in which jets from a multiport diffuser 
can interact. Consider Fig. 7.1a. Jets issuing from the several ports entrain 
fluid and spread laterally. Eventually, if the port spacing, W, is small 
enough compared to submergence, z, the plumes will overlap and be competing 
for the same entrainment water. In fact, there'will be no other water to be 
entrained between the plumes. Rather, only water from above and below the 
plumes can be entrained. This is much like a slot jet, so it is frequently 
assumed that the port discharges act as single jets until they interact. 
Thereafter, they can be treated as slot jets. 

(0) JETS MERGING INTO SLOT JETS 

(W SLOT JETS MERGING ABOVE DIFFUSER 

Fig . 7 . 1 . 

Two Ways in Which Jets from a 
Multiport Diffuser Can Interact. 
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More frequently seen today are diffuser designs calling for ports in 
alternating directions. One port points downstream, the next upstream, the 
next downstream, and so on. Liseth33,87 ĵ ĝ studied this case for deep sub­
mergence of the diffuser. Figure 7.1b illustrates his observations of the 
tendency for plumes from the opposite sides of the diffuser to merge into a 
single plume above the diffuser. Again, once this merger occurs, the dilution 
rate of the rising plume is decreased, as the plume surface area across which 
mixing can occur is reduced. 

Most multiport diffuser systems discharge in the horizontal direction to 
maximize the distance of travel, and hence, the dilution, before the plume 
reaches the surface. In fact, of the models to be discussed here, only the 
model by Koh and Fan^3 allows for a nonhorizontal discharge. Example output 
from their model for several different horizontally discharging diffusers 
clearly indicates the effect of jet interference. Delaying jet interference 
by increasing W or decreasing Dg causes the jet to be sent upward more. Due 
to more early entrainment when interaction is delayed, the local densimetric 
Froude number, F L , is more quickly reduced. This occurs because, in the 
initial jet regions, decay of velocity is greater than decrease of the term 
/g(Ap/p)DL , in which DL = local jet dimension. A lower value of FL implies 
more importance of buoyancy forces, and hence, more of a tendency to rise. 
For the cases in Fig. 7.2, ATo = ^9.2 - 77 = 12.2°F. The temperature rises 
remaining at the surface (z = 100 ft) were predicted as follows for three of 
the cases: 

W = 5 ft, DQ = 0.25 ft: AT = 0.11°F ; 

W = 10 ft. Do = 0.50 ft: AT = 0.17°F ; 

W = 5 ft. Do = 0.50 ft: AT = 0.23°F . 

Therefore, the delayed Interaction does affect dilution, although in 
this case, any of the alternatives would probably be satisfactory for meeting 
standards. 

Interaction is clearly one of the features distinguishing multiport 
diffusers from single ports. Criteria will be presented in this chapter to 
enable one to decide whether a single-jet analysis (Chapter VI) will suffice 
or whether a multiport analysis is called for. 

B. Diffusers in Stagnant, Arbitrarily Stratified Waters 

1. Model Formulation 

Koh and Fan have developed a computer program to solve the multiport 
diffuser (all ports same direction) into a stagnant receiving water with 
arbitrary temperature and density profiles. Therefore, the stratification 
in the receiving body could be due to some feature other than heat, such as 
salinity. 

The equations, assumptions, entrainment coefficients, etc., are the ones 
found in Chapter VI on round jets (before interaction) and slot jets (after 
interaction). They are therefore subject to the constraints listed in that 
chapter and will not be discussed further here. However, some criterion must 
be chosen for selecting the transition point between round and slot jets. 
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50 100 
HORIZONTAL DISTANCE OF TRAVEL, ft. 

Fig. 7.2. Predicted Trajectories of Multiple, Buoyant Jets 
in a Uniform Environment.^3 

Koh and Fan suggested two different criteria: (1) when t 
jet becomes equal to the initial jet spacing, W; (2) when 
lated by the round-jet theory becomes equal to that calcu 
theory. The transition point defined by the latter crite 
than the point defined on the basis of width. Figure 7.3 
general finding of Koh and Fan that the two criteria gave 
results except for the region between the two transitions 
in the curves at the transition points occurs due to the 
series of Gaussian profiles (series of round jets) to a s 
jet). This change must be accomplished with conservation 
mass flow. 

he width of the round 
entrainment as calcu­

lated by the slot-jet 
rion occurs later 
illustrates the 
essentially identical 

The discontinuity 
sudden change from a 
ingle profile (slot 
of momentum and 

2. Data and Output from Computer Program 

A computer program is available in Ref. 73. Basic data needed include 
(see Fig. 2.1 for clarification of terms): 

U = initial jet velocity. 

Do = jet diameter, 

Tj = initial jet temperature, 

Pj = jet density 

0' = jet discharge angle. 
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Zl = jet submergence (should be determined to bottom of heated 
surface layer), 

W = jet spacing 

a^ = entrainment coefficient for round jet, usually taken as 0.082, 

as = entrainment coefficient for slot jet, usually taken as 0.16, 

A^ = spreading ratio for round jet, usually taken as 1.16, 

Ag = spreading ratio for slot jet, usually taken as 1.0, 

g = acceleration due to gravity, 

p(z) = variation of ambient density with depth, and 

T(z) = variation of ambient temperature with depth. 

-

-
-

-

1 1 1 

\ "~"̂  
—̂ \̂ 

D„=lfI,U„'l2.5fp« 
0 ' 0 '^ 

p =0.99518 gm/cc 

T| • 89.2° F 

p -0,99707qm/cc 
' 0 

To = 77°F 

1 1 1 

1 1 

W . 2 0 ' 

1 1 

1 1 

Transition 1 

Troniition 2 

1 1 

1 
1 

-
-

1 

Z . VERTICAL DISTANCE OF TRAVEL , FT 

Fig. 7.3. Predicted Jet Centerline Excess 
Temperature of Multiple Buoyant 
Jets in Uniform Environment.^3 

Output from the program includes jet trajectory. Jet width, dilution, tempera­
ture, density, and temperature rise, all as functions of location. Figure 7.4 
shows results from application of the program to two particular discharges 
into a stratified environment. Neither plume reaches the water surface. 

The computer output does not make a ready estimate of time of exposure 
possible, since velocities are not reported. However, the computer program can 
be modified easily to produce velocities and times. Velocities are easily 
computed from the dimensionless variables solved for in the program. These 
can then be graphically or numerically integrated as discussed in Chapters V 
and VI. 

3. Model Applicability and Usefulness 

This model has not been verified experimentally, except insofar as the 
separate expressions for round and slot jets have been verified as discussed 
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Fig. 7.4. Predicted Trajectories of Multiple, Buoyant Jets 
in a Stratified Environment.^3 

in Chapter VI. Based on these verifications, one can use the model with 
some confidence. It was noted in Chapter VI that the use of 0.16 as an 
entrainment coefficient had not been verified. Thus, application of the 
Koh-Fan model for stratified conditions might be undertaken with more care. 
It is, however, the only present model for a multiport diffuser discharging 
into a stratified environment. The restriction to a stagnant condition may 
not be too critical, since most diffuser velocities are much greater than 
expected ambient velocities. 

C. Deeply Submerged Diffusers in a Stagnant Environment 

1. Experimental Findings 

Liseth33>87 conducted an extensive series of laboratory experiments on 
diffusers, both with all ports in the same direction (unidirectional) and with 
ports alternating in direction. Only results for alternating ports are 
discussed here. Ranges of parameters in his work include: 

l/Dn 52-222, 

Zj/W: 0-80, 

Fj: 10-61, 

(z/Do)/Fj: 2-20, and 
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FDL: 5 - . -3 to 5 X 10-3. 

The densimetric Froude number of discharge load, FTJL> I S defined by 

D̂L 

. V Ap 8 Zl 
(7.1) 

in which Q L = discharge per unit length of manifold 7rUgD2/4W. 

Liseth's studies are purely experimental, and he provides excellent data 
for deeply submerged discharges (zj/Dg > 50). Figure 7.5 summarizes some of 
his findings for centerline dilution, D, as a function of zj/W. Liseth's 
measurements were made at points below the surface layer that forms when the 
jets reach the surface. One can use the rule of thumb given in Chapter VI 
(surface-layer thickness = 1/12 plume-centerllne length). Then the submergence, 
z^, for Fig. 7.5 should be the distance to the bottom of this expected surface 
layer, rather than the total distance to the water surface. 

Fig. 7.5. Minimum Dilution along the Center of 
Merging Buoyant Jets from a Manifold 
in Stagnant Receiving Water of 
Uniform Density.33 
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A review of Fig. 7.5 is in order. As the parameter (zi/Dg)/Fj becomes 
large (Fj approaches zero or Zj/Dg becomes large), the dilution should 
approach that from a simple, round source of heat only with no momentum 
(Fj = 0). For smaller values of (zi/Dg)/Fj, momentum plays a more important 
role and, therefore, dilution is greater than that predicted for a simple, 
round heat source. A higher dilution will be reflected in lower values of 
(zi/Dg)/D for a constant Zj/Dg. Consider a curve of constant zj/W in 
Fig, 7.5, and hold Zj/Dg constant. As Fj increases, (zi/Dg)/Fj decreases. 
This results, from the curve, in an increase in the term (zi/Dg)/D, which is 
equivalent to a reduced dilution. Essentially, then. Fig. 7.5 shows dilution 
decreasing for increasing Fj , all other factors being held constant. This 
occurs because the greater buoyancy (lower Fj) causes greater plume velocities 
as the plume rises to the surface, thereby increasing mixing. 

Liseth observed that, in a deeply submerged diffuser, jets initially dis­
charged to both sides of the diffuser are gradually forced back toward the 
manifold and merge to form a two-dimensional plume rising above the manifold. 
Low values of zj/W would indicate that the depth was insufficient to allow this 
merger to occur. For this reason, the bottom curve in Fig. 7.5 approaches 
the theoretical value for a single jet, and for zj/W < 5, there is no signifi­
cant difference in dilution for that from a single jet. For high values of 
Zj/W, the merger has taken place long enough before reaching that height that 
the initial single-jet region is only a small part of the total. Thus, the 
results approach those for a two-dimensional buoyant slot plume. Liseth 
notes that the dilution for Zj/W = 80 is only 10-20% of that attained by a 
single jet. 

Liseth has also developed the following relationship to approximately 

describe his data on the height at which the plumes merge: 

z 
m 

W 

(7.2) 

in which ẑ , is the height at which the merger occurs, W is the port spacing, 
and Fj is the initial jet densimetric Froude number. It is logical that this 
merger point would rise with an increase in Fj. A higher Fj causes the initial 
jet to move farther away from the port before being swept upwards by buoyancy. 
It would then take a greater height for these plumes to interact and merge. 

Liseth observes that for a given Fj and F D L , ^ P°^'^ spacing, Zj/W, between 
5 and 10 will yield the highest dilution, D. 

2. Numerical Example 

Consider the following problem: 

zj = depth to bottom of surface layer (here = 70 ft), 

Dg = initial jet diameter = 1.0 ft, 

Fj = 10, 
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W = jet spacing = 5 ft, and 

ATg = 20°F. 

What is AT at elevation zj? Then, 

o _ 70/1 ^ ^_g 
10 

and 
= 1 
- = ^ = 14 . 
W 5 

From Fig. 7.5, these two values yield, with interpolation, 

z,/D 

-^y= 2.4 . 

Thus, D = {1011)12.k = 29.2, and AT70 = 20°F/29.2 = 0.69°F. 

If the port spacing were increased to 15 ft, then Zj/W = 70/15 = 4.67. 
Figure 7.5 yields (zi/Do)/D = 1.4, D = (70/l)/1.4 = 50, and AT70 = 2O°F/50= 0.4° 
There is then a greater dilution attained with greater spacing. Of course, this 
greater spacing also Implies a greater cost for the diffuser due to increased 
length. The designer must seek some balance. 

D. Multiport Diffusers in a Shallow, Flowing Environment 

Frequently, diffusers may be placed in relatively shallow waters. For 
this discussion, shallow will be defined as zj/Do less than 20. Recall that 
Liseth worked in the range of Zj/Do from 52 to 222. Harleman et al.^ studied, 
both analytically and with physical models, diffusers in a shallow receiving 
body. Their findings are significant for such shallow environments, 

1. Experimental and Analytical Findings 

Harleman et al. observed that for such shallow conditions, the heated 
discharge tends to mix completely both laterally and vertically. The maximum 
surface temperature is nearly equal to the fully mixed temperature. They 
note that this temperature is not dependent upon Fj, Zj/H, or the angle of 
the ports, 0', for small angles. For ports discharging into a stagnant 
environment, the following expression is developed and verified as an 
upper limit on the dilution: 

(7.3) 
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where D = dilution = ATo/ATsurface. 

W = port spacing, 

H = receiving-water depth, and 

Do = port diameter. 

If the water truly is stagnant and no new water is being moved into the region 
near the diffuser, there is bound to be some reentrainment of water. Therefore, 
the actual dilution for such a case is probably considerably less than given 
by Eq. 7.3. 

Harleman et al. found that ports discharging perpendicularly to the ambient 
current always experience reentrainment of the heated waters. For ports dis­
charging parallel to the ambient current, reentrainment will occur for low 
ambient currents, Ua, regardless of the discharge orientation — all ports 
upstream, all ports downstream, or all ports alternating in direction. In 
fact, an effective blockage of dilution water to the diffuser occurs when 
the ports are directed upstream against a weak ambient current. In this 
case, a large eddy forms near the diffuser and (Ref. 50, pp. 64-66) "...the 
heated flow is circulated within this restricted eddjf area resulting in 
temperature rises increasing with time until some equilibrium condition is 
reached. Dilutions are worse than predicted by the ratio of cross flow to 
diffuser flow." Some experiments were conducted for a time-varying ambient 
crosscurrent. In this case, due to reentrainment, maximum temperature rises 
occur at the time of minimum ambient current. The exact magnitude of the 
temperature rise depends on the precise form of time variation and the diffuser 
details. In general, the maximum temperature rise under these conditions can 
be decreased by increasing W, the port spacing. 

For discharges parallel to an ambient current, Harleman et al. developed 
some simplified theoretical relations for the dilution. They wrote an energy 
equation equating external energy input to energy losses due to expansion and 
contraction of the flow field and bottom friction. Empirical coefficients in 
the derived equations were evaluated from experiments. The following equations 
apply: 

For ports all directed with ambient current. 

D = 
V'fUoDo/ V I T D 2 / 

1/2 

(7.4) 

for ports a l l directed against the current, 

/^"a^V _ / ^ W H \ 
\7TUOD2/ V 3 W D 2 / 

1/2 

(7.5) 
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for ports alternately directed. 

4U W H 

""oD^ 

(7.6) 

Note that Eq. 7.6 is merely the dilution due to complete mixing, since it 
represents the ratio of the ambient flow over one diffuser port (UgWH) to the 
flow from a single diffuser port (ITUODO/4). Equation 7.5 is only valid for 
positive values under the square-root sign. In fact, one criterion for the 
blockage of dilution flow mentioned earlier is the equality of the two terms 
under the square-root sign in Eq. 7.5. If these two terms become equal, 
blockage and subsequent higher temperature rises are expected. 

The reader is referred to Ref. 50 for excellent experimental result that 
graphically help in understanding the mechanisms of mixing for shallow-water 
diffusers. 

These conclusions were drawn based on the following ranges of parameters: 

W/H 

Dg/H 

Fj 

Z2/H 

Numerica! 

0.641-3.00, 

0.057-0.161, 

10.4-115.8, and 

0.187-0.465. 

Example 

Consider the following case: Ug = 0.5 ft/sec, Ug = 12 ft/sec, H = 17 ft, 
W = 64 ft, Dg = 1.5 ft, and ATg = 20°F. If the ports are in alternating 
directions, Eq. 7.6 applies, so that 

^ 4 ( 0 . 5 ) ( 6 4 ) ( 1 7 ) „ , 

1271(1.5)2 - ^^•' • 

Then 

^Tsurf = ATg/25.7 = 20/25.7 = 0.8°F 

If the ports were all in the same direction as the ambient current, Eq. 7.4 
becomes 

/4(0.5)(64)(17)\2 
\ 127,(1.5)2 ) 

. 8(64)(17) 
577(1.5)2 

1/2 
30.1 

Then 

'̂ Tsurf = 20/30.1 = 0.66°F 
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Use of Eq. 7.5 is the equivalent of treating the same problem for a reversal 
of tide. The opposing direction of flow reduces the dilution. 

E. Multiport Diffusers into Stagnant, Intermediate Depths 

1. Experimental Findings 

Larsen and Hecker^3 have presented results for multiport discharges into 
a stagnant environment. The study is completely experimental. Ranges of 
parameters studied included the following: 

Set 1: Fj = 20 all runs; Zi/Dg = 10, 20, 30; 
W/Dg = 4-28; h/Do = 27, 37, 47. 

Set 2: Zj/Djj = 20 (all runs); h/Do = 37 (all runs); 
W/Do = 10 (all runs); Fj = 8-25. 

Notice that H/Do - ^\l^o "•" ̂ 7, since the ports were located 17Do above the 
bottom of the receiving tank. Based on the values of H/Dg, this is classed as 
an intermediate depth. Liseth37 studied the range of H/Dg above 50; Harleman 
et aZ.33 studied shallow diffusers, H/Dg between 6 and 18. 

An important note should be listed concerning the H/Dg values shown for 
the Larsen and Hecker data. These values, as Indicated, include 17 diameters 
below the experimental discharge ports. However, standard diffuser designs 
have ports located usually only 2-4 diameters above the bottom. The submergence 
Zf/Dg is therefore a more meaningful parameter for their data, as it shows the 
relative distance from diffuser port to water surface, the distance over which 
mixing occurs. For the most part, the 17 diameters below the ports in Larsen 
and Hecker's work really do not effectively increase the submergence. 

In the studies by Larsen and Hecker, dilutions were determined by actual 
temperature measurements on the water surface, rather than below the surface 
layer as Liseth did. Single-jet studies were also made, and the dilutions 
for the variety of port configurations were compared to those for a single 
jet. This gives some measure of jet interference. For Fj = constant = 20, 
Larsen and Hecker find minimum single-jet dilutions of 12.4, 19.7, and 29.3 
for zj/Dg = 10, 20, and 30, respectively. For zj/Dg = constant = 20 (H/Dg = 37), 
dilution increased from 14.8 for Fj = 8 to 21.7 at Fj = 23.5. Therefore, 
dilution can be seen to increase with Increasing depth (longer distance of 
travel, hence more dilution, before reaching surface), and also with increasing 
Froude number (again caused by longer travel distance). 

Figures 7.6 and 7.7 show some of the significant experimental findings 
by Larsen and Hecker. In these figures, D̂ , is the surface dilution for 
multiple ports and Dg is the surface dilution for a single jet. Therefore, 
if Dm/Dg = 1.0, the jet spacing is such that the jets do not Interact before 
reaching the surface. It is interesting to compare results in Figs. 7.6 and 
7.7 with the work done by Liseth and Harleman et al. First, notice in 
Fig. 7.7 that dilution for the multiport diffuser is a function of Fj for H/Do 
from 27 to 47. For Larsen and Hecker's work, H/DQ = zj/Dg -t- 17. The work of 
Harleman et al. Implies that dilution is not a function of Fj. However, the 
Harleman study was for much more shallow receiving bodies (H/Dg = 6 to 18). 
Free surface and bottom boundary influences are more dominant in such shallow 
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Fig. 7.6. Jet Interference vs Nozzle Spacing 
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Fig. 7,7. Jet Interference vs Froude 
Number at Spacing 

bodies, enhancing the prospect of complete mixing. In addition, Harletnan 
et al. observed stratification (incomplete mixing) for Fj as low as about 15. 
Note that the two dilution values (zi/Dg = 20) for Fj = 20 and 25 in Fig. 7,7 
are almost identical. The difference in the Larsen-Hecker and Harleman et dl. 
results can then be attributed to two factors: (1) different ranges of H/Dg, 
and (2) different ranges of Fj (most of the Harleman et al. runs were for 
Fj > 20). This difference points out the danger inherent in using results 
outside their range of verification. 

Liseth reports findings that alternating port discharges behave like 
single jets (no interaction) if zj/W is less than 5. Note that W is the 
spacing between any two ports; therefore, the spacing between any two ports 
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on the same side of the diffuser is 2W. Larsen and Hecker's results can be 
converted to zi/W by dividing zj/Dg by W/Dg. In Fig. 7.6, for Froude number, 
Fj = 20, notice the intersection of the three curves with the Dĵ /Ds = 1.0 line. 
For zi/Do = 10, 20, and 30, the critical values of zj/W are 0.6, 0.75, and 1.0, 
respectively. This means that for any values of Zj/W greater than these 
values, the jets will interact before reaching the surface and will not behave 
as single jets. These results contradict those of Liseth, who specified 
Zj/W = 5 as the critical value. Larsen and Hecker suggest that one difference 
is that their measurements are made at the surface, while Liseth makes his 
measurements below the heated surface layer. Additionally, Liseth's studies 
are in the range of (zi/Do)/Fj = 2 to 20. Larsen and Hecker vary this 
parameter from 0.5 to 2.5, or essentially below the range of Liseth's work. 
A review of Liseth's work reveals that, for the range of parameters he uses, 
dilutions are essentially identical for zj/W = 5 and zj/W = 0. The latter is 
the case of a single port. A review of Larsen and Hecker's results in Fig. 7.7 
reveals that the single-jet case is approached as (zi/Dg)/Fj increases. 
Consider, for example, Zj/Dg = 20 and Fj = 8 [implies (zi/Dg)/Fj = 2.5]. The 
dilution is about 95% of that for a single jet. Therefore, the major 
difference between the results of Liseth and those of Larsen and Hecker 
seems to lie in the ranges of (zj/Dg)/Fj. This parameter is a measure of the 
relative depth compared to the mixing strength of the jets. It would be well 
then to use the work of Liseth and of Larsen and Hecker as complementary 
information, employing the results only within the ranges of parameters for 
which they are developed. , 

2. Numerical Example 

To use the results of Larsen and Hecker as shown in Figs. 7.5 and 7.7, 
the dilution for a single jet must be estimated. This can be done using any 
of the models suggested in Chapter VI. In addition, results from Rawn et al.* 
are available, as well as some information presented by Larsen and Hecker 
themselves, consider the following example: 

Zl = 30 ft, » 

Dg = 1.5 ft, 

Ug = 6 ft/sec, 

Ua = 0, 

W = 15 ft, 

ATg = 18°F (from 59 to 77 °F), 

Pa = 0.99913 for 59°F, and 

Po = 0.99707 for 77°F. 

First, Fj must be calculated as 

Fj = ° ^ = 19 . 
Ap r, /32^2 (0.00206) (1.5) 

8 p "° 

*A. M. Rawn, F. R. Bowerman, and N. H. Brooks, Diffusers for Disposal of 
Sewage in Sea Water, J. Sanlt. Eng. Div., Am. Soc. Civil Eng. 85(SA2), 
65-106 (1960). 
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For ZJ/DQ = 30/1.5 = 20, Larsen and Hecker indicate a surface dilution of 

Ds = 19.1 for Fj = 19 for a single jet. Figure 7.7 can be used for W/Dg 
= 15/1.5 = 10 and Fj = 19 to find D„ = 0.65Ds = 0.65(19) = 12.3 The actual 
predicted surface temperature rise, ATg, is then 

AT„ 18/12.3 = 1.46°F 

Conclusions — Multiport Diffusers 

Multiport, submerged-diffuser discharges of heated wa 
more popular. Several sets of experimental data have been 
with a computer model, to aid in evaluating such discharge 
outset, one can discern some areas in which no work has bei 
there is no model for discharge into an ambient current pa 
diffuser-pipe axis. These two cases are very complex. As 
charges, short of going to physical models, transient cond 
only by application of steady-state models to selected cri 
Table 7.1 summarizes regions of applicability of the model 

ter are becoming 
presented along 
schemes. At the 

en done. First, 
rallel to the main-
wlth surface dis-
itions are handled 
tical conditions, 
s discussed here. 

Table 7.1. Applicability of Submerged-raultiport-
diffuser Information 

Stagnant Ambient Flowing Ambient 

Deeply submerged 
(H/Do > 50) 

Liseth; Koh and Fan None 

Intermediate 
submergence 
(30 < H/Do < 50) 

Larsen and Hecker; 
Koh and Fan 

None 

Shallow 
submergence 
(H/Do < 20) 

Harleman et al 
Koh and Fan 

Harleman et al. 

Stratified 
receiving 

Alternating 

Transient 

waters 

ports 

Koh and Fan 

Liseth 

None^ 

None 

Harleman et al. 

None^ 

^Except by application of steady-state approximation. 
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All the studies shown, except Koh and Fan,^3 represent experimental 
studies, with some analysis. The Koh and Fan model has not been verified in 
total. It is especially uncertain that the model can be adequately applied 
in shallow waters, where the free surface may have a real impact on mixing 
conditions. None of the results shown in this chapter should be applied outside 
the range for which they are verified. Table 7.2 summarizes the ranges of 
some pertinent parameters. The reader is referred to the basic references for 
details of what combinations were run within the ranges noted. 

Table 7.2. Ranges of Parameters for Studies Reported 

Parameter Liseth^^ Larsen and Hecker^^ Harleman et al. 33 

27-47 6-18 

8-25 10-115 

4-28 5-40 

1.3-9.3 0.3-1.6 

0.5-2.5 0.06-1.8 

The biggest breakpoints in Table 7.2 occur in those parameters that 
indicate relative depth of submergence. Liseth's results apply to deeply 
submerged diffusers; the Larsen-Hecker results are for Intermediate submergence; 
and the work by Harleman et al. covers shallow-water diffusers. 

One piece of important work on submerged diffusers (and single-port sub­
merged discharges) is Ref. 123. It is a compilation of 180 graphs showing the 
solutions to a wide variety of submerged jet problems. It is based on the 
Fan, 38 Hirst, 3"* and Koh and Fan^3 models. The ranges of parameters it covers 
are 

Fj : 1-600, 

0^: 0-90°, and 

k: 0.5-16. 

Stratification of the receiving waters, submergence of the discharge, and 
port spacing are also varied. Not all combinations of the parameters listed 
exist. The publication has been prepared with care to avoid extrapolation 
outside the range of verifying data. This publication should be a helpful 
tool and will, for many cases, negate the need for a computer to operate the 
Koh and Fan model. 

H/Do 

Fj 

W/Do 

H/W 

( z i / D o ) / F j 

5 2 - 2 2 2 

1 0 - 6 1 

1 . 7 - 1 6 8 

0 - 8 0 

2 - 2 0 
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VIII. COOLING PONDS 

A. Introduction 

The objective of this chapter is to discuss some of the present methods 
used in predicting cooling-pond performance. As will become evident, the 
accuracy of these methods depends primarily on empirical values such as 
equilibrium temperature, cooling coefficients, and mixing coefficients. 
Another limiting criterion is the assumption of steady-state conditions, 
which are assumed, to varying degrees, by all the methods discussed. There­
fore, these predictive methods for cooling-pond performance should always be 
accompanied with an awareness of their limited accuracy. As a general rule, 
a difference of less than 3°F between actual effluent temperatures and 
predicted effluent temperatures is considered excellent, and differences as 
large as 3-5°F are acceptable. 

The models in this chapter are arranged in an order chosen to help the 
reader in his understanding. Initially, the hydraulic classification of cooling 
ponds is discussed. The next section presents the Edinger-Geyer model, which 
uses the equilibrium-temperature concept to analyze idealized ponds. Section D 
presents the Thackston-Parker model, which provides a convenient method for 
estimating the performance of a pond. Section E presents the more detailed 
Littleton model. Use of this model allows one to make a more comprehensive 
analysis and to investigate the transient nature of a cooling pond. Sections F 
and G discuss an entrance entrainment model and one developed by Edinger. 
These models remove the idealized hydraulic restrictions present in the first 
three models and thus consider modeling real ponds. Next, the problem of 
evaluating' the water loss due to elevated temperatures is discussed. Then a 
section on deep-reservoir modeling is presented. Finally, a concluding 
section provides a general overview of the tools for cooling-pond analysis 
presented in this chapter. 

B. Hydraulic Classification of Cooling Ponds 

The hydraulic characteristics of cooling ponds represent the area of 
least understanding. Although widespread work has been conducted regarding 
predictive techniques for the cooling capacity of a cooling pond, predictive 
techniques to describe the hydraulic action of a pond are nonexistent. 
Predictive technique, as used in this chapter, refers to a technique to 
completely describe the actual physical performance without constructing 
a physical model or running field tests on the prototype. Keeping in mind 
this definition of predictive technique and particularly the nonexistence of 
such hydraulic techniques, the following are offered as possible hydraulic 
classifications of ponds. 

1- Completely Mixed Ponds 

One assumption that can be made concerning the hydraulic nature of a 
pond is that it is completely mixed. To be completely mixed, a slug of water 
entering a pond would be immediately mixed uniformly throughout the pond. 
For a specific time, a completely mixed pond would have the following 
characteristics: 
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a. Tp # fn(x); 

b. TEFF = Tp; (8.1) 

c. TgQ - Tp = cooling driving force = Cj "^ fn(x) . 

In Eq. 8.1, x is the distance from pond intake to some point of interest, 
Tp is the pond temperature, TEFF IS the effluent temperature, TEQ IS the 
equilibrium temperature, and Ci is some constant. Equation 8.1c deals with 
the cooling rate of a pond and is one method of simplifying the heat-budget 
equation as discussed in Chapter III. 

The hydraulic characteristics of a completely mixed, continuous-flow pond 
can best be physically described by an example. Assume that one has a con­
servative dye—"conservative" meaning that dilution is the only mechanism 
available to reduce its concentration. Heated water is an example of a non-
conservative element, because both dilution and loss of heat to the atmosphere 
tend to reduce the temperature. Further assume that a single slug of this dye 
is instantaneously Injected into the intake of the pond. A graphical represen­
tation of this input is shown in Fig. 8.1a. The value Co in Fig. 8.1a is the 
concentration that would be present if an equal amount of dye was uniformly 
mixed throughout a batch (or non-continuous flow) tank of a volume equal to 
that of the pond. Thus, the input to the completely mixed pond would be a 
spike occurring at time t equal to zero, the area under the spike in Fig. 8.1a 
being proportional to the amount of dye Injected. In keeping with the definition 
of a completely mixed, continuous-flow pond, the instant the slug of dye entered 
the pond it would be equally distributed throughout the pond. Therefore, to 
measure the concentration at the effluent, one would measure a concentration 
equal to CQ at time t = 0. At some time increment; later, the effluent con­
centration would be less than the value CQ. This reduction occurs because, 
as a given volume of water that contains dye leaves in the effluent, an equal 
reduction in pond and effluent concentration result?6. Figure 8.1b is a plot 
of effluent concentration versus time for the process just discussed. The 
curve in Fig. 8.1b is exponential in form. Additional information on the 
subject of flow-through curves appears in Ref. 84. 

The main disadvantage of this type of flow regime is the constant driving 
force expressed in Eq. 8.1c. In keeping with the definition of a completely 
mixed pond, the hot water entering the pond is immediately mixed with cooler 
pond water, reducing the cooling driving force. Consequently, the maximum 
driving force is a weighted average of the two temperatures. 

Completely mixed conditions are common in waste-treatment facilities 
where small flow-through times exist and high degrees of turbulence or mixing 
are prevalent. In cooling ponds, however, large flow-through time with low 
turbulence is a common situation. Therefore, very few ponds, if any, could be 
classed as completely mixed. 

2. Plug-flow Ponds 

A second type of hydraulic-flow regime is plug flow. Under plug-flow 
conditions, a slug of water would enter a pond and retain its identity 
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throughout its complete journey, not mixing with any foreign water. For £ 
specific time, a plug-flow pond would have the following characteristics: 

Tp = fn(K); 

TEFF 

TEQ - Tp driving force = fn(X); 

(8.2) 

where L is the distance from intake to outlet of a pond. 

To help understand the hydraulic characteristics of a continuous-plug-
flow pond, assume that the input spike represented in Fig. 8.1a is now 
injected into this type of pond. Under plug-flow conditions, the slug would 
retain its identity and arrive at the effluent intact. The time of arrival 
at the effluent is called the detention time, t', and is equal to the rate 
of flow through the pond divided by the volume of the pond. 

A main advantage of plug flow can be seen in the driving-force term 
expressed in Eq. 8.2c. In keeping with the definition of plug flow, the 
hotter water entering the pond would not mix with any cooler water. 
Consequently, the maximum driving force for cooling would be retained at 
all locations throughout the pond. 

Thackston and Parker'33 discuss some physical characteristics of a plug-
flow pond. Of major importance is the long, slender, channellike shape that 
aids plug-flow conditions. Outlet and intake at opposite ends, and narrow 
widths (to decrease wind mixing) also aid in inducing plug-flow conditions. 
Concerning depth, Thackston and Parker state that shallow depth and a low 
flow rate to reduce vertical velocity gradients are physical characteristics 
that promote plug-flow conditions. 
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3. Actual Ponds 

The two classifications mentioned above are the two extremes. The active 
region of actual ponds, that portion of the pond that is actually part of the 
flow regime, will be a combination of the two extreme conditions. An example 
of active versus dead areas can be found in a square pond. In such a pond, 
the center portion is part of the flow regime while the corners would be dead 
regions where small flows occur. 

An often-made assumption is that the performance of a cooling pond will 
fall somewhere between that of a completely mixed pond and that of a plug-flow 
pond of the same volume and surface area. This assumption is only true, 
however, if the active region of the actual pond is more or less equal to 
that of the completely mixed and plug-flow ponds. In most ponds, especially 
in those where the water's edge is determined by a natural contour, the actual 
performance of the pond may be below the so-called conservative performance of 
a completely mixed pond. One reason for this poor performance of actual ponds 
is often that flow-through calculations are based on the total volume Instead 
of the volume of the active region. Such miscalculations result in gross 
overestimates of the flow-through time and, consequently, of the performance. 
Methods for estimating a pond's actual performance are discussed in Sees. G 
and H of this chapter. 

In assessing active and dead regions, Ryan' 3 notes that density currents 
in the pond may play a major role in moving heated water into some of the 
backwaters, embayments, etc., which would ordinarily be passive (inactive) 
regions. He cites some examples of this effect, but he notes that it may be 
necessary to build a physical model to fully assess this effect. 

Cooling-pond analysis can be extended to other bodies of water if these 
bodies satisfy certain hydraulic conditions. The dissipation of excess heat 
from a cooling pond is basically a surface phenomenon. This is because most 
cooling ponds are shallow bodies of water taking advantage of the far more 
rapid cooling ability of surface cooling versus the slower cooling ability 
of conductive heat losses obtained at the walls of the pond. Therefore, most 
cooling-pond models assume no temperature gradient in the vertical or horizontal 
direction. Realization of these assumptions limits cooling-pond models to 
regions of a body of water that satisfy these assumptions. 

A cooling-pond model could be applicable to a deep reservoir during a 
period of strong stratification, at which time all the excess heat would be 
contained within the upper layer, or epilimnion, of the lake. In most cases, 
the epilimnion satisfies all the criteria for cooling ponds mentioned above 
and thus can be treated as a cooling pond. Once strong stratification has 
been determined, the active and dead regions of flow of the epilimnion must 
still be analyzed. 

Several other features of actual ponds are important in pond performance. 
Ryan"3 presents the best currently available review of these factors. Some 
of the more Important ones will be mentioned here. For example, if one 
considers a pond as part of a closed system (intake and outlet on same body 
of water), then the inlet should be designed to take water from the bottom of 
the ponds. Such deep withdrawals will minimize possible short-circuiting of 
the hot water and also provide the coolest possible water to the condensers. 
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This deep withdrawal can be accomplished by (1) building the intake pipe or 
other structure out into some deeper part of the pond, or (2) providing a deep 
skimmer wall at the inlet-channel entrance so that only deeper waters are 
withdrawn. 

Another important physical factor for any pond is wind. Ryan notes 
several effects of wind, but perhaps the major one is the ability to enhance 
or inhibit short-circuiting. As a general guideline, a pond should be designed 
so that the prevailing wind during the summer blows from the inlet toward the 
outlet. This will help prevent short-circuiting, causing the heated water to 
be slowed in its movement toward the intake. 

Entrance mixing, which can be closely controlled by design of the outlet 
channel, plays an important role in determining the temperature at which most 
of the heat transfer to the atmosphere takes place. This feature is discussed 
more fully later in this chapter. In addition to consideration of winds, the 
inlet and outlet must be carefully placed so that short-circuiting is made more 
difficult by geometry. In addition to natural geometric constraints, it may 
be more desirable to provide some man-made boundaries to produce flow patterns 
maximizing the surface area of the heated discharge exposed to heat exchange 
with the atmosphere. This can be done by building dikes inside the cooling 
pond (usually done by merely pushing up some soil). (See Ref. 119 for a 
discussion of some possible schemes.) 

The pond depth is another important parameter, inasmuch as it contributes 
to the determination of whether the pond will be stratified. In general, then, 
the designer should seek out all available information that will help describe 
the behavior of the pond. Such knowledge of the system should result in better 
designs. 

4. Pond Optimization 

Although topography and climate play a major role in determining pond 
performance, the designer does have available to him several options that can 
lead to enhanced cooling. Variation of intake and outfall location and flow 
rate has already been mentioned as a possibility. For example, a lower-
velocity surface discharge will yield a lower Initial dilution than a high-
velocity discharge, therefore leaving higher surface temperatures for 
dissipation to the atmosphere. 

In making an economic analysis to choose an optimum pond size, Ryan 
notes that the following must be considered: land cost, reduction in plant 
capacity due to back pressure, cost of makeup water, effect of discharge 
temperature, and temperature rise across the condenser. Hogan et al.^° 
perform an analysis of this sort, although they neglect the cost of makeup 
water. Here the designer can begin to make tradeoffs. Do the added benefits 
offset the costs for doing such things as internal diking to help the flow 
pattern or designing a better outlet? A careful analysis can lead to a pond 
design that not only performs its role as a cooling agent but that at least 
approaches economic efficiency. 

References 70, 88, and 119 contain additional discussion of the hydraulic 
characteristics of actual ponds. 
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C. Equilibrium-temperature Model for Cooling Ponds 

The operating mode of a pond influences its performance. The two basic 
types of operation are recirculation and once-through cooling. Recirculation 
ponds are those whose effluent waters are returned directly to the condenser 
intakes. Thus, a recirculation pond forms a closed system with the power 
plant. In once-through cooling, however, the condensers take their water from 
a body of water other than the cooling pond. Under once-through operation 
the pond serves as a buffer to prevent the waters receiving its effluent from 
being damaged. These two types of operation will be discussed separately 
here. 

1. Once-through Cooling Ponds 

This model is a direct application of the Edinger-Geyer32 equilibrium-
temperature representation discussed in Chapter III. The following assumptions 
are made: 

a. A steady-state condition prevails. This means that the flow into the 
pond, the cooling coefficient, and the equilibrium temperature are not a 
function of time and that the pond's temperature, which these parameters 
determine, is constant with time. 

b. The only source of mass input to the system is the pond intake, and 
the only source of mass leaving the system is the pond effluent. Under this 
assumption, terms such as evaporation and seepage terms and minor sources of 
inflow and outflow are considered negligible. Thus, this assumption eliminates 
the necessity for a complete mass balance and requires only a heat balance of 
major terms. 

Use of the steady-state assumption means that the heat in minus the heat 
out of the pond must equal the heat dissipated by the pond. Thus, under 
steady-state conditions, the following equation can be derived for a once-
through pond: * 

PCpqp(TiN - T E F F ) = KA(Tp - TE Q ) , (8.3) 

in which Tj^ is the intake temperature of the pond, K is the cooling coefficient, 
A is the area of the pond, p is the density of the pond water, Cp is the 
coefficient of heat for the pond water, qp is the intake flow of the pond, 
TEFF is the pond effluent temperature, and T E Q is the pond equilibrium 
temperature. 

Letting r^ = KA/(pCpqp) reduces Eq. 8.3 to 

T I N - Tp = ri(Tp - TE Q ) . (8.4) 
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Since Tp = TEFF i" ̂  completely mixed pond, Eq. 8.4 can be rearranged 
to give 

^EFF " ̂ EQ ^ L _ (8.5) 

TIN - ̂ EQ '̂' + 1 

Using the same approach for a plug-flow pond results in 

!EZLlim=exp(-ri) . (8.6) 
IN EQ 

Equations 8.5 and 8.6 allow one to compare the relative efficiencies of 
the two types of ponds. Equating these two equations gives 

( T E F F - T E Q ) C M ^"P^^') (g_7) 

CT - T \ 1 -(- r i EFF EQJPLUG 

Table 8.1 gives the ratio of the area of a completely mixed pond to that 
of a plug-flow pond for the same value of the left-hand term in Eqs. 8.5 and 
8.6. As can be observed in the table, when the required amount of cooling is 
small (when the left sides of Eqs. 8.5 and 8.6 are close to unity), there is 
little difference between the two ponds. However, as the demand for cooling 
is increased, the plug-flow pond becomes more advantageous. 

Table 8.1. Comparison of Completely 
Mixed and Plug-flow Ponds 

Temperature-excess Ratio, Ratio of Areas, 

(TEFF - TEQ)/(TIN - TEQ) ACM/APLUG 

0.8 1.12 

0.7 1.20 

0.6 1.30 

0.5 1.44 

0.4 1.64 

0.3 1.95 

0.2 2.47 

0.1 3.87 
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As an example, assume the same meteorological data used in the examples 
from Chapter III. In addition, the following data are given: 

Power-plant size = 1000 MW; 

Plant flow = 1350 cfs = 11.6 x 10^ ft3/day; 

Temperature rise through condensers = 15°F; 

Pond depth = 15 ft; 

Surface areas of pond = 800 acres = 3.485 x 10^ ft2; 

1500 acres = 6.534 x 10^ ft2; 

2200 acres = 9.583 x lO'' ft2; 

Initial uniform pond temperature = 72°F. 

Some of the data above are not necessary for this example; however, the 
data will be used for other examples in this chapter, and it is felt having 
them all present at one location will aid in understanding the examples. 

The initial step in the Edinger-Geyer solution is to calculate rj: 

_ KA 
""̂  ' PCpqp • 

As was noted in Chapter III, there are three evaporation formulas that lead to 
three different TEQ and K values. Using only the two extreme values of K and 
TEQ and the three pond areas, one gets six different values of ri. As an 
initial step, consider only the 800-acre pond; the upper limit K, 
K = 167 Btu/ft2-day-°F; and the upper limit TEQ, TEQ = 82.1°F. Therefore, 

^ (167 Btu/ft2-day-°F)(3.485 x 10^ ft2) =0.788 

(62.4 lbm/ft3)(l Btu/lbm-°F)(11.86 x lo7 ft3/day) 

Assuming that the condenser water intake is at equilibrium temperature allows 
one to calculate the inflow temperature to the pond as 

TIN = TEQ -I- AT^ = 82.1 -H 15.0 = 97.1°F . 

Therefore, the effluent temperature for a completely mixed pond is 

_ '̂ IN "̂  "^'^EQ 97.1 + 0.788(82.1) _ o„ 
^EFF - n + 1 17788 ^°-^ ^ • 



The effluent temperature for a plug-flow pond is 

TEFF = TEQ + e-'^lduj - TEQ) = 82.1 -I- e-0-788(97.i _ 82.1) 

= 88.9°F . 

Table 8.2 summarizes the results of using both upper and lower values of K and 
TEQ, plus the effect of pond area for completely mixed and plug-flow ponds 
with once-through cooling. 

Table 8.2. Results from Example Problem for 
Once-through Cooling 

Area, 

800 

1500 

2200 

acres 

Comple 

Upper Limit 

90.4 

88.3 

86.8 

tely 

TEFF. 

Mixed 

Lower Limit 

99.5 

97.6 

96.0 

°F 

Plug 

Upper Limit 

88.9 

85,5 

83.8 

Flow 

Lower Limit 

99,0 

95.8 

93.7 

Note: Upper limit = K = 167 Btu/ft^-day-°F, TEQ = 82.1°F. 
Lower limit = K = 98 Btu/ft^-day-°F, TEQ = S9.5°F. 

These values are plotted in Fig. 8.9, which is introduced later (p. 288) to 
illustrate all the methods of calculations. 

2. Recirculating Cooling Ponds 

The heat into a recirculating cooling pond is equal to the heat added to 
the cooling water by the power plant, Qjj, and is equal to 

Qh = pCpqpdjN - TEFF) . (8.8) 

in which Tm is not only the input temperature of the pond but also the exit 
temperature from the condensers, TEFF is not only the effluent temperature of 
the pond but also the intake temperature of the condensers, and TIN - TEFF = '̂Tc 
and is the condenser temperature rise at flow rate qp. Substituting Qh in 
place of the "heat-in" portion of Eq. 8.3 results in the following equation for 
a completely mixed pond: 

TEFF = temperature of condenser intake = ̂  + TEQ . (8.9) 
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Using the same approach for a plug-flow pond results in 

T̂ TTT, - T^„ exp(-ri) 
EFF EQ 

ATC - — T - (8-10) 
^ 1 - exp(-ri) 

AS an example, assume the same data as used in the once-through, completely 
mixed cooling-pond example. Therefore, 

% = pCpqpAT̂ . 

= (52.4 lbn,/ft3)(l Btu/lb„-°F) (11.86 x lO^/f13/day) (15°F) 

= 11.1 X lo'O Btu/day . 

Considering the 800-acre pond at the upper limit of TEQ and K gives 

Qv, h , .̂  _ 11.1 X 10^ 

167(3.485 X 10^) 
TEFF = i^ + TEQ = = -f 82.1 = IOI.2°F 

Thus the steady-state effluent temperature for the 800-acre pond is 101.2°F 
for a closed cycle and 90.4°F for once-through cooling. 

Considering the data above, but applying it to an 800-acre, recirculating 
plug-flow pond, results in 

rj = 0.788 , 

^EFF " ^EO ^^P(-'^i) 
-Sii ^ = — — =0.833 , 

<= 1 - exp(-ri) 
and 

TEFF = (0.833)(15°F) + 82.1 = 94.6°F . 

Table 8.3 summarizes the results of using both upper and lower values 
of K and TEQ from Chapter III, plus the effect of pond area for recirculating 
ponds. (These values are plotted in Fig. 8.9.) 

D. First Trial Model for Cooling Ponds 

Thackston and Parker'33 presented a method for calculating a general, 
first-trial estimate of a cooling pond's performance for any location in the 
United States. They compiled weather data from 88 locations within the 
United States. The final form of their data consisted of average monthly 
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Table 8.3. Results from Example Problem 
for Recirculating 

TEFF. 

Area, acres 

800 

1500 

2200 

Comple 

Upper Limit 

101.2 

92.3 

89.0 

tely Mixed 

Lower Limit 

122.1 

106.8 

101.3 

Plug 

Upper Limit 

94.6 

86.6 

84.0 

Flow 

Lower Limit 

115.0 

100.5 

95.4 

values for the required parameters for their heat-budget equation (see 
Chapter III). They also compiled the extreme monthly values for these input 
parameters. For the average monthly values, the values for a particular 
parameter are merely averaged for a particular month for the entire historical 
record. From this historical record of monthly averages, the worst lOZ are 
picked and averaged to derive the extreme values for each parameter. 

With these average and extreme values, the average and extreme equilibrium 
temperature and exchange coefficient can be calculated for each month of the 
year (see Fig. 8.2). Thackston and Parker also included a plot of plant 
temperature rise versus month of the year for three different completely 
mixed ponds (see Figs. 8.2c and d). To arrive at these plots, they assumed 
that each pond was receiving the heat load from a 1000-MW power plant operating 
at 38% efficiency. They then used the Edinger-Geyer equation for a completely 
mixed pond to calculate the effluent temperature in terms of the plant tempera­
ture rise (the °F above the equilibrium temperature of the pond's effluent 
water, assuming that the power-plant intake is receiving water at the 
equilibrium temperature). 

Based on Figs. 8.2a and b, one can calculate the necessary pond size to 
obtain a predetermined plant temperature rise at or near any of the 88 locations. 
The following example demonstrates the solution to this type of problem. 

Example: What size pond would be required so that the maximum 
plant temperature rise will not exceed 7°F under normal conditions? 
The plant is located in Nashville, Tennessee, and is loaded by a 
1000-MW power plant operating at an efficiency of 38%. The 
initial step is to plot plant temperature rise versus pond 
surface area (see Fig. 8.3). To create this plot, one reads 
values of plant temperature rise for each month for the three 
ponds sizes calculated in Fig. 8.2c. A contour for each month 
can be created by connecting a line of best fit through these 
three points. Once Fig. 8.3 is drawn, one enters the plot at 
the predetermined plant temperature rise and reads across, until 
the 7° line intercepts a month contour line. He then reads down 
to the necessary area. In this example, the months of January, 
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Fig. 8.3. 

Effect of Pond Surface Area on 
Amount of Cooling for Various 
Seasons: Nashville, Tennessee.'33 

500 1000 1500 2000 

PONO SURFACE AREA - ACRES 

April, and June were chosen arbitrarily. Based on these three 
months alone, the required area would be 2250 acres. 

Once Fig. 8.3 is constructed, one can reverse the process above to answer 
the question: What is the temperature rise for a pond of a specified area? 
To answer this, one enters the plot at the specified surface area, reads 
vertically until he Intercepts the desired month or the month whose contour 
is the highest if the maximum rise is desired, and then reads across to the 
temperature rise that corresponds to this intercept point. 

This procedure for estimating the extreme and normal operating performance 
of a cooling pond is not a design procedure but merely a first-trial approach. 
It allows one to estimate the performance of a cooling pond without going 
through a rigorous design procedure. Using the ratio of area required for 
completely mixed ponds versus plug-flow ponds (see Table 8.1), one can apply 
the above procedure to plug-flow ponds. 

E. Cooling-pond Model—Steady State and Transient 

The Littleton model,33 unlike the two previous models, includes both a 
heat and a mass balance. The model classifies types of ponds according to the 
following three conditions: 

1. Completely mixed or plug-flow pond. 

2. With or without vertical temperature gradient. 

3. Steady-state or transient operation. 

There are eight possible combinations of these three conditions. These 
combinations will be discussed in order. Very little mathematical derivation 



will be included. However, a complete derivation is included in Ref. 56. All 
the combinations discussed are for recirculating ponds. 

1. Case I: Mixed, Steady State, No Vertical Temperature Gradient 

To arrive at a simplified solution the following assumptions are made: 

a. The volume of the pond is constant; 3V/3t = 0. 

b. The pond is completely mixed. 

c. The enthalpies of the pond water, seepage water, precipitated water, 
and makeup water are all equal; hpoND - hg = hp = hj,u, where makeup water is 
the water added to the pond to replace losses. 

d. Steady-state condition prevails; 36/3t = 0. 

The assumptions in conjunction with the heat- and mass-balance equations 
result in the following formula for a recirculating pond: 

Qpp -t- fl = [ag + (ai2 -t- ai3W)(a2 + am)]B 

+ [ay + (ai2 -I- ai3W)a3]e2 (8.11) 

-I- [ag -I- (ai2 + ai3W)a4]63 , 

where Qpp = the waste thermal energy imposed on the pond, in Btu/ft -day, 

6 = pond-water temperature referenced to 32°F, in °F, 

W = wind speed, in mph, 

ai = 0.089, ag = 19.175 Btu/ft2-day-°F, 

aa = 3.50 X 10-3, a^ = 5..850 x 10-2 Btu/ft2-day-°F2, 

33 = 5.68 X 10-3, ae = 7.923 x 10-3 Btu/ft2-day-°F3, 

a^ = 1.13 X 10-3, ai2 = 3730, 

35 = 2358.74 Btu/ft2-d3y, ajs = 373, 

am = 0.00473, 

fl = Q N - 35 (ai2 + ai3W)(ai - 63314 - Pa) , (8.12) 

Q N = net radiation absorbed by the pond, Btu/ft2-d3y, 

9a = air temper3ture referenced to 32°F (in °F), and 

Pg = w3ter-v3por pressure in air (in psia). 

Values are calculated as follows: 

a- Qpp = Qh/A. 

where Qh - plant heat lo3d, Btu/day, a known value, and 

A = surface area of pond, ft , a known vslue. 
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b. QN = (Qs - Qsr) + (Qa - Qar). 

where Qg = solar radiation, Btu/ft2-day, obtained from Weather Bureau data, 

Qsr = reflected solar radiation = Rgj- Qg, where 0.04 < Rg^ < 0.12 
(therefore use Rg^ = 0.07), 

Qa = atmospheric radiation = 3.98(Ta + 460)'*(CB -I- 0.223>^) , 

(These terms are explained fully in Chapter III.) 

Ta = temperature of air, °F, and 

Qar = reflected atmospheric radiation = 0.03(Qa). 

c. Sa = Ta(dry) - 32°F. 

d. W = wind speed, in mph, from Weather Bureau data. 

Once these four values are computed, one can calculate the value of the 
left side of Eq. 8.11. To aid in arriving at a solution, Eq. 8.11 is plotted 
for different values of (ai2 + ai3W) in Fig. 8.4. One enters Fig. 8.4 at the 
proper (fi -•- Qpp) value, reading upward until one intercepts the proper 
(ai2 -*• ai3W) contour, then reading across to the value of TEQ. 

Equation 8.11, while numerous in terms, expresses a simple relationship. 
To visualize this relationship, assume that Qpp is zero; this would be the 
condition with no power plant in the closed system. The resulting equation is 
the Littleton model's simplified version of the heat-budget equation (Eq. 3.29) 

100 300 1000 3000 
PARAMETER f, or f, • O^p, T , 32°F 

0.000 20,000 

Fig. 8.4. f[ vs. Equilibrium Temperature or Steady-
state Mixed Pond Temperature.33 



275 

shown in Chapter III. Some additional terms (via a complete mass balance of 
the pond) are included, such as seepage and precipitation, that were not 
included in the previously discussed heat-budget equation. Inspection of this 
reduced form of Eq. 8.11 reveals that all the terms in the right-hand side 
are the heat-budget terms, which are a function of the water-surface tempera­
ture. The only remaining term, fi, appears on the left side and represents 
all the terms in the heat-budget equation that are not a function of the 
water-surface temperature. In this reduced form, 6 then represents the 
equilibrium temperature (referenced to 32°F). This temperature will be 
higher than the equilibrium temperature, since more heat is being added to 
the pond, as this is the temperature the pond would approach if all heat 
inputs and outputs were only those from natural sources. Returning Qpp to the 
left side changes the connotation of 9 to that of the steady-state pond tempera­
ture, Tgs, of a closed system that includes a power plant. To help understand 
this method, the following example, which assumes the same meteorological data 
from heat-budget examples and the pond data for the Edinger-Geyer example, is 
provided for the 800-acre pond: 

Qn 
pC q AT 
P P g 

•<PP A 

^ (62.4 lb/ft3)(l Btu/lb-°F)(11.66 x 10^ ft3/day (15°F) 

3.485 X 10^ ft2 

= 3130 Btu/ft2-day; 

fl = 5475, from Tgq calculation in Chapter III. 

Therefore, 

-ipp ^2 = f 1 + Qpp = 5475 -I- 3130 = 8505 B,tu/ft2-day 

From Fig. 8.4 at f2 = 8605 and ai2 -̂  aijW = 6190, find TEFF = 98.0°F. 

Using the same procedure for the 1500- and 2200-acre pond gives TEFF = ̂ 2.0 
and 89.0°F, respectively. These results are plotted in Fig. 8.9 (presented 
after other examples have been computed). 

2. Case II: Mixed Pond, Steady State with Vertical Temperature Gradient 

The temperature 9 in Eq. 8.11 is the pond temperature. It appears in the 
equation, however, because it is the surface temperature, and the air-water 
heat exchange is assumed to be a surface phenomenon. Therefore, if 9 is 
interpreted as the surface temperature, the pond could have any vertical 
temperature structure and would not have to be mixed vertically. Hogan et al. 
discussed the example of a linear temperature profile, as shown in Fig. 8.5. 
For this case, consider the bulk average temperature, 9, occurring at middepth. 
Then, 
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Fig. 8.5. 

Linear Temperature Profile. 

= Bg - 6'(H/2) 

„ = 9 -I- 3'(H/2) 

(8.13) 

(8.14) 

Therefore, with 9 (= "g) obtained from Eq. 8.11, the temperature at any 
pond depth can be obtained. The gradient does not have to be linear. Whatever 
the shape of the profile, 9 will still be the surface temperature. This could 
be important in assessing vertical location of the withdrawal for the pond. 
Heavy withdrawal from lower layers would decrease (and possibly eliminate) the 
gradient. Hogan et al. indicated that a review of available data showed 
that B is generally less than 1.0°F/ft. This is true even for extreme cases 
where deliberate attempts are made to float a hot layer onto the pond. 

3. Case III: Mixed Pond, Transient Operation, No Vertical 
Temperature Gradient 

a. Equations. Consider now the case in which certain parameters are 
changed with time. In this instance, visualize a pond initially operating at 
some steady-state temperature. Then, the inflow temperature is increased and 
continued at the new temperature. Clearly, the pond will have to adjust, as 
the heat in no longer equals heat out; there will be a change in the pond's 
heat content and therefore a change in pond temperature. This will continue 
with time until a new equilibrium is approached. 

Removal of Assumption d of Case I, 39/3t 
becoming 

0 , r e s u l t s in Eq. 8.11 

pCp(V/A) d9/dt = [Qpp + f l ] - [ag -I- (a i2 -I- ai3W)(a2 -(• a m ) ] 9 

- [ay -I- (ai2 -̂  ai3W)a3]92 (8.15) 

- [as + (ai-2 -I- ai3W)ai,]93 , 
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where Cp = specific heat capacity of water, 1 Btu/lbn,-°F; 

p = mass density of water, 62.4 lbni/ft3; 

V = volume of water in pond, ft3; 

A = surface area of pond, ft2; and 

t = time. 

Replace all 9's in Eq. 8.11 with the steady-state temperature, 9ss. at which 
the given mixed pond will operate referenced to 32°F. Substituting the right 
side of this equation for (Qpp - fi) in Eq. 8.15 gives 

it" " pC (V/A) {t^3 + (ai2 + ai3W)(a2 + am)](9g 3) 
"pv 

+ [ay + (ai2 + ai3W)a3](92^ - 92) (8.16) 

-I- [ag -I- (ai2 + ai3W)ai,](8|g - 63) | . 

Multiplying Eq. 8.16 by dt and numerically integrating gives 

-'9=0 •'t=0 
(right side of Eq. 8.16) dt . (8.17) 

= 0 
@t=0 

Equation 8.17 therefore represents an equation of 9 versus t for a recirculating 
pond. To eliminate the necessity of numerically integrating Eq. 8.17 for each 
solution, a plot of 9 versus f2 for a certain value of steady-state temperature, 
Tss, is presented. Figure 8.6 is an example of such a plot, where 

^2 - -2i -pCp(V/A) ' 

in which l2± is the initial value at f2 at time zero. The value f2 Is used as 
the abscissa in Fig. 8.6 Instead of t/[pCp(V/A)] because these plots will be 
used for plug flow also, in which case the definition of f2 will change. 

Equation 8.17 is an expanded heat-balance equation like Eq. 8.11, except 
that Eq. 8.17 has a time-dependent term, t/[pCp(V/A)]. This is the term 
representing the rate of change of heat stored in the pond. Because of this 
time-dependent term, an initial pond temperature, 6, must be known so that an 
initial value for f2 can be determined. This initial f2 value can be visualized 
as being equal to t'/[pCp(V/A)], where t' is the time required for the pond to 
arrive at its present temperature from some fictitious temperature at time 
zero. Once f2£ is determined, the term t/[pCp(V/A)] is added to it until the 
heat-budgeted terms on the right side of Eq. 8.17 equal zero which corresponds 
to A6 = 0, or the steady-state condition. 
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Fig. 8.6. f2 vs. A0 for Equilibrium Temperature of 80°F.36 

Proceed as follows: 

1. Calculate 9ss. nslng the method described in Case I. 

- 9), where 9 is the uniform 2. Calculate the initial value of ( 
pond temperature at t = 0. 

3. From Fig. 8.6, at A6 = (6 3) and (ai2 -•- ai3W), find f2 initial. 

4. Calculate the pond temperature for any time by adding f2 initial and 
t/[pCp(V/A)] and returning to Fig. 8.6 for a new A9 = (9sg - 9^). 

b. Example of Case III. For an illustration of the procedure outlined, 
assume the same conditions as Case I and consider the 800-acre pond. First, 
initial values and pertinent constants must be calculated. 

Initial value of Tss - T m = 98.0 - 72.0 = 26.0°F = A6. 

Initial f2 value: 

Using Fig. 8.6 at A6. = 26.0°F and ai2 + aisW 

= 6190, find f2. = 2.8 x 10-3 
• ^ 1 



t _ t (days) _ t (days) 

pCp(V/A) ^^2.4 lb/ft3)(l Btu/lb-°F)(A x 15 ft) 936 Btu/ft2-°F 
A 

Calculations are tabulated in Table 8.4. 

Table 8.4. Calculations for Transient Example 

t, days pCp(V/A) f2^ A9,^ °F TpoND = TEFF = Tgg - A9 

2 2.14 X 10-3 494 X 10-3 170 81.0 

4 4.27 X 10-3 707 x io-3 11.5 86.5 

6 6.41 X 10-3 921 X 10-3 7 5 90.5 

8 8.55 X 10-3 1135 X 10-3 5 0 93.0 

10 10.70 X 10-3 1350 X 10-3 3 0 95.0 

15 16.05 X 10-3 1885 x io-3 1.1 96.9 

20 21.4 X 10-3 24.20 x io-3 0.4 97.5 

25 26.7 X 10-3 24.50 x 10-3 Q.O 98.0 

^From Figure 8.6. 

The calculations show that the constant-input conditions given would 
require 25 days for the pond to reach steady state. If, during this 25-day 
period, some value of input data changed, for example, the value Qpp, then 
the pond temperature for future calculations would be the value at that time 
and not the steady-state value. Results are plotted in Fig. 8.7. 

4. Case IV: Mixed Pond, Transient Operation, with a Specified Linear 
Vertical Temperature Gradient 

Using the same relationships as in Case II and substituting 9g in place 
of 9 in Eq. 8.17, one can use the same procedure previously outlined under 
Case III to work this type of problem. 

5. Case V: Plug-flow Pond, Steady State, No Vertical 
Temperature Gradient 

a. Equation Development. In the derivation of a formula for plug-flow 
ponds, the following assumptions are made: 

1) The volume of the pond is constant: 3V/3t = 0. 
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TIME , DAYS 

Fig. 8.7. Transient Pond Temperature for 800-
acre Completely Mixed Pond. 

2) The pond water, seepage water, precipitated water, and makeup water 

have the same enthalpy. 

3) Steady-state condition prevails: 39/3t = 0. 

These assumptions, in conjunction with the heat- and mass-balance equations, 

result in 

JD ^T 
d9 _ c 
dA " Qh 

•jfl - [ag + (ai2 -*• ai3W)(a2 -I- ai.,)]e 

[ay -H (ai2 + ai3W)a3]92 - [ag + (ai2 "•- ai3W)ai,]93J-, 
(8.18) 

where AT̂ , is the temperature rise experienced by the cooling water as it passes 
through the condenser (in steady-state conditions, ATc ""JSt also equal the 
temperature drop through the pond) , and Qh is the waste thermal energy from 
plant to pond, Btu/day. 

Equation 8.18 is derived by considering a slug of condenser discharge 
water as it travels through the pond and writing an energy balance for this 
slug. Since there is no other water mixing with this slug for plug flow, the 
only mechanism for change of heat content in the slug (d9/dt) is loss to the 
atmosphere. Also, additional heat input from the plant will not affect the 
slug; hence, the Qpp term of Eq. 8.15 does not appear in Eq. 8.18. By 
convention, plug-flow equations are frequently written in terms of the area 
swept out by a slug in a given time, rather than the time itself. The 
substitution dt = HdA/qp enables Eq. 8.18 to be written in terms of A. With 
this substitution and pCpqp = Qh/'^Tc, Eqs. 8.15 and 8.18 are identical 
except for the Qpp term in the former. This is correct because Qpp represents 
the plant heat being continuously added to each fluid parcel due to the 
complete mixing. 
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Solving for the 9 corresponding to equilibrium, Sgn, in Eq. 8.11 by 
letting Qpp = 0, and substituting this expression into Eq. 8.18, gives 

d9 -^T 
dA = -p-'^ |[a6 + (ai2 -I- ai3W)(a2 -H am)](9 - 9EQ) 

-I- [ay -I- (ai2 + ai3W)a3](92 - 92^) (8.19) 

-I- [ag -I- (a i2 + ai3W)ai,](93 - 9^^) I 

EQ/ 

EQ) 

Multiplying Eq. 8.19 by dA and numerically integrating gives the following 
result for a recirculating pond: 

~k 
(right side of Eq. 8.19) dA . (8.20) 

=0 •'A=0 
@A=0 

By letting f2 = ATcdA/Qh, one can use Fig. 8.6. 

The reader is encouraged to visualize what Eqs. 8.19 and 8.20 represent. 
Equation 8.19 is a more convenient form of Eq. 8.18. Equation 8.20 then 
numerically integrates, i.e., sums the heat loss that the slug suffers as it 
passes through various incremental areas of the pond. The number of differential 
volumes the water has passed through is expressed in terms of the summation of 
their surface area. 

b. Problems that Can Be Solved. Within Case«V, two possible problems 
exist. 

1) Given that the temperature leaving the pond is equal to the equilib­
rium temperature plus the approach, find the pond area that satisfies this 
condition. The approach is the temperature difference between T E Q and TEFF 
for a closed system. 

2) Given A, Qh, and the meteorological conditions, find the approach. 
This is a trial-and-error solution. 

To work problem 1) above, one would complete the following steps: 

a. Calculate T E Q by the Case I solution. 

b. Calculate Tc = T E Q -•- Approach, where T̂ , is the temperature of the 
water entering the condensers. 

c. At the hot end of the pond, the following relationship holds: 

(6 - eEQ)initial = (Tc -I- ATc) - TfiQ . (8.21) 
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where ATc Is the temperature rise across the condensers and 9 is the tempera­
ture of the pond water. From Fig. 8.6, one can find f2i. The value of f2i is 
somewhat similar to that discussed in Case III, but here f2i represents the 
area required to arrive at this condition from some fictitious initial condition. 

d. At the cold end of the pond, the following relationship holds: 

9 - 9EQ = Tc - TEQ = Approach . (8.22) 

From Fig. 8.6, one can find f2f' 

e. Having the f2 values at each end one now has an area term that 
satisfies the approach given initially. Direct calculation of the area uses 
the relationship A = (f2f - f2i)Qh/ATc. 

To solve problem 2, one needs to find two points along the (ai2 -•- ai3W) 
line in Fig. 8.6 such that (f2f - f2i) would equal the expression AATc/Qh and 

(8 - 9EQ)f - (8 - 8EQ)i = AT(, . 

The initial step would be to calculate (f2f " i2±) - ^^ from the information 
given. Then by trial and error, one moves this value of Af until the differ­
ences between the two (9 - 9EQ)'S are equal to the given ATc. * singular 
solution is possible because there is only one steady-state condition where 
the difference in the two area terms, Af, will allow the pond to reject the 
right amount of heat to give the ATc temperature drop across the pond. 

c. Example for Case V. An example of each of the two types of problems 
will be worked. 

1) Type 1 Example. To Illustrate this type of problem, assume the same 
conditions as in the Case I example and find the area of plug flow necessary 
to give the same approach as an 800-acre completely mixed pond. 

TEQ = 82.3°F, and TEFF = 98.0°F . 

.. Approach = TEFF - TEQ = 98.0 - 82.3 = 15.7°F . 

Tc = TEQ + Approach = 82.3 -I- 15. 7 = 98.0°F = TEFF • 

Hot End 

(e - 8EQ)i = (Tc + ATc) - TEQ 

= (98.0-1- 15) - 82.3 = 30.7°F . 

From Fig. 8.5 at (6 - 8EQ)i = 30.7 and ai2 -I- a^W = 6190, find f2ĵ  = 2.1 x 10-3. 
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Cold End 

Ce - 9EQ)f = T^ - TEQ = Approach = 15.7°F-. 

From Fig. 8.6 at (8 - 9EQ)f = 15.7 and ai2 -t- aisW = 6190, find f2f = 5.6 x 10-3. 

Qh = pCpAT(,qp = 62.4(1)(15)(11.66 x 10^) = 10,900 x 10^ Btu/day . 

•̂h 
A = (f2^ - f2i) ^ 

= (5.6 X 10-3 _ 2.1 X 10-3) 10.9 X 1 0 — ^ 2.54 x 10^ ft2 = 583 acres . 

Thus, the transition from a completely mixed pond to a plug-flow pond reduces 
the area required from 800 to 583 acres. 

2) Type 2 Example. To illustrate this type of problem, assume the same 
conditions as for Case I and find the effluent temperature for a plug-flow 
pond of 800 acres. 

ATj, = range = AO = 15°F ; 

_ ̂  _ (3.485 X 107 ft2)15°F . 4 8 , ,Q-i 
f2f - f2i - Hp ' 10,900 X 107 Btu/day " ̂ "^ ^" ' 

From Fig. 8.6 and a trial-and-error solution, the results are 

f2f = 7.75 X 10-3 . 

Therefore, 

and 

And, 

Therefore, 

A0f = 10.0°F , 

TEFF ° ̂ 2.3 + lo = 92.3°F 

f2i = 2.95 X 10-3 

A0i = 25.1°F , 



284 

and 

T I N = 82.3 -I- 25.1 = 107.4°F . 

For the 1500-acre pond, TEFF = 87.1°F and T I N " 102.8°F. 

For the 2200-acre pond, TEFF ^ 83.1°F and T^g = 98.3°F. 

The results for all three ponds are plotted in Fig. 8.9, the overall 
comparison graph. 

6. Case VI: Plug-flow Pond, Steady State, with a Specified 
Linear Vertical Temperature Gradient 

Again, as in Case II, solve for 0s using the relationships used there. 
Then substitute 0s in place of 0 in Eq. 8.20, and follow the solutions 
presented in Case V. 

7. Case VII: Plug Flow, Transient, No Vertical Gradient 

a. Equation Development. The transient nature of a pond is of interest 
when the period of constant input conditions never allows the pond to arrive 
at steady-state operation. To arrive at a solution, one must therefore know 
the temperature distribution along the pond at the time when some input value 
changes. The heat balance for a slug of water in this case is identical to 
Eq. 8.18. The transient solution is outlined in the steps below: 

1) Determine the pond input temperature at time zero. 

2) Calculate the theoretical flow-through time, tr, using the 
relationship 

VpC AT 
tr = QP " . (8.23) 

If a series of input values is being considered, plots of T E Q , tr, and 
(ai2 + ai3W) versus time should be made. 

3) At the hot end, one can write 

(0 - 0EQ)i = T I N - TEQ • (8.24) 

where TIN I S the temperature of the water entering the pond. From Fig. 8.6 
at (0 - 0EQ)i and (ai2 -I- ai3W), find.fji. 
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Using 

f2t = f 2 i + - ^ ^ ^ (8.25) 

and Fig. 8 .6 , one can find (0 - 0EQ)t ^°'^ ^^7 time downstream or for any 
locat ion by w r i t i n g 

t - t . 
AA = A — , (8.26) 

where ti is the time the slug of water entered the pond, tf is the time of 
flow downstream to point f, and AA is the amount of the pond's area traversed 
by the slug. Therefore, AA/A relates the fraction of the total length the 
slug has traversed at the time under consideration. 

4) Two situations could arise at this point. First, the slug fails to 
arrive at the cold end of the pond before meteorological values change. In 
this situation, one treats the remaining portion of the pond as a separate 
pond and repeats steps 1-3 using the slug temperature at the time the 
meteorological values changed as the input temperature to the remaining 
portion of the pond. Second, the slug arrives at the hot end of the pond. 
In this situation, one adds ATc to the cold end temperature; this simulates 
going through the condensers in this closed system. Then repeat steps 1-3. 

b. Example for Case VII. Use the conditions for Case I, and consider 
the 800-acre pond. 

Step 1 • 

As a starting point, assume that the condenser intake water temperature 

is at the equilibrium temperature. 

T I N = T E Q -̂  ATC = 82.3 -l- 15.0 = 9 7 . 3 ° F . 

Step 2 

_ ^P^p^^c _ (3.485 X 48,900 x 15)(62.4)(1) (15) ^ 

•"î  ~ Qh " 10,900 ^ 

Step 3a 

(0i - 0 E Q ) = T I N - T E Q = 97.3 - 82.3 = 15.0°F 
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From Fig. 8.6 at A0 = 15.0°F and (ai2 + ai3W) = 6190, find f2u days = ^-^ "̂  ^^~^• 

t = tf - ti = 4.48 - 0 = 4.48 days . 

f2. ,. , = f2. + \.i*8 days ^0 pCp(V/A) 

=5-6 - 10-^ +(62.4)(1)(15) = 1 0 - 3 9 - 1 0 - ^ 

From Fig. 8.6 at f, = 1.039 x 10 2 and a,? -I- aioW = 6190, find A0 = 6°F. 

The value of Tf = 4.48 was used because the desired temperature was the 
effluent temperature. If a temperature at a point other than the effluent 
was desired, one would determine the area the slug of water had traversed to 
that point, AA, and apply Eq. 8.26 to find tf. 

TEFF^.^g = T E Q + m = 82.3 -I- 6.0 = 88.3°F . 

At t = 4.48 days, the water is leaving the pond; therefore, to continue, AT-
must be added to TEFFI, ug and step 3 repeated. 

Step 3b 

• • • T I N = 88.3 -I- 15.0 = 103.3°F ; 

A0 = TIN - TEQ = 103.3 - 82.3 = 21.0°F . 

From Fig. 8.6 a t A0 = 21.0°F and a,2 -H ajjW = 6190, find fj = 3.8 x 10-3 

t = 8.96 - 4.48 = 4.48 days ; 

f2g.gg = 3.8 X 10-3 ^ 4.48/936 = 8.6 x 10-3 . 

From Fig. 8.6 a t 123.95 " ^"^ " ^ ° ' ^ ^""^ ^12 + anW = 6190, find 

A0 = 8.5°F ; 

TEFFg.gg = 82.3 -(- 8.5 = 90.8°F . 
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Step 3c 

Repeat Step 3b using new TEFF-

TIN = 90.8 -h 15 = 105.8°F ; 

A0 = 105.8 - 82.3 =23.5 . 

From Fig. 8.5 at A0 = 23.5°F and 3̂ 2 + ajjW = 6190, find f2g gg = 3.3 x 10-3. 

t = 13.44 - 8.96 = 4.48 days ; 

f2j3 ^̂  = 3.3 X 10-3 + 4.48/935 = 8.1 x 10-3 . 

From Fig. 8.6 at 12^^ ^̂^ = 8.1 x 10-3 ^^j ̂ ^^ + a^^„ ̂  gigo^ fljuj 

A0 = 9.5°F . 

TEFFI3.I 82.3 + 9.5 = 91.8°F 

Step 3d 

TIN = 91.8 -I- 15 = 106.8°F ; 

A0 = 106.8 - 82.3 = 24.5°F . 

From Fig. 8.6 at A0 = 24.5°F and ai2 -I- ai3W = 6190, find f2j7 gj = 3.1 x 10-3. 

t = 17.92 - 13.44 = 4.48 days ; 

^ 2 i y 9 2 " ^-^ "" •'•°"^ "•" ^ ' ^ "" •'•°~^ " ^ " ^ " •'•^"^ • 

From Fig. 8.5 at f2 = 7.9 x 10-3 ̂ ^j ̂ 12 -*" ai3W = 6190, find A0 = 10.0°F. 

TEFFiy.92 = 82.3 + 10.0 = 92.3°F . 

TEFFiy 92 ~ Tss! therefore, for the rest of June, this would be the effluent 
temperature. Starting the month of July, the new TIN would be 

TIN = 92.3 -I- 15 = 107.3°F . 
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Figure 8 
pond. 

8 shows the change of effluent temperature with time for the plug-flow 

-] 1 1 1-

Flg. 8.8. 

Transient Effluent Tem­
perature for 800-acre, 
Plug-flow Pond. 

TllrfE . DAYS 

8. Case VIII: Plug Flow, Transient Operation, with a Specified Linear 
Vertical Temperature Gradient 

Use equation listed within Case II to find 0g, and substitute 0g for 
0 in Case VII. 

F. Expected Accuracy from Idealized Models 

To help provide a feel for the results of the idealized models, the same 
problem has been used for all the examples. The results are plotted in Fig. 8.9. 

The choice of evaporation formula was discussed in the Chapter III. From 
Fig. 8.9, one can see the extreme effect this choice can make. In the Edinger-
Geyer once-through, completely mixed pond, the difference in effluent tempera­
tures was better than 9°F for both the completely mixed 800-acre pond and the 
plug-flow 800-acre pond. However, this 800-acre pond is heavily loaded. For 

500 2200 80O 1500 

SURFACE AREA IN ACRES 

Fig. 8.9. Results from Examples for Steady-
state, Completely Mixed and Plug-
flow Ponds. 



289 

the 2200-acre pond, where the loading was smaller, the difference in the 
effluent temperatures due to different evaporation formulas was about the same 
for the once-through pond. For the recirculating pond, this difference is only 
about 12.3°F as compared to 20.9°F for the 800-acre pond. Therefore, depending 
on the type of pond used, the choice of an improper evaporation formula can 
introduce an effective error of 9-17.5°F. In fact, if actual evaporation lay 
somewhere between the limits given by the formulas, the error introduced would 
be less than these limits. However, substantial error can result from mis­
handling the evaporation term. The proper evaporation formula should be 
chosen on the basis of available data for the location if possible. Data 
for most general locations are frequently available from organizations such 
as the Weather Bureau, the Corps of Engineers, or the Geological Survey. 
Again caution should be used in relating data from other places. Evaporation 
characteristics can be localized, depending on such things as degree of 
exposure of water to wind, width of cooling pond, and any energy input or 
output that affects the water-surface temperature. 

In addition to sensitivity to the evaporation terms, the idealized models 
overlook dead regions in the pond and neglect entrance mixing. These will be 
discussed in the next two sections. 

G. Entrance Entrainment Model 

Modeling of a real pond requires a method that allows one to predict 
performance curves between those of completely mixed and plug-flow ponds, 
since neither type of pond will completely describe the real pond. One 
method of arriving at this objective is to schematically represent the real 
pond. Ryan"3 uses such a representation by assuming that a real pond can 
be described as two regions of plug flow. One region receives mixed inflow 
and returned waters at its origin from the second region; the second region 
serves as the return loop for the mixing water. The flow in Region I is the 
plant flow plus diluting water. The flow in Region II is the diluting water 
being brought in to mix into the discharge waters. Figure 8.10 is a diagram 
of this model. Looking at point 1, the following equation can be written: 

T + (D - 1)T 

T M I X = — S . (8.28) 

where D is a coefficient representing the dilution due to lateral mixing with 

the ambient pond waters. Assuming steady-state conditions, the heat loss by 

Region I can be expressed as 

! E F L 1 ^ = exp(-ri) (8.29) 

MIX EQ 

where TEFF is the temperature of the water at the end of Region 1 and 



ri 
KA 

pCpC2D - l)qp ' 
(8.30) 

where A is the surface area of the related region. Assuming steady state, the 

cooling in Region II can be expressed as 

T - T 
D EQ , s, 

-i^ = exp(-ri) . 
EFF EQ 

(8.31) 

I 

REGION n 

FLOW-(D-|)qp 

T Fig. 8.10. 

Schematic Drawing of Entrance 
Entrainment Model. 

REGION I 

FLOW » Dqp 

Combining Eqs. 8.28, 8.29, and 8.31 results in 

exp [-r/(2D - 1)] 
T - T 
EFF EQ ^ 

•̂ IN • ^EQ D - (D - l)exp[-2r/(2D - 1) ] 
(8.32) 

where 
KA 

pCpqp 
and A is the total surface area of both regions. 

Varying the value of D within Eq. 8.32 shows the effect entrance entrain­
ment has on pond performance. Plotted results of varying D are shown in 
Fig. 8.11. Pure plug-flow operation occurs at D = 1 (this implies zero dilution), 
and as D increases, the performance curves approach that of a completely mixed 
pond. 

Use of this type of schematic representation requires the following 
assumptions: 

1. The lateral mixing is much^ greater than the vertical mixing. 

2. The total surface area of the pond plays an active part in heat 
dissipation. 
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Fig. 8.11. 

Temperature Excess of Shallow 
Pond with Entrance Mixing. " 3 

3. The area of each region is proportional to its flow rate; therefore, 
if D = 2, then Region I would have two-thirds of the area and Region II would 
have one-third. D = 2 implies that the discharge water mixes with volume of 
water exactly equal to itself. 

Although Assumption 1 is easily justified in a cooling pond because of 
density differences. Assumption 2 is much more difficult to justify. In a 
real pond, where portions of the pond would most adequatly be classed as dead 
area, this assumption would give false results. In effect, as a larger fraction 
of a pond becomes dead area, this assumption forces the value of D to increase. 
Thus, a pond that has considerable dead area but strong plug flow in the active 
areas might be analyzed as a completely mixed pond. This assumption could be 
reinforced, however, if the active area could be evaluated and only this area 
of a pond modeled. Assumption 3 is made for mathematical convenience and 
essentially assumes a pond of uniform depth. Therefore, the validity of this 
assumption will be based on pond geometry. 

Despite the inadequacies of some of the above assumptions, this type of 
representation does offer a means of comparing different ponds in their 
performance capabilities. It must be strongly emphasized that methods do 
exist for predicting D for designs that use typical outlet channels. The 
method of Stolzenbach and Harleman'3' for example, as shown in Chapter V, 
enables D to be predicted as a function of the discharge densimetric Froude 
number, the channel width-to-depth ratio, and local geometry for a rectangular 
discharge channel. The designer therefore has available to him the means of 
controlling entrance mixing by the specific design of the outlet channel. 
In addition, he can analyze the effect of a variety of different designs on 
overall pond performance. One gross measure could be obtained for a given 
outlet channel design by predicting D theoretically and then using the 
simple model outlined in this section. 

H. Active-region Model 

Up to this point in the discussion of cooling ponds, the modeling has 
been limited to the hydraulically active portion of the pond. In a real pond. 
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due to sidearms and tributary embayments, large portions of the pond may 
have extremely long flow-through times and thus are nonactive or dead areas. 

Edinger3'* has developed a method that helps evaluate the effective 
cooling potential one can expect from a real pond. Consider the pond shown 
in Fig. 8.12. Due to the location of the intake and discharge structures of 
the power plant and the pond's shape, the major portion of the flow will be 
confined within the region outlined by the dotted line. Once a pond is divided 
into these regions, a shape factor (Fs) can be calculated by 

. exp(-kAi/q )[1 - exp(-aiSi)] 

ŝ = ^ i : 4 z ' («-̂ 3) 

2 1/2 
where k = K/pCp, ai = (k/hiWiDi) ' , h-i is the mean depth at the mouth of each 
sldearm, Wi is the width at the mouth of each sldearm, Dĵ  is the longitudinal 
mixing coefficient. Si is the surface area of each sldearm, Ai is the surface 
area along the main flow path from the discharge to the center of the mouth 
of each sldearm, and qp is the plant flow. The shape factor is a term 
representative of the amount of heat dissipated by all the sidearms. The 
amount of heat dissipated in a single sldearm is represented by the right 
side of Eq. 8.33 without the summation sign. This single-sldearm heat-
dissipation term, f-̂ , is derived from the integration of the net heat moving 
into and out of the sldearm, where it was assumed that heat transfer between 
mainstream and sldearm is completely described by the longitudinal mixing 
term, DL. If there were no sidearms, then Fg would be equal to zero, indicating 
that heat loss due to sidearms would also be zero. Once the shape factor has 
been calculated, the pond's effluent temperature can be calculated using the 
equation 

'̂ EFF " ^EQ _ exp(-kAn,/qp) 

exp(-kA„/qp) (8.34) 

where Â , is the total surface area of the main flow path, and ATc = Qh/pCpqp-
Except for the term Fg, the right side of Eq. 8.34 relates to the cooling taking 
place in the main flow path. If Fs = 0 (corresponding to no sldearm areas), 
the result is a recirculating plug-flow pond, and under these conditions 
Eq. 8.34 does in fact reduce to Eq. 8.10. 

Using Fig. 8.12 as an example, this method can be demonstrated. The 
initial step is to calculate Fg, as in Table 8.5. 

Based on the calculations in Table 8.5, one can calculate Fg = (k/qp)2 fi 
- 0.41. Then, using Eq. 8.34, the intake-condenser temperature rise ratio is 
(TEFF - TEQ)/ATC = 0.68. 

The value of DL is a function of wind mixing, density flows due to tempera­
ture differences near the sldearm, the size and geometry of the sldearm, and 
possibly the plant pumping rates. Its value is about 5-10 x 106 ft2/day.3'* 
In the above example, DL was just assumed. Although field tests would be 
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Fig. 8.12. Definition of Main Flow and 
Tributary Sldearm for Shape-
factor Computations. 3'* 

Table 8.5. Computation of Lake Shape Factor'̂  (Ref. 34) 

Sldearm 
No. 

(1) 

1 

2 

3 

4 

5 

Si, 10^ 
ft2 

(2) 

2.5 

0.9 

0.5 

0.3 

0.3 

Width, 
Wi, ft 

(3) 

1700 

1400 

2000 

1300 

1500 

Depth, 
hi, ft 

(4) 

6 

4 

5 

7 

12 

Ai, 10^ 
ft2 

(5) 

0.6 

0.9 

1.1 

1.3 

1.9 

ai, 10-7 
ft-2 

(6) 

1.57 

2.32 

1.46 

1.89 

1.25 

fi,^ 10^ 
ft2 

(7) 

0.535 

0.304 

0.275 

0.220 

0.342 

fi=1.656 X 107 ft2 

^For A„ = 2.3 X 10^ ft2, 2Si = 4.5 x 10^ ft2, qp = 8.5 x lO^ ft3/day, 
k = 1.1 ft/day (K = 130 Btu/ft2-day-°F), DL = 5.0 x 10^ ft2/day. 

b 
f. = [exp(-kAi/qp)][l - exp(-aiSi)] 

required to determine the exact value of DL, one can assume a value somewhere 
within the above range and this should not affect the use of this method for 
comparing different locations of power plant intakes and effluents. To 
demonstrate the usefulness of this method for comparing alternatives, consider 
the same pond, but move the power plant's effluent to a new location as shown 
in Fig. 8.13. The calculations of the new shape factor are shown in Table 8.6. 
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. EDGE OF MAIN FLOW PATH 
SYMBOLS IN ( ) REFER TO INFLOW-OUTFLOW FORMULATION 

Fig. 8.13. Partitioning of Cooling Lake for 
Alternative Scheme and for Inflow-
Outflow Formulations. 3'* 

Table 8.6. Lake Shape Factor for Alternative Scheme^ (Ref. 34) 

Sidearm 
No. 

(1) 

6 

7 

8 

2 

3 

4 

5 

Si, 107 
ft^ 

(2) 

0.5 

0.8 

0.5 

0.9 

0.5 

0.3 

0.3 

Wi, ft 

(3) 

1100 

1500 

1200 

1400 

2000 

1300 

1500 

hi, ft 

(4) 

6 

5 

4 

4 

5 

7 

12 

Ai, 107 
ft^ 

(5) 

1.4 

0.4 

0.7 

2.1 

2.3 

2.5 

3.1 

a^, 10-7 
ft-2 

(6) 

2.42 

1.95 

2.71 

2.32 

1.46 

1.89 

1.25 

fi, 107 
ft2 

(7) 

0.205 

0.364 

0.232 

0.225 

0.204 

0.163 

0.253 

fi=1.646 X 107 ft2 

^k^ = 4.1 X lo7 ft2, 2Si = 2.7 X 107 ft2; other conditions are the same as 
in Table 8.5. 

The values in Table 8.6 yield a value for Fg = (k/qp) S fi = 0.41. Use of this 
alternative scheme results in an intake-condenser temperature rise ratio of 
(TEFF - TEQ)ATC = 0.34. Because the lowest effluent temperature possible is 
desired, the second scheme is more advantageous. This should have also been 
obvious from intuition, as there is a significantly greater distance, and 
hence more pond involved, than in the first case. 
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This method can also be extended to flow-through ponds. These ponds 
have a large inflow and outflow as compared to the plant pumping rate. Con­
sider the pond shown in Fig. 8.13. Under the condition of a flow-through 
pond, Eq. 8.34 becomes 

T - T 
Eff ^EQ . 

ATc 

exp(-kA^/qj) 

(8.35) 

e x p / -m - I - 1 exp -'̂ (V )̂) exp/-kAj.\ + F„ 

in which Aj is the main flow path at the inflow arm, qr is the inflow rate, 
qt; = qr + 1p> 3"<1 ̂ D is the main flow path area at the outflow arm. In 
evaluating the impact of a power plant on a stream, the outlet temperature of 
the pond, TRQI may be of concern. If the inflow temperature is known, the 
following relation can be used to determine TRQ: 

RO EO 
•= Z~y = exp[k(An, - k^)/q^] exp(-kSo/qr) 
EFF EQ 

(8.36) 

As with earlier models, caution should be used with this model in accepting 
the results at their absolute value rather than accepting them as values to 
compare alternative schemes evaluated by the same method. It does, however, 
provide a simple means for trying to estimate effects of dead areas. More 
sophisticated models are probably not yet justified on the basis of current 
understanding of ponds. 

I. Evaporation Losses from Ponds 

In arid regions, the loss of water due to evaporation can be a major 
problem. However, calculations of water loss are at best based on empirical 
equations. The following discussion will be divided into water losses from 
completely mixed ponds and from plug-flow ponds. 

1. Completely Mixed Ponds 

Calculation of evaporation losses in a completely mixed pond is simpler 
because the surface temperature is constant everywhere on the pond's surface. 
This means that once the heat loss due to evaporation is determined, the 
amount of water loss is directly obtained. 
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As discussed in the Chapter III, Edinger and Geyer32 use the following 
general formula to determine the heat loss due to evaporation, Qg: 

Qg = (a -I- bW)(Pw - PA) Btu/ft2-day , (8.37) 

where a and b are empirical coefficients for the studies listed in Table 3.1, 
W is the wind speed in miles per hour, Py (mm Hg) is the saturated vapor 
pressure corresponding to the temperature of the water, and PA (mm Hg) is the 
water-vapor pressure of the air. 

Once Qe is determined from Eq. 8.37, the following equation can be used 
to determine the rate of water loss due to evaporation. M E : 

Qe* 
ME =^jplbm/day , (8.38) 

where A (ft2) is the surface area of the completely mixed pond, and Ah is the 
heat of vaporization, taken as 1070 Btu/lbm as an average value for the 
expected range of pond temperatures. 

Therefore, the methods discussed in earlier sections of this chapter to 
determine the water-surface temperature for completely mixed ponds, plus 
Eqs. 8.37 and 8.38, allow one to determine ME. The evaporation rate, E, in 
feet per day can be computed by 

\ 
E = -^ . (8.39) 

pA 

Edinger and Geyer also developed the following equation to relate Qg 
the heat-exchange coefficient, K: 

0 . 2 6 ^ ' B ^^W " ^A) . (8-40) 

in which 3 is the proportionality coefficient for linearizing the temperature/ 
vapor-pressure relation for given temperature ranges (see Fig. 3.3). 

Hogan et al.^^ use the same general form as Eq. 8.37 to develop another 
procedure for estimating water loss due to evaporation from a completely mixed 
pond. They use the polynomial expansion 

Pw = ai -H a20 -I- a302 -1- ait03 (8.41) 
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and subst i tute this into Eq. 8.37 to obtain 

»E f- r T b W = (^' + ^2^ + ^36^ + a,03) - P^ (8.42) 

in which a = ai2 = 3730, b = ai3 = 373, 0 is the pond surface temperature 
relative to 32°F, and P^ is the vapor pressure of atmospheric air, in psia. 
The left-hand side of Eq. 8.42 is plotted in Fig. 8.14 as a function of 0 
versus P^. Therefore, one Tp and P^ are calculated. 

Fig. 8.14. Evaporation-loss Parameter for 
Mixed Pond in Steady State as 
a Function of Temperature. 55 

We can determine the value of the left-hand side of Eq. 8.42. Then, 
knowing A, Ah, and W, we can calculate M directly. The evaporation in length/ 
time can be obtained from Eq. 8.39. 

As an example problem, assume the conditions in Case I (Sec. VIII.E.l) 
for the 800-acre pond, where Tgs = 98.0°F, A = 2.485 x lo7 ft2, P^ = 0.348 psia, 
and ai2 •*- ai3W = 6190. Therefore, from Fig. 8.14, 

ME 
1070 

ai2 -I- ai3W 
= 0.5 , 

ME = 0.5 
1070 

/ J. ,A n ^ 3.485 X 107 ft2 
(ai2 -I- ai3W) = 0.5 j^y^ 6190 

10.1 X 107 Ib^/day , 
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and 
10.1 X lo7 Ib^/day 

E = = 0.0464 ft/day 
(62.4 lb„/ft3)(3.485 x 107 ft2) 

2. Plug-flow Pond 

Calculation of evaporation losses in a plug-flow pond is complicated 
because the water-surface temperature is a function of location in the pond. 

Hogan et al. use Eqs. 8.37 and 8.19 to derive 

\ ai2 -•• ai3W 

ME = w - (f3f - f3i) I O T F — ^AA . (8.A3) 

/ 

c 

A at some 
temp T 

and 

ai2 -t- ai3W 
where fj = f 1070 ^vAk • 

A = reference 
area 

^31 - ̂ 3 ^°^ temperature at the cold end of the pond where the 
temperature is Ti, 

f3f = f3 for temperature at the hot end of the pond where the 
temperature is tf. 

Values for f3 are calculated from a plot of AO versus f3 for certain 
values of TEQ, where AOi = Ti - TEQ and A0f = Tf - TEQ. Thus, knowing TEQ, 
Ti, and Tf from Fig. 8.15, one can find f3i and f3. Inserting these values 
into Eq. 8.43 along with the other known values allows rapid determination of 
the rate of evaporation losses, M. 

The values of f3 physically represent the Py term in Eq. 8.42. However, 
because Eq. 8.43 is for a plug-flow pond, this term must be integrated over 
the area it has passed. Before the Py term can be integrated, the way in 
which the surface temperature (and hence P^) varies with the pond area must 
be known. This is where Eq. 8.19 is used and why Fig. 8.15 is used. Because 
PA does not vary along the pond's length, it does not require integration. 

As an example, consider the problem in Case V (Sec. VIII.E.5) for an 
800-acre pond. 

Here ATc = 15°F, A = 3.485 x 107 ft2, Ti = 107.4°F, Tf = 92.3°F, and 
TEQ = 82.3°F. Therefore A0i = Ti - TEQ = 107.4 - 82.3 = 25.1°F, and 
A0f = Tf - TEQ = 92.3 - 82.3 = 10.0°F. 
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Fig. 8.15. Evaporation-loss Parameter vs. Temperature for 
a Plug-flow Pond Operating in Steady State.36 

From Fig. 8.15, f3 = 2.55 x 10-2 g^j i^^ = 5.05 x io-2. 

Substituting these known values into Eq. 8.43,gives 

ME = ^°'^;° '' " ' (5.05 X 10-2 . 2.65 x 10-2) 

- j ~ 0.348(3.485 x lo7) 

= 17.45 X lo7 - 7.00 X 107 = 10.45 x lo7 lb/day 

J. Deep-pond Modeling 

A cooling pond more than about 30 ft deep may develop a cycle of stratifi­
cation through the year characteristic of many deep lakes and reservoirs. In 
this case, inflows and outflows from sources other than the power plant may 
also draw water from one level and return it at another. For these deeper 
ponds, analysis may require a model to predict vertical temperature structure 
in the lake. Such models will be called deep-reservoir models herein. 
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1. General Model Assumptions and Development 

Several models are available for deep reservoirs. Most have the same 
basic physical elements in initial problem formulation; the actual means of 
treating these physical features may vary widely, however. For this reason, 
only the basic assumptions will be discussed here, including the follovjing 
tjrpical ones. 

a. The transport of heat is one-dimensional, i.e., in the vertical 
direction only. This leads to an assumption that inflows spread out along the 
entire length of the reservoir immediately, although a few models do include 
a lag time. 

b. A portion of incoming solar radiation is absorbed immediately at the 
reservoir surface. The remaining portion penetrates into the reservoir, 
decreasing in intensity as it is absorbed by the water through which it is 
passing. This decay is frequently expressed as an exponential decrease.2° 

c. Several models conceptualize the reservoir as a series of horizontal 
slices or layers, as shown in Fig. 8.16. The heat-balance equation is written 
for each layer at a given time; finite-difference approaches are used to solve 
the resulting equations for the temperature structure at that time. This is 
repeated at the next time step, and so forth. 

d. All atmospheric exchange occurs immediately at the water surface. 

Figure 8.16 illustrates the physical factors to be included in such a 
model. Inflows and outflows must be included, possibly including the vertical 
distribution of velocities due to these motions. Some models include the 
capability for handling more than one inflow and several outlets at different 
elevations. Atmospheric exchange and absorbed solar radiation have been 
mentioned. Vertical advection is the vertical motion of water due to inflows 
and outflows. For example, if, during a given time period, inflow below a 
certain elevation is greater than outflow below that point, a water particle 
initially sitting at that elevation will move up. Diffusion is the movement 
of heat in the direction of the temperature gradient. It may consist of 
simple molecular diffusion, and some authors also include turbulent diffusion. 

ATMOSPHERIC 
EXCHANGE 

TYPICAL HORIZONTAL SLICE 
SCHEMATIC OF RESERVOIR PROBLEM FROM RESERVOIR 

Fig. 8.16. Schematic Diagram of Reservoir Problem. 
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If one sums all the inputs and outputs of energy to a general slice and 
equates these to the net rate of heat change in this slice, the following 
equation results: 

Change in 
heat 

3T 
3t 

= 

Radiation 
absorption 

+ y 
PCp 

dii 
z 

3z 

Net advected 
heat 

Q.T - O'T 
^i IN ^o 1 

A 6z A 

Vertical 
advection 

A 3z '•̂ v̂ -' 

Diffusion 

3 /ip- 3' 
^ (*̂  3" 

» 

(8.44) 

where T = temperature in layer, 

t = time, 

Qi = inflow to that layer, 

QQ = outflow from that layer. 

T I N ^ temperature of inflow water, 

A = area of slice in plan view, 

E' = diffusion coefficient, 

ij)̂  - solar-radiation flux past elevation z, 

Q^ = vertical advective flow rate past elevation z, and 

iŜ  = thickness of slice. 

Solution of Eq. 8.44 requires two boundary conditions (reservoir bottom 
and surface) and an initial condition, which would be any known temperature 
profile in the lake. For simplicity, the initial condition is often taken as 
the early spring isothermal condition. The bottom boundary condition is 
usually assumed to allow no heat exchange across the bottom of the reservoir. 
Huber and Harleman3' note that the surface boundary condition requires that 
the heat diffused past the reservoir surface must equal the net exchange of 
heat with the atmosphere. 

These solutions are usually performed by finite-difference techniques on 
a digital computer. Inputs usually require various meteorological data (often 
daily averages), reservoir geometry, inflows and inflow temperatures, outflows, 
diffusion coefficients, and possibly some other empirical parameters. Output 
from these programs is the temperature structure with depth at every time 
step (often one day), as well as outflow temperatures. 
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2. Available Models 

Numerous models are available. Among the most prominent are those by 
Water Resources Engineers (Refs. 26, 97, and 141), MIT (Refs. 61, 62, and 120) 
and Cornell (Ref. 134). Readers are referred to these sources for details and 
programs. A study at Vanderbilt University is reviewing these and several 
other models to test model sensitivity and accuracy. 

3. Application of Deep-reservoir Models to Cooling Ponds 

Slotta and Van Dyke'27 have adapted the MIT model to study the possible 
use of Lake Norman as a cooling pond for a proposed new steam plant. The 
Cornell model was initially developed to study effects of heated discharges 
on the stratification in Lake Cajmga. 

The use of the MIT model by Slotta and Van Dyke is indicative of possible 
uses of such models. Three withdrawal levels were included: one at a hydro­
electric dam, one for the Marshall steam plant, and one for the proposed 
McGuire plant. The model was first verified by testing predicted against 
measured temperatures for 1969 data. Then, the model was used to simulate 
what might happen when the new steam plant went on line. A discharge amounting 
to required cooling-water flow was withdrawn from the 100-ft depth in the model 
simulation. This flow rate was given an increase in temperature, ATc (the 
condenser rise), and returned to the reservoir as a part of the Inflow. This 
method simulates both the addition of heat and possible effects on reservoir 
hydrodynamics due to added withdrawal and inflow. One of the most important 
items in obtaining good model fit to data lies in accounting for entrance 
mixing at inflow points. Unfortunately, the model as it was actually applied 
to the Lake Norman case was inappropriate. An initial dilution of 5 was used 
in the model by Slotta and Van Dyke, while the actual discharges exhibit 
dilutions more on the order of 1.5-2. 

The model is then used to estimate changes in reservoir temperatures and 
degrees of stratification, outflow temperatures at the hydroelectric dam and 
intake water temperatures at the Marshall Plant. Fall results are in the 
report.'27 

4. Summary on Deep-reservoir Models 

Several models, with programs and documentation, are available for use 
on the deep-pond problem. The effects of new plants, even with different 
users on the pond, can be estimated. These models, of course, do require an 
extensive amount of data for use. However, where several competing uses exist 
for water in a lake, the effort required to obtain these data and run the 
model may well be justified. 

5. Models for Other Deep-pond Cases 

The deep-reservoir models outlined in the immediately preceding sections 
are valid if the pond does, in fact, exhibit horizontal isotherms so that the 
important transfer processes are essentially vertical in character. In some 
ponds, however, both horizontal and vertical temperature gradients exist. 
Ryan"3 mentions this case. The epilimnion then acts very much like a shallow 
pond. Use of the deep-reservoir models already discussed will enable the 
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thickness of this upper layer to be determined. The various shallow-pond 
models can then be applied to approximate the behavior of the pond. 

A third type of deep pond discussed by Ryan is similar to the deep, 
flow-through pond described in the preceding paragraph, but the power-plant 
discharge is large enough, relative to the pond size, to dominate the action 
of the pond. Hogan et al.^^ obtained good results using their plug-flow, 
transient-condition model to analyze the Mt. Storm cooling pond in West 
Virginia. Good agreement of predicted and observed plant-intake temperatures 
was obtained. Ryan notes that this good agreement is interesting, inasmuch as 
considerable horizontal mixing (entrance mixing) does occur at this plant. 

Ryan proposes a simple model for accounting for entrance mixing in deep 
ponds. He treats a deep, relatively narrow pond with a hot inflow rate of Qp 
and temperature of T m and a dilution factor D. Here, D = (discharge flow 
plus entrained ambient fluid)/discharge flow. He assumes that the mixed flow 
moves to the end of the pond as a plug flow utilizing the full surface area 
of the pond; it then returns to the plant intake underneath the surface layer. 
Therefore, the temperature at the far end of the pond will equal the temperature 
of the water returning along the pond bottom. Assuming no further heat loss on 
the return along the bottom due to no exposure to the atmosphere, the tempera­
ture of this flow equals TEFF> the plant-intake temperature. Let Tj^i^ = the 
temperature of the flow after dilution by entrance mixing. Therefore, 

T + (D - 1)T 
T M I X = — 5 — • («-^5> 

With appropriate redefinition of terms, the solution to the plug-flow problem 
in the surface layer is the same as that found in Eq. 8.6 and can be written 

in which 

^ M L : ^ = exp(-ri) , (8.46) 
MIX EQ 

^ . (8.47 
pC DQ 

P P 

Combination of Eqs. 8.45 and 8.45 yields, after rearrangement. 

'̂ PPTT ~ T exp(-ri) 
-££l Eg ^ '_ (8.48) 
IN " ''̂EQ D - (D - 1) exp(-ri) 
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'̂ EFF ^EQ ^ exp(-r/D) (8.49) 

^IN ~ ^EQ D - (D - 1) exp(-r/D) 

in which r = KA/(pCpQp), as defined earlier. 

Recall that a similar expression has been developed for shallow ponds and 
is shown in Eq. 8.32 and Fig. 8.11. Comparison with those results shows that 
entrance mixing has a smaller influence on the performance of a deep pond than 
in a shallow one, where both outgoing and return flows are at the surface and 
exposed to atmospheric cooling. As an example, consider r = 2 and D = 4. For 
plug flow (D = 1), Eqs. 8.32 and 8.49 give identical results, or an excess 
temperature ratio = (TEFF - TEQ)/(TIN - T E Q ) , of 0.135. Insertion of r = 2 
and D = 4 into Eqs. 8.32 and 8.49 yields excess temperature ratios of 0.328 
and 0.278 for the shallow and deep ponds, respectively. Therefore, entrance 
mixing here decreased the cooling capacity of the shallow pond more than that 
of the deep pond. Consider this case with TEQ = 80.0°F and Tuj = 95.0°F. 
Then, TEFF would equal 82.0, 84.9, and 84.2°Ffor the plug flow, shallow pond 
with D = 4, and deep pond with D = 4, respectively. 

Although this entrance mixing model was developed as an idealized repre­
sentation of a real cooling pond, preliminary laboratory data at Massachusetts 
Institute of Technology indicate reasonable agreement of the model with measure­
ments. At present, it seems a reasonable beginning point to use this model to 
account for entrance mixing in deep ponds. The dilution factor, D, is a 
function of the discharge-channel design and can be therefore controlled by 
the designer. One of the surface-discharge analysis techniques presented in 
Chapter 5 can be used to evaluate D. Especially applicable is the Stolzenbach-
Harleman model. As with any pond analysis, however, all factors affecting 
pond behavior must be studied carefully and a large portion of good judgement 
applied. 

6. Summary on Deep-pond Modeling 

An effort has been made to summarize some of the available thought on 
deep cooling ponds. When ponds are more than about 20-30 ft deep, these 
methods should be investigated. Whatever analysis technique is used, some 
estimate of the impact of entrance mixing is essential. It is also necessary 
to estimate whether one has a horizontally mixed pond or one with horizontal, 
in addition to vertical, temperature gradients existing. In the former case, 
one of the available deep-reservoir models can be used. In the latter case, 
the method selected varies according to how heavily loaded the pond is, as 
noted earlier and by Ryan. " 3 These models should be treated as guides to 
decisions on pond design and performance, for the current state of the art 
does not admit to sufficient experience to yield full confidence in 
predictions. 

K. Conclusion 

The methods for cooling-pond analysis presented in this chapter are felt 
to be among the best available. However, the state of the art in cooling-pond 
analysis requires that these methods be applied judiciously. A major portion 
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of this chapter deals with the idealized models. A review of the literature 
will show that most of the effort in cooling-pond analysis has also been 
directed toward analysis of idealized ponds. Direct application of idealized 
models to real ponds may lead to questionable results. An attempt is made in 
this chapter to show the range of answers one can obtain for a single problem 
using the various idealized models. The section on expected accuracy from 
idealized models will help the reader realize just how wide this range can be. 
This does not mean, however, that the idealized models are useless. With 
proper care in analyzing such major terms as the coefficients for evaporation, 
idealized models can be used for those ponds that satisfy the hydraulic 
assumptions made in these models. 

When the hydraulic assumptions of idealized models are not met, one must 
rely on intuition as well as a thorough assessment of all pertinent factors. 
The entrance entrainment model presented in this chapter gives the reader a 
feel for the significant effect entrance mixing can have on cooling-pond 
analysis. Experience with application of deep-reservoir analysis to a cooling 
lake verifies this. 

At present the model is not verified as a predictive tool. However, 
future application of the model to data from existing ponds may enable its 
extension to proposed ponds with similar entrance geometry. Work is underway 
at MIT to develop a better approach to the entrance-mixing problem. 

The active-region model is the only one presented in this chapter that 
analyzes the total pond for nonidealized flow. Although the approach taken in 
this model requires one to select dead and active regions by intuition, if 
proper care is taken in selecting regions the results of this model can be 
fairly reliable. Recall that density currents can play an important part in 
moving heated water into usually dead areas. 

When making an analysis, the reader is encouraged to use all the models 
presented. A suggested approach would Include the following steps: 

1. Make complete analysis of the meteorological data for the region. 
Emphasis is placed on the evaluation of the evaporation term. 

2. Perform an analysis of the entrance region of the pond. In this 
analysis, the geometry of the inlet structure and the general shape of the 
pond in this region are of major importance. If entrance entrainment is 
determined to be a major factor, a possible approach is to treat this entrance 
region as a separate pond that discharges along its entire width into a 
second pond that represents the remaining portion of the physical pond. 

3. Determine the active and dead regions of the pond. Application of 
the active-region model can then be made. Once the various regions are deter­
mined, another possible approach is to apply the idealized models to the active 
regions. This approach should allow one to bracket the actual performance by 
assuming plug flow for the best performance and completely mixed flow for the 
worst. This performance bracket can be moved up or down the performance scale 
by allowing more or less heat to be lost through the areas of the dead regions. 
The worst level of the performance bracket corresponds to the assumption that 
no heat is lost from the area of the dead regions. 
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If the pond is strongly stratified and the intake and discharge are on 
the surface, the epilimnion might easily be treated as a shallow pond. On 
the other hand, if intake or discharges are located in the hypolimnion, it 
may be necessary to use a deep-reservoir computer model to simulate the response 
of the pond to various proposed plant arrangements and operating schedules. 
However, if horizontal temperature gradients are expected in the pond, a model 
other than the deep-reservoir model must be used. 

As a final word, those charged with designing cooling ponds or evaluating 
them for impact should consider alternative pond designs to optimize pond 
behavior. This analysis should Include an assessment of land costs, reduction 
in plant capacity due to back pressure, cost of makeup water, effect of 
discharge temperature, and temperature rise across the condensers. Effects 
of winds, density currents, and any other factors should be evaluated to 
effect an optimum design. 
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APPENDIX A 

Shirazi et al. Model, Including the Effect of Ambient 
Turbulence on Buoyant Jets 

Shirazi et al.* have analyzed the data collected by McQuivey et al. 
These data covered the important ranges 0.3 i k 5 10 and 4 1 Fj < 200. Most 
measurements were taken for S/DQ greater than about 15 and were therefore 
outside the ZOFE. By use of dimensional analysis and regression techniques, 
Shirazi et al. find the following relationships: 

Coflowing (ej = 0°) 

^ = 16.0F.-0-" k'-3 (s/Do)-'-3 ; (A.I) 

^ = 0.15F.3-'*2 k-0.56 (g/D„)0.90 . (A.2) 
OQ 

^ = 0.20Fr°-^^ k°-^^ (s/D„)3-38 . (A.3) 
"o 

Crossflow (ej = 90°) 

^I-= 0.38Fi3-30 k-3-36 (s/Do)-3-73 ; (A.4) 
ATo ^ 

% 
2- = 0.66F.-°-3" k3-3B (s/D^)0.-0 . (A.5) 

^ = 1.7Fj-°-23 k3-35 (s/Do)3-37 . (A.5) 

The example problem used in Sec. VI.K to illustrate the Fan38 and Hirsts'* 
models in Chapter VI can be used here. Recall the basic data: ô - 0 ̂  
Uo = 8.5 fps, Uo = Uo -̂  Ua cos SQ = 8.5 -H 2 = 10.5 fps. Do = 16 ft. To - 77 F 
with Pl = 0.99707, and Ta = 59°F with Po = Pa = 0.99913. As shown in 
Sec. VI.K.2.a, this yields values of Fj = 10.2 and k - 5.25. 

*M. A. Shirazi, L. R. Davis, and K. V. Byram, Effects of Ambient Turbulence 
on Buoyant Jets Discharged into a Flowing Environment, Pacific Northwest 
Environmental Research Laboratory, Working Paper No. 2, Environmental 
Protection Agency, Corvallis, Oregon (Jan 1973). 
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Compare the results given by the Shirazi regression equations at the water 

surface, the terminal point in this case. Equation A.3 enables evaluation of 

S/DO at the surface: 

Z/Do = 160/16 = 10 = 0.20(10.2)-0-82 (5.25)3-83 (S/D^)0.98 . 

Solving this yields 

s/Do = 83.8 . 

Thus, s = axial distance to surface = 83.8(16) = 1340 ft. 

Use of this axial distance in Eq. A.I enables evaluation of the temperature 
rise at the surface. 

^ = 16(10.2)-°-'*3 (5.25)'-3 (s/Do)-'-3 
"'o 

= 51.1(s/Do)-'-3 = 51.1(83.8)-'.3 = 1/15 = 0.067 . 

Therefore, the surface dilution is about 15, or the surface temperature rise, 

ATs, is 

ATg = 0.067(18) = 1.2°F . 

These values compare with predictions for S/DQ at the surface = 569 ft 
and surface dilution = 22.2 by the Hirst model. These differences are 
significant. On the basis of fits to available coflow data, Shirazi recommends 
use of Eqs. A.I, A.2, and A.B as the best available model for coflowing 
discharges. 
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APPENDIX B 

Koh-Fan Jet Model, Modified to Account for Changes in the 
Zone of Flow Establishment (ZOFE) 

After this report was completed, but before it went to press, some 
additional information was discovered on analytical treatment of submerged 
discharges into stagnant receiving waters. 

Shirazi and Davis have made extremely thoughtful reviews of available 
submerged jet data and theory to prepare their workbook.'23 They now recommend 
use of a modified version of the Koh-Fan model73 for horizontal discharges into 
stagnant media, rather than the Fan-Brooks model33 recommended in this report. 
Shirazi and Davis reason that for Fj less than about 10, buoyancy forces are 
sufficient to force the jet up within the ZOFE, thereby making the angle, 
BQ, at the end of this zone, not equal to the initial discharge angle, Bg. 
Recall that the Fan-Brooks model suggests use of BQ = BQ for all values of 
Fj. Shirazi and Davis attempt to account for buoyancy by use of the Abraham 
model2 until the end of the ZOFE. Conditions at this point then become the 
input to the Koh-Fan computer program (described in Chapter VII) for the 
remainder of the jet trajectory. 

Since the Koh-Fan model for a single port is essentially Identical to 
the Fan-Brooks model, the only change lies in an improved description of the 
ZOFE by splicing the Abraham and Koh-Fan models together. 
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