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ABSTRACT
A high temperature guarded-comparative-longitudinal heat flow measurement system has been built to measure the thermal conductivity of a composite nuclear fuel compact. It is a steady-state measurement device designed to operate over a temperature range of 300 K to 1200 K. No existing apparatus is currently available for obtaining the thermal conductivity of the composite fuel in a non-destructive manner due to the compact’s unique geometry and composite nature. The current system design has been adapted from ASTM E 1225. As a way to simplify the design and operation of the system, it uses a unique radiative heat sink to conduct heat away from the sample column. A finite element analysis was performed on the measurement system to analyze the associated error for various operating conditions. Optimal operational conditions have been discovered through this analysis and results are presented. Several materials have been measured by the system and results are presented for stainless steel 304, inconel 625, and 99.95% pure iron covering a range of thermal conductivities of 10 W/m*K to 70 W/m*K. A comparison of the results has been made to data from existing literature.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_m$</td>
<td>Cross-sectional area of meter bars, $A_m = \pi b^2$, $[m^2]$</td>
</tr>
<tr>
<td>$A_s$</td>
<td>Cross section area of test specimen, $A_s = \pi s^2$, $[m^2]$</td>
</tr>
<tr>
<td>$h_b$</td>
<td>Height of meter bars, [m]</td>
</tr>
<tr>
<td>$h_s$</td>
<td>Height of test specimen, [m]</td>
</tr>
<tr>
<td>$k_g$</td>
<td>Thermal conductivity of nickel guard as a function of temperature, [W/m/K]</td>
</tr>
<tr>
<td>$k_i$</td>
<td>Thermal conductivity of insulation as a function of temperature, [W/m/K]</td>
</tr>
<tr>
<td>$k_m$</td>
<td>Thermal conductivity of meter bar as a function of temperature, [W/m/K]</td>
</tr>
<tr>
<td>$k_s$</td>
<td>Inputted thermal conductivity of test specimen, [W/m/K]</td>
</tr>
<tr>
<td>$k_{sc}$</td>
<td>Calculated thermal conductivity of test specimen, [W/m/K]</td>
</tr>
<tr>
<td>$q_1$</td>
<td>Heat flow in first meter bar, [W]</td>
</tr>
<tr>
<td>$q_2$</td>
<td>Heat flow in second meter bar, [W]</td>
</tr>
<tr>
<td>$r$</td>
<td>Unit vector in radial direction, [m]</td>
</tr>
<tr>
<td>$r_b$</td>
<td>Radius of guard, [m]</td>
</tr>
<tr>
<td>$r_g$</td>
<td>Radius of guard, [m]</td>
</tr>
<tr>
<td>$r_i$</td>
<td>Outside radius of insulation, [m]</td>
</tr>
<tr>
<td>$r_s$</td>
<td>Radius of test specimen, [m]</td>
</tr>
<tr>
<td>$T_{1-6}$</td>
<td>Temperature monitors at positions $z_1$ through $z_6$, [K]</td>
</tr>
<tr>
<td>$z_{1-6}$</td>
<td>Positions from the bottom, [m]</td>
</tr>
<tr>
<td>$T_{cb}$</td>
<td>Meter bar temperature at the cold end, [K]</td>
</tr>
<tr>
<td>$T_{cg}$</td>
<td>Guard temperature at the cold end, $T_{cg} = T_{cb} + \Delta T_{cg}$, [K]</td>
</tr>
<tr>
<td>$T_{hb}$</td>
<td>Meter bar temperature at the hot end, [K]</td>
</tr>
<tr>
<td>$T_{hg}$</td>
<td>Guard temperature at the hot end, $T_{hg} = T_{hb} - \Delta T_{bg}$, [K]</td>
</tr>
<tr>
<td>$\bar{T}_s$</td>
<td>Average temperature of test sample, [K]</td>
</tr>
<tr>
<td>$\bar{T}_1$</td>
<td>Average temperature of first meter bar, [K]</td>
</tr>
<tr>
<td>$\bar{T}_2$</td>
<td>Average temperature of second meter bar, [K]</td>
</tr>
<tr>
<td>$z$</td>
<td>Unit vector in axial direction, [m]</td>
</tr>
<tr>
<td>$\Delta T_{bg}$</td>
<td>Temperature difference between meter bar and guard, [K]</td>
</tr>
<tr>
<td>$\Delta T_{hc}$</td>
<td>Temperature difference for meter bar at hot and cold ends, [K]</td>
</tr>
</tbody>
</table>
| $\Delta T_a$ | Temperature deviation of guard averaged...
INTRODUCTION

With the development of new materials and technologies in the effort to bring about the nuclear renaissance, the capability to characterize the thermomechanical and thermophysical properties of new materials including fuels is a vital piece of this development process. In many cases the inherent composition and geometry in which these materials are used, as well as the environments in which they are required to perform requires specialized measurement tools. The development of new, specialized measurement tools requires careful testing to validate the system performance. The purpose of this paper is to demonstrate the validation process for one such specialized system.

Thermal conductivity is an important thermophysical property needed for effectively predicting fuel performance. As part of the Next Generation Nuclear Plant (NGNP) program, the thermal conductivity of a composite fuel needs to be measured over a temperature range characteristic of its usage (400 K to 1100 K). The fuel is comprised of layered particles 1mm in diameter sintered together in a graphite matrix in the form of a cylindrical compact. The compact has a nominal length of 25mm (~1") and nominal diameter of 12.3mm (~0.5") which cannot be altered for measurement.

Thermal Conductivity Measurement

Because the selection of measurement method was an important part of the work in this project, a brief review of thermal conductivity measurement methods is warranted to be included in this work. Two general classifications of thermal conductivity measurement methods are: (1) steady-state and (2) transient. In either case the measurement may be absolute or comparative, the difference being that comparative methods require the property of another material in the calculation of a test sample thermal conductivity, typically a distinct disadvantage. A previous paper includes a more complete overview of common methods [1].

Comparative-Guarded-Axial Heat Flow Method

Because of the cylindrical shape and medium to high thermal conductivity (10-60 W/m/K) expected of the nuclear fuel to be measured, an axial heat flow method was selected to be used. Further, due to the small size of the sample and the desired temperature range for measurement, the comparative axial heat flow technique was selected. The comparative axial heat flow method or for the case of cylindrical samples and meter bars, the cut-bar technique, has been used since the 1930’s [2] and was more completely studied and developed in the 1950’s and 1960’s by Ballard et al. [3], Morris and Hust [4], Francl and Kingery [5], and Mirkovich [6] among others. Laubitz [7] questioned the claimed accuracy of such measurements, but later studies performed by Sweet et al [8] and Pillai and George [9] reported accuracies independent of the uncertainty of the reference sample, to be better than ±5%.

In 1987 the American Society of Testing and Materials (ASTM) produced a standard for this method, ASTM E 1225 [10] which was revised in 2004. Also noteworthy for the purposes of this project, Babelot et al. performed tests on a modified commercial comparative thermal conductivity apparatus that was to be used in a glove box [11].

In literature, the use of steady state methods for measuring thermal conductivity has become progressively scarcer over the last 40 years. Few detailed analysis of such systems have been reported. Didion performed a mathematical analysis of a comparative-guarded-axial heat flow system in which the guard temperature distribution was matched at the hot and cold ends [12]. Using these conditions, a compilation of design charts were created. These charts were used in the design of the current system.

In this technique, a test sample of unknown thermal conductivity is sandwiched between two reference samples of known thermal conductivity forming what will be referred to as a sample column. A temperature gradient is set up and measured through the samples using a heater on one end of the sample column and a cold sink on the other end. A guarding system is employed to prevent/reduce radial heat losses from the sample column. Figure 1 shows a simple schematic of the technique. From the measured gradients in the reference
samples, using the cross-sectional area of the samples, the heat flowing through the samples may be calculated.

\[ q_{1,2} = k_m (T_{1,2}) A_m \frac{\Delta T_{1,2}}{\Delta z_{1,2}} \]  

(1)

Thus the reference samples act much like heat flow meters and are often referred to as meter bars. Using the measured flux in the meter bars and the measured temperature gradient in the test sample, the thermal conductivity of the test sample at its average temperature may be calculated.

\[ k_s(T_s) = \frac{q_{1}+q_{2}}{2} \frac{\Delta Z_s}{A_s \Delta T_s} \]  

(2)

### PHYSICAL DESIGN AND CONSTRUCTION

A detailed description of the design and operation of the description of the design and operation of the TRISO fuel thermal conductivity measurement system (TFTCMS) can be found in a previous paper [1]. The TFTCMS has been designed to accommodate the TRISO fuel geometry and expected thermal conductivity value. Much of the selection of geometry, sizing of components, and materials is based on the recommendations of from an analysis performed by Didion [12] and the guidelines given by ASTM E 1225-04 [10].

Although the thermal conductivity of TRISO fuel is unknown, the TFTCMS is designed to measure has an expected range of thermal conductivity of ~10 W/m*K up to ~70 W/m*K. The components of the system were selected for use with a sample with this expected thermal conductivity range as well as being capable of withstanding a 900°C environment. Figure 2 shows a schematic of the major components of the measurement section of the system.

The three primary purposes of this design are:

1. Create a controlled, one dimensional, steady-state temperature gradient through the sample column (test sample and adjacent reference samples). This is accomplished through the use of a surrounding layer of insulation as well as a guard tube that will be matched closely to the temperature gradient in the central sample column.
2. Create reproducible conditions in the measurement region by use of a spring system to apply a constant pressure
through the central column. The contact resistances at the interfaces of the experimental sample and reference samples will thus be better reproducible.

3. Measure steady-state temperature gradients in the experimental sample and reference samples from which thermal conductivity may be calculated. Figure 2 shows the approximate thermocouple locations used in these measurements. Also additional temperature measurements along the experimental region may be used to be able to estimate radial heat losses/gains from the sample column.

For measurements along the sample column 0.127mm (0.005") Type N thermocouples are used. For measurements along the guard, 0.254mm (0.01") Type N thermocouples are used.

An important aspect of the design of the TFTCMS is the use of a radiative heat sink which helps to establish a temperature gradient through the guard and sample column. The use of radiative heat sink has both advantages and disadvantages. The main disadvantage is that less control is provided for the temperature gradients in the guard and sample column. This disadvantage is also an advantage because its selection greatly simplifies the design and operation of the system. A closed-loop temperature controlled heat sink is not required as is typical for similar systems. Thus the temperature difference between the sample column and the guard near the heat sink is somewhat free to float.

Due to the unique heat sink design and consequential operational conditions, finite element studies of the sample column and guard under various operational conditions have been performed in order that the disadvantage of less control over the system temperature profiles may be overcome.

System Validation

The validation of the newly designed system is an important step in its development and is recommended by ASTM E 1225 [10]. As part of this process, a finite element study was performed on the measurement section of the apparatus as well as the measurement of several test samples of known thermal conductivities which are called reference samples in this work (although they are not certified reference samples). The finite element analysis (FEA) was performed after the initial testing was done.

FINITE ELEMENT MODELING

Computational Setup

Figure 3 presents a schematic illustration of the cut-bar technique used in this analysis. Due to its axisymmetric geometry, the problem can be solved in a 2-D cylindrical coordinate system. A specimen with unknown thermal conductivity is sandwiched between a pair of meter bars. A temperature gradient along the sample column is created by keeping the hot end at \( T_{hb} \) and cold end at \( T_{cb} \). The temperature difference \( \Delta T_{hc} \) between the two ends is set to be a constant value. The composite column structure is surrounded by the insulation material. In this setup, diatomaceous earth powder is used due to its low thermal conductivity [10]. This powder layer is encased by a guard as a rigid support which has a linear temperature distribution from the hot-side temperature, \( T_{gh} \) to cold-side temperature, \( T_{gc} \).

In ASTM E 1225, two guard temperature schemes are recommended [10]: (1) guard temperature gradient matched to the test stack and (2) isothermal guard with a temperature equal to the average temperature of the specimen. However, in this analysis, a parametric variation of the temperature difference between the guard and meter bars is done while keeping the average temperatures of both the guard and the sample column the same. Thus if the guard hot end is \( \Delta T_{bg} \) degrees cooler than the hot end of the meter bar; the guard cold end is \( \Delta T_{bg} \) degrees hotter than the cold end of meter bar. When \( \Delta T_{bg} \) changes from zero to half of the temperature difference, \( \Delta T_{hc} \) of the whole setup, the guard temperature distribution varies from scheme (1) to (2) gradually. If certain deviation exists between the guard and specimen averaged temperatures, an additional \( \Delta T_a \) is applied on the guard in addition to the guard temperature distribution.

![FIGURE 3. SCHEMATIC ILLUSTRATION OF THE COMPARATIVE-GUARDED-LONGITUDINAL HEAT FLOW SYSTEM WITH APPLIED BOUNDARY CONDITIONS.](image-url)
The boundary condition for the insulation ($r_b < r < r_i$) was set according to the solution for steady state 1-D heat flow between two constant temperature surfaces in the radial direction.

$$T_i(r) = T_{bg} + \Delta T_{bg} \frac{\ln(r_i/r_b)}{\ln(r_i/r_b)}$$  \hspace{1cm} (3)

Inside the domain, the temperature is calculated by the heat conduction equation.

$$\frac{1}{r} \frac{\partial}{\partial r} \left( k \frac{\partial T}{\partial r} \right) + \frac{\partial}{\partial z} \left( k \frac{\partial T}{\partial z} \right) = 0$$  \hspace{1cm} (4)

With an input of the thermal conductivity of specimen, the temperatures $T_1$ thru $T_6$ at positions $z_1$ thru $z_6$ respectively can be monitored after reaching steady state, thus mimicking the method and locations of measurement used in the real apparatus. The calculated thermal conductivity of specimen may be performed based on the previously described equations (1) and (2).

$$q_1 = k_m \left( T_1 + T_2 \right) \frac{T_2 - T_1}{z_2 - z_1} A_m$$  \hspace{1cm} (5)

$$q_2 = k_m \left( T_5 + T_6 \right) \frac{T_6 - T_5}{z_6 - z_5} A_m$$  \hspace{1cm} (6)

$$k_{sc} = \frac{1}{2} \frac{q_1 + q_2}{A_s} \frac{z_4 - z_3}{T_4 - T_3}$$  \hspace{1cm} (7)

Based on the specimen thermal conductivity range, as well as the guideline from ASTM standard [10] and work from Didion [12], the material of the meter bars was chosen as stainless steel 304 and the guard as nickel. The thermal conductivity of stainless steel, which increases nearly linearly with temperature over the temperature range of interest, can be found in [10] (recommended by [8]) and the thermal conductivity of nickel can be found in [13]. The temperature dependent data for both were input into the commercial software, COMSOL and interpolated with temperature.

The geometry of the test system was designed according to the guideline mentioned above and presented in Table 1. To test the appropriate working range and minimize the systematic error, parametric studies were performed on several parameters.

Two-dimensional structured grids were used in the simulations. To get reliable results, grid independence was tested for four mesh systems. The first case used 30 divisions in the axial ($z$) direction and 25 divisions in the radial ($r$) direction. The mesh size of three consecutive cases was increased by a multiple of 2 in each direction in terms of the previous one. When using the densest case as the reference, the maximum error yielded from the coarsest case is only 0.06% with a test specimen thermal conductivity range of 5-100 W/m/K. Thus the error induced by different mesh system is negligible.

### Numerical Results

Figure 4 presents the percentage error generated by a comparison of computed thermal conductivity ($k_{sc}$) to the inputted true value ($k_s$) when $\Delta T_{bg}$ varying parametrically. The computation in Eq. (5) relies on an assumption that equal heat flow occurs on the cross section of both meter bars and specimen when a perfect match of temperature ($T_{cb} = T_{cg}$ and $T_{hb} = T_{hg}$) is imposed on the guard. If it is true, computation of specimen thermal conductivity by Eq. (7) should not incur too much systematic error. In reality, however, the constant, 1-D heat flow assumption is rather weak due to the radial heat exchange with guard and axial heat shunting on the specimen and meter bar interface due to their different thermal conductivities. The proof of this may be seen from the percentage error when different thermal conductivities of the test specimen are considered.

At the working temperature range, shown in Table 1, the thermal conductivity of stainless steel 304 is approximately 24 W/m/K, the insulation material is approximately 0.11 W/m/K, and the guard is 69 W/m/K. When $\Delta T_{bg}$ = 0, the error is negligible for a specimen with $k_s = 25$ W/m/K because the temperature gradient difference between meter bar and specimen is not significant. When $k_s$ increasingly deviates

<table>
<thead>
<tr>
<th>TABLE 1. GEOMETRY AND THERMOPHYSICAL PROPERTIES OF THE SYSTEM (UNITS ARE SHOWN IN NOMENCLATURE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_b$</td>
</tr>
<tr>
<td>0.00615</td>
</tr>
<tr>
<td>$t_b$</td>
</tr>
<tr>
<td>0.0254</td>
</tr>
</tbody>
</table>

![FIGURE 4. PERCENTAGE ERROR YIELD BY CALCULATED AND INPUT SPECIMEN THERMAL CONDUCTIVITY WITH RESPECT TO THE VARIATION OF $\Delta T_{BG}$.](image-url)
from $k_m$ the induced error becomes increasingly larger. Meanwhile, the low $k_s$ case has larger error compared with the high $k_s$ one because axial heat shunting and radial heat exchange is more significant for the low $k_s$ situation. When $k_s=5$ W/m*K, the ratio of $k_g/k_s$ is roughly 50. For these conditions, the error is still around 11%. If this ratio increases such that the radial heat flow is obstructed, the calculated error becomes smaller. Another important phenomenon is that the error resulting from low $k_s$ is positive (calculated value is larger than inputted one) whereas the error brought about by high $k_s$ is negative.

When $\Delta T_{bg}$ increases from zero to half of $\Delta T_{inc}$, the corresponding errors from all of the $k_s$ cases change linearly with a positive slope. For the cases when $k_s<k_m$, the errors increase in magnitude continuously. For $k_s=k_m$, the error increases from roughly zero at the "matching" condition to around 6% at the "isothermal" condition. However, for the cases when $k_s>k_m$, the negative errors approach zero (critical value of $\Delta T_{bg}$) with an increase of $\Delta T_{bg}$ and continue to increase after passing a critical value. Based on this analysis, it seems that the two recommended guard working conditions are not optimized and more attention should be paid to the selection of guarding conditions. If $k_s>k_m$, a lower temperature gradient on the guard compared to the sample column is helpful for eliminating systematic error. Thus, the optimum $\Delta T_{bg}$ is around 8 °C for $k_s=50$ W/m*K and 13 °C for $k_s=100$ W/m*K.

Since a lower temperature gradient on the guard is better for the large $k_s$ case, it is reasonable to assume that a higher temperature gradient on the guard is needed for small $k_s$ situations in order to reduce error. For $k_s=15$ or 5 W/m*K cases, one can observe that the errors approach zero with a negative increase of $\Delta T_{bg}$, viz. an increase of temperature gradient of the guard. Beyond a critical $\Delta T_{bg}$, the error becomes negative and increases in magnitude with a further increase of negative $\Delta T_{bg}$. Thus for $k_s=15$ and 5 W/m*K, the critical $\Delta T_{bg}$ is around -6 °C and -21 °C respectively.

Figure 4 indicates that the temperature gradient on the guard significantly affects the accuracy of the calculated specimen $k_s$, using Eq. (7). Figure 5 presents the temperature distribution along the sample column and guard under some important conditions. When the guard temperature matches the bar temperature, both the top and bottom surfaces in Figure 3 have isothermal boundary conditions. This situation is equivalent to the bar, insulation and guard domains being wholly covered by a large isothermal heat source and heat sink. For the $k_s=5$ W/m*K case, the temperature gradient is larger in the test sample than in the meter bars. Since the top (bottom) meter bar has a higher (lower) temperature than the corresponding height on the guard portion, radial heat flows from the top meter bar to the guard (guard to bottom meter bar). The amount of heat transferred radially, however, is affected by the amount of axial heat shunting as well. The difference of temperature gradient in the sample column and guard is the primary reason for the error. For the $k_s=100$ W/m*K case, the heat flow direction is reversed.

If $\Delta T_{bg}$ is manipulated such that the systematic error tends toward zero, as shown in Figure 4, the corresponding guard temperature gradient is superimposed in Figure 5. For such circumstances, the guard temperature gradient tends to vary from "whole sample column match" toward "specimen gradient match" but still having a slight deviation from this condition. The change of the guard temperature gradient induced a slight test stack temperature distribution change, but this variation is too small to be shown. The little redistribution of temperature minimizes the systematic error. According to Figures 4 and 5, the optimum $\Delta T_{bg}$ is primarily influenced by the specimen thermal conductivity.

In the real experimental setup, the temperature gradient of the guard is easily obtained but the equal average temperature of the guard and the specimen is difficult to achieve since the temperature distribution of the specimen is affected both axially and radially. Figure 6 presents the deviation of results when guard and specimen average temperatures have a difference of $\Delta T_{a}$. The deviation is calculated based on the case when $\Delta T_{bg}=0$. With this comparison, it is easy to tell whether guard temperature gradient or equal averaged temperature is more important. In this figure, $T_{bg}=10$ °C is applied for generic consideration. From the figure one can see that the deviations are relatively small for all of the $k_s$ cases (<0.05%). Thus, one can conclude that once an appropriate temperature gradient is imposed on the guard, the averaged temperature difference between specimen and guard does not affect the accuracy significantly, which is very convenient for simplifying the design of the apparatus as well as its working conditions.
Because the thermal conductivity of the graphite fuel material is not yet known, several samples were selected to validate the system’s performance covering the range of possible expected values which is approximately 10-60 W/m*K. Table 1 shows a list of the samples selected to accomplish this testing.

The samples were selected to cover a range of expected possible thermal conductivity values. The inconel 625, SS 304, and high purity iron have thermal conductivities in the lower, middle, and upper portions of the expected range, respectively. Thermal conductivity data for each of these materials is available in literature as a source of comparison.

It is worth noting that a glass-ceramic thermal conductivity reference material is also being considered for testing the low thermal conductivity range and to provide an even better validation of the system performance as it is a standard reference material which may be acquired from the Institute for Reference Materials and Measurements (IRMM). This glass-ceramic material has a thermal conductivity range of ~4 W/m*K to ~2.5 W/m*K between 100°C and 700°C.

**Measurement of Stainless Steel 304**

The first sample measured in the experimental system was stainless steel 304, the same material as the meter bars. The sample was machined to the approximate size of a fuel compact with a length of 25mm and a diameter of 12.3mm. Measurements on the stainless steel 304 sample were performed from about ~200°C up to ~600°C at increments of 50°C.

The results were compared to the data from Bogaard [14] recommended by Sweet [8] in a report on comparative thermal conductivity measurement methods. The results are plotted in Fig. 7. The results vary no more than 3% from Bogaard for temperatures between 300°C and 600°C. Initial testing used a 0.076mm (0.003”) type N thermocouple which experienced significant decalibration above 600°C (data not shown in Fig. 7). For this reason, for all following measurement setups, 0.127mm (0.005”) size type N (or platinum) thermocouples have been adopted for use in all critical locations (see Fig. 3, z₁ thru z₆).

**Measurement of 99.95% Pure Iron**

In order to test higher thermal conductivity measurement ability, the second validation sample measured in the TFTCMS was a sample of 99.95% pure iron from ESPI Metals. The sample was cut to the approximate length of a
fuel compact and the end surfaces were polished. The dimensions of the iron sample were measured to be a length of \( \sim 25.648 \text{mm} \) and a diameter of \( \sim 12.813 \text{mm} \) (slightly larger diameter than the meter bars).

Due to the decalibration of the smaller thermocouples used on the SS 304 sample, a larger, 0.127mm (0.005”) Type N thermocouple was used on the iron sample. Decalibration of the thermocouple is still an expected problem at high temperatures, but the larger thermocouple size is: more resistant to contamination, much easier to handle, and still small enough to not contribute much to the overall uncertainty.

Measurements were performed from 100°C to 600°C at increments of 50°C. Each temperature was then measured a second time in reverse order. Measurement temperature were then run between 600°C and 800°C, again each temperature was measured twice. Figure 8 displays the measured thermal conductivity of 99.95% pure iron compared to the values recommended by the TPRC data series [13] for 99.99% pure iron.

The results show good agreement with the published values for 99.99% pure iron. For 100°C to 600°C, the difference is < 8% for all temperatures. As can be seen in the figure, for > 600°C the deviation becomes greater, between 5 and 10% for the first set of points collected in this range and between 12 and 14% for the second set. The results seem very promising even for a sample with a higher conductance than the meter bars. For temperatures above 600°C, the deviation becomes larger but the overall trend of the curve is consistent.

**Measurement of Inconel 625**

A sample of inconel 625 was obtained from ESPI metals and was cut to a length of 25.62mm with a diameter of 12.646mm. 0.127mm (0.005”) Type N thermocouples were used for all temperature measurements. Measurement order and temperatures was similar to that of the pure iron sample as discussed in the previous section except the maximum temperature was run up to 900°C. The results are shown in Fig. 9 compared to published values. The results compare very well to the data given by www.hightempmetals.com [15]. The maximum difference is 5.8%, near 600°C, over the range of available data. The data from the Battelle Memorial Institute [16] shows a larger difference over the entire temperature range.

**Results Summary**

As is seen in the previous section, results for each of the validation samples are good. Although it is often recommended to match the conductance of the test sample to that of the meter bars [10], the measured values for pure iron follow a consistent trend that is close to that of the TPRC recommended values. Good performance for high ratios of thermal conductivities of the sample to the meter bars is also reported by Pillai and George [9]. The device seems to perform especially well for temperatures < 600°C showing good repeatability and matching well to published values.

For the lower conducting material, the system also demonstrates good performance closely following the published values up to 600°C. For higher temperatures, the measured values begin to deviate more and show less repeatability as well. It was expected that inconel may show more variation depending on material composition and its forming process, although, the measured data follows one of the given data curves very well (<6% difference).

Even with these results, system validation will continue. As was mentioned in a previous section, a glass-ceramic material will be used to measure a lower ratio of sample to meter bar thermal conductivities. Continued tuning, testing, and incorporation of FEA findings will be performed to ensure system performance with unknown samples.
UNCERTAINTY

A detailed discussion of the determinate uncertainty related to this system is found in [1] where the results of a propagation of error analysis are presented as well. These results were found using equations (1) and (2) and assuming that all the independent variables in these equations are uncorrelated with the exception of the meter bar thermal conductivity to come up with the overall variance of \( k_s \) as:

\[
\sigma_{k_s}^2 = \sigma_{k_m}^2 + \frac{1}{2} \sigma_{A_m}^2 + \frac{1}{2} \sigma_{\Delta T_m}^2 + \frac{1}{2} \sigma_{\Delta Z_m}^2 + \sigma_{\Delta T_s}^2 + \sigma_{\Delta Z_s}^2 (3)
\]

Using this equation with the individual error contributions, the overall determinate uncertainty was found to be \( \approx 5.6\% \) (excluding the error associated with the meter bar thermal conductivity the error becomes \( \approx 2.5\% \)).

This uncertainty analysis is basically independent of temperature. The main contribution that increased temperature gives to the uncertainty is from the change of material properties in the measurement section. In particular an increase of temperature generally means an increase of most properties in the measurement section. In particular an increase of temperature generally means an increase of most insulating materials. As the insulation’s resistance to heat flow is decreased, the error contribution from a non-uniform heat flux will increase. Recommended temperature limits for the stainless steel and nickel components are close to 900°C. The type and size of thermocouple also needs to be selected based on the desired temperature range. The larger deviations seen at temperatures greater than 600°C for the validation sample is mainly attributed to the 0.127mm (0.005”) Type N thermocouples used.

CONCLUSION

A complete system to measure the thermal conductivity of nuclear fuel compacts has been designed and built. FEA of the system have revealed optimum operating conditions and the effects of various temperature conditions that the system may be operated under. A better understanding of ASTM recommended operating conditions has been obtained revealing that the guard temperature gradient has a more dramatic effect on system results than does the guard average temperature. Initial testing has shown good results for stainless steel 304 falling within 3% of published values for <600°C. Results for varying sample to meter bar thermal conductivities are within 8% of published values for high purity iron and within 6% for inconel 625 (for < 600°C). Determinate uncertainty has been calculated to be 2.5% excluding the uncertainty in the reference sample thermal conductivity for an overall uncertainty of 5.6%. Further calibration will be performed on a certified reference sample as well as the incorporation of the results demonstrated by the FEA.
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