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**ACRONYMS**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN</td>
<td>artificial neural network</td>
</tr>
<tr>
<td>ARMA</td>
<td>autoregressive moving-average</td>
</tr>
<tr>
<td>DHI</td>
<td>diffused horizontal irradiance</td>
</tr>
<tr>
<td>LSTM</td>
<td>long short term memory</td>
</tr>
<tr>
<td>ML</td>
<td>machine learning</td>
</tr>
<tr>
<td>NN</td>
<td>neural network</td>
</tr>
<tr>
<td>NREL</td>
<td>National Renewable Energy Laboratory</td>
</tr>
<tr>
<td>NSRDB</td>
<td>National Solar Radiation Database</td>
</tr>
</tbody>
</table>
Optimizing Prediction Error for Time-dependent Solar Radiation Modeling

1. INTRODUCTION

The variability of renewable energy generators is expected to place increasing stress on the existing electrical grids in the United States [1]. Thus, accurate forecasting of renewable energy generation is essential for alerting grid operators as to how much compensatory generation is needed [2,3], and for enabling efficient bidding in electricity markets. Renewable energy providers will also want this information so they can know how much electricity they can provide. Historically, statistical methods have been used to predict solar radiation. Techniques such as autoregressive moving-average (ARMA) and autoregressive integrated moving-average have shown some promise in terms of such forecasting [4–7]. The “inertia” in these models makes them ideal for short-term predictions, but their accuracy drops off as the time horizon of the prediction increases.

Machine learning (ML) represents another approach to predicting solar signals. Kassa et al. (2016) used an artificial neural network (ANN) to predict wind power, achieving success at predicting short-term (hour-ahead) wind generation on a microgrid [8]. Liu et al. (2019) used a discrete wavelet transform combined with an long short term memory (LSTM) network, demonstrating better performance than that afforded by wavelet combinations with regression neural networks (NNs) and backpropagation NNs [9]. Delgado et al. (2020) showed that an LSTM will outperform both a moving average statistical approach as well as a multilayer perceptron model in terms of mean square error results [10].

Similar work has also been applied to solar energy [11,12]. Demolli (2019) used a collection of ML techniques (e.g., Lasso regression, k-nearest neighbors regression, and XGBoost regression) to make both near- and long-term wind power predictions [13]. Tang (2018) also utilized a Lasso-based approach to predict solar power generation, using 5-minute weather data from Massachusetts [14]. It has been argued that a variety of methods should be used, as several reviews of the space have shown that ML method performance depends on geographical area [15–17]. Other reviewers have combined statistical techniques with ML. Gomes (2012) achieved promising results by combining ARMA with an ANN in order to predict wind speed [18]. Xie (2018) combined variational mode decomposition, deep belief networks, and ARMA in order to predict solar signals, achieving better results than could be obtained from using each separate method individually [19]. LSTM NNs, when applied to hour-ahead solar signal predictions, outperformed a backpropagation NN, an ANN, and the least squares regression method [20,21]. Jeon et al. (2020) demonstrated that LSTM can be used to make hour-ahead solar signal predictions based on the conditions observed in the current hour as well as in the previous 24. For the city of Incheon in South Korea, they achieved an hourly root mean square error of 17.4 W/m² by comparing the historical solar signals from the first half of the year against the predicted signals for that same period. They also made predictions based on other cities around the globe (Denver, Cape Town, Paris), achieving an hourly root mean square error of 30.1 W/m² over a 6 month period [22]. Rajagukguk et al. (2020) reviewed deep learning models for solar forecasting, finding that hybrid models (e.g., convolution-LSTM) outperformed standalone ones (e.g. simply LSTM). However, the studies reviewed were for a wide variety of locations, and the best modeling results pertained to Alice Springs, Australia, which is a notably dry area.

Here, we present an approach for optimizing an LSTM model for solar predictions, and we use that model to calculate the error associated with those predictions. We demonstrate this approach in the context of two U.S. locations: Austin, TX, and Seattle, WA. The predictions are based on historical weather condition data from the National Renewable Energy Laboratory (NREL) National Solar Radiation Database (NSRDB) [23]. Data on the two cities and their surrounding areas were relied upon for making accurate predictions. The LSTM methodology and data preparation method are covered in the following section.
2. METHODS

The synthetic results were generated using a LSTM NN. Training data on Austin, TX, and Seattle, WA, were collected from the NREL NSRDB [23] and the U.S. Department of Energy’s Open Energy Data Initiative, and included wind speed, wind direction, solar strength, dew point, temperature, humidity, air pressure, time of day, and time of year data. Removing the historical value from the calculated solar maximum opened an additional field in which to represent cloud cover. Historical data were used to predict a year’s worth of data, and the prediction results were compared against the historical data via an $R^2$ measure.

Data Processing. The data used in this work came from the NREL NSRDB [23]. Eight years’ worth of data on Austin, TX, and Seattle, WA, were acquired, along with data on 24 different areas surrounding those cities. Eight of those areas directly abutted one city or the other, and the remaining 16 were located on the outskirts of the initial 8. The weather condition data from these additional regions—whether up- or downstream of the target area—served to provide pseudo-forecast data. The data used for this work covered the following: wind speed, wind direction, solar strength, dew point, temperature, humidity, air pressure, time of day, and time of year. All the data fields, apart from diffused horizontal irradiance (DHI), were scaled from zero to one in order to improve NN performance.

Two additional data fields were generated from the raw data: normalized DHI and estimated cloud cover. Normalized DHI represents the value obtained after normalizing the DHI against the maximum solar irradiance at the same time. This was used as a prediction field. The estimated cloud cover was determined by subtracting the historical DHI signals from the maximum solar irradiance, normalized against the maximum solar irradiance. This value represents the percentage of sunlight blocked due to clouds.

The data were presented in 30-minute increments. The solar signal was shifted forward 1 and 24 hours, such that conditions from previous time steps could be used to predict the shifted solar and wind signals. Six years’ worth of data were used to train the NN, and an additional 2 years’ worth were used to test it. This split was made to ensure that the NN could catch differences from year to year. It is possible that, were only a single year used for testing, the NN might fit that year well but not another (due to large yearly climate impacts such as localized droughts).

Synthetic solar data were updated to incorporate the maximum solar irradiance as calculated at any time by replacing values with zeroes anytime the maximum solar irradiance is also zero. This is acceptable because the maximum solar irradiance can be calculated in advance and does not need to be predicted using the ML algorithm.

NN Setup. LSTM NNs analyze sequences of data in a time series—unlike feedforward NNs, which process single data points. This is ideal for time series data because it allows for “memory” to impact predictions of future data. The structure of an LSTM is commonly described as a cell containing three “layers” that manage the information in that cell: input layer gates decide which data are updated within the cell, forget layer gates determine which data are maintained and which are dropped, and output layer gates return the result of the cell [24,25]. For this work, the LSTM NNs were built using the Keras ML package provided by TensorFlow [26], itself a Python ML package. A separate ML network was set up for each signal and prediction length.
3. PREDICTION METHODS AND RESULTS

3.1 Gaussian Prediction Method

This method utilizes the aforementioned historical data, and optimizes the LSTM by applying a loss function that fits the residuals to a Gaussian distribution by varying the mean and standard deviation. Thus, this method generates both a predicted value and a standard deviation (variance) associated with that value. The workflow for this method and the results obtained by using it are shown in Figure 1 and Figure 2, respectively.

![Figure 1. Flow chart of the Gaussian prediction method.](image1)

Unfortunately, the Gaussian prediction method requires that the values being predicted fit a normal distribution—something that does not hold true for all time periods of a given day. For example, Figure 3 shows histograms of the solar signal for the noon hour in both January and June for Austin, TX. Therefore, additional methods were attempted. A comparison of all the different methods is given at the end of the document. The same timeframe was applied to each method to enable equal comparison between all the methods presented in this work.

![Figure 2. Plots of predicted vs. historical (left) and residual (right) data, using the Gaussian prediction method.](image2)
Figure 3. Histograms of the solar signal for the noon hour in both January (left) and June (right) for Austin, TX.

3.2 LSTM Informed by Error

In this method, the LSTM was utilized to predict the solar signal, then the residuals of the results were used to calculate a standard deviation for each time step. Next, a second LSTM was trained on the historical weather data and standard deviation for each time step. This new LSTM then predicted a new standard deviation for each time step. The workflow for this method and the results obtained by using it are shown in Figure 4 and Figure 5, respectively.

Figure 4. Flow chart of the LSTM-informed-by-error method.
Figure 5. Plots of predicted vs. historical (left) and residual (right) data, using the LSTM-informed-by-error method.

The results here indicate a better fit of the predicted values, but larger error bars are associated with the predictions.

### 3.3 Gompertz Distribution Inputs

The next investigated method utilized the Gompertz distribution to inform the LSTM prediction. This was accomplished by grouping like time steps from the days surrounding. An example of this was to group the solar signals for 7am from January 7 through January 15 of each year. These values were then used to generate a cumulative histogram to which a Gompertz distribution was then fit. The parameters of that fitted distribution were used as inputs to the LSTM, which was then used to predict the three Gompertz parameters for each distribution. From those predicted parameters, a standard deviation and mean was calculated. The workflow of this process and the results obtained by using it are given in Figure 6 and Figure 7, respectively.

![Flow chart of the Gompertz distribution inputs method](image)

Figure 6. Flow chart of the Gompertz distribution inputs method.
In general, these results show much smaller error and residuals. However, the residuals exceed the error in a significant number of time steps, and error magnitude peaks are seen where the solar signal is largest.

3.3.1 Gompertz Prediction of Error

Another method involving the Gompertz distribution utilized LSTM to predict the solar signal from the historical weather data and the fitted Gompertz parameters from the first Gompertz method. At the same time, another LSTM was used to predict a variance. This was accomplished by converting the Gompertz parameters into a variance. Then those variances were used as training inputs to the LSTM. Finally, the variance was predicted using the second LSTM, and the results were then grouped. The workflow and results achieved by using this method are given in Figure 8 and Figure 9 respectively.

Figure 8. Flow chart of the Gompertz-prediction-of-error method.
Figure 9. Plots of predicted vs. historical (left) and residual (right) data, using the Gompertz-prediction-of-error method.

These results show predictions that are an improvement over those of the previous methods (smaller residuals), but reflect larger error bars than seen with the previously discussed Gompertz.

### 3.3.2 Alternative Gompertz Prediction of Error

In this method, an LSTM trained on the Gompertz parameters was employed to predict a solar signal that was itself used to calculate the residuals for each time step. The residuals were then grouped (as in previous steps) to generate a Gompertz distribution for each time step, based on the residuals. That Gompertz distribution of the residuals was then used to calculate a variance. Next, the parameters and variance were used to train a new LSTM for predicting a variance. The results were combined. The workflow and results obtained by using this method are given in Figure 10 and Figure 11, respectively.

Figure 10. Flow chart of the alternative Gompertz-prediction-of-error method.
Figure 11. Plots of predicted vs. historical (left) and residual (right) data, using the alternative Gompertz prediction-of-error method.

With this method, the residual values are larger than seen from the previous method, but the errors are significantly smaller.

### 3.3.3 LSTM with Gompertz Prediction of Error

The final method investigated in this work simplifies the previous process. It predicts the solar signal by using only the historical weather data, but also applies the error calculation approach from the previous method. The workflow and the results obtained by using this method are given in Figure 12 and Figure 13, respectively.

Figure 12. Flow chart of the LSTM-with-Gompertz-prediction-of-error method.
Figure 13. Plots of the predicted vs. historical (left) and residual (right) data, using the LSTM-with-Gompertz-prediction-of-error method.

This method produces residuals of the same size as those seen in the previous method (within 10%), but with smaller error bars. However, neither this nor the previous method match the performance of the Gompertz-prediction-of-error method.

4. CONCLUSIONS

These six methods represent different ways of predicting solar signals, and all six carry different degrees of associated error. The novel component of this work is the predictions of the error bars associated with each predicted value, instilling a measure of confidence in the results obtained from each method. Per the figures provided here (and the data they convey), the best results were obtained via the Gompertz-prediction-of-error method. Despite the fact that, for each prediction, its error bars greatly exceeded the residuals, the error bars were nonetheless smaller than the residuals from all the other methods. Further analysis of these results will be forthcoming in a future journal publication.
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