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ABSTRACT
There are multiple nuclear microreactors currently under develop-

ment that are designed to provide autonomous power for asmany as

ten or more years without refueling and are designed to power high

performance computing (HPC) datacenters. But the load-follow

speeds for a nuclear microreactor will be much slower than grid

power and slower than the power variance typical of a HPC system.

HPC datacenters experience peak power load variance driven by

several factors ranging from the operation of cooling systems to

remove heat from the servers to supporting a wide range of user

application workflows and architectures each with different power

signatures. One mechanism to support the limited load-follow of a

microreactor is peak shaving where an energy storage mechanism

is used to shed peak load and reduce significant power variance.

This work explores peak electrical load shaving using uninterrupt-

ible power supply (UPS) systems designed for HPC support in the

context of peak shaving when operating using a nuclear microreac-

tor with a load-follow limited to 10% of load per minute. Using a

self contained HPC datacenter complete with stand-alone cooling

system and provisioned with an x86 cluster, an ARM cluster, and a

graphics processing unit (GPU) cluster, peak shaving for microre-

actor operation using the UPS battery backup is explored while

running two classes of typical HPC user applications. HPC architec-

ture suitability for microreactor operation under this type of peak

shaving is examined.

KEYWORDS
high performance computing, peak shaving, power efficient com-

puting, microreactor integration

1 INTRODUCTION
High performance computing (HPC) datacenters can require as

much power as thousands of homes just to support the compute

nodes and the top 100 supercomputers in the Top500 list from

November 2023 use on average 4 MW without including the power

required to cool these systems [1]. An HPC datacenter can also

experience periods of significant power variance resulting from

different power signatures in user application workloads such as

machine learning training versus inference and even from changing

weather conditions. For instance, datacenters using evaporative

cooling to provide chilled water to remove heat from the datacenter

will experience higher power load when there are high humidity

atmospheric conditions. The different types of HPC architectures

used in the datacenter also contribute to the frequency and size

of the datacenter power variance. For example, Figure 1 shows

the total power used as a function of time when running the HPL

benchmark on a 560 core x86 cluster while also powering an ARM

and GPU cluster that are idle. In this example, the power variance

exceeds 30% load within a single minute.

Figure 1: Total power usage including cooling costs as a func-
tion of time for running HPL on the 560 core x86 cluster
detailed in Table 1. The simulation began at the 2 minute
mark and finished at the 27 minute mark. Cooling accounts
for most of the variation in power usage. The ARM and the
GPU clusters in Table 1 were also on but idle during this run.

Peak load shaving is where an energy storage device such as a

bank of batteries is used for load shedding during periods of higher

demand. Peak shaving is typically considered during times in the

day when electricity costs are higher and then during times of the

day or night when electricity costs are lower the peak shaving

energy storage device is recharged. The motivation for this type of

peak shaving has been explored extensively for HPC datacenters

already [2]. The arrival of nuclear microreactors has now provided

a second motivation for exploring peak shaving as the load-follow

speed for a microreactor will be constrained.

Nuclear microreactors are much smaller in size than a typical

gigawatt-scale reactor, may be mobile, produce a relatively small

amount of power, typically less than 10 MW electric, and operate

autonomously and without requiring refueling for as many as 10+
years [3, 4]. They are under development by at least 12 nuclear

energy manufacturers with HPC datacenters expected to be among

the end users [5]. The MARVEL nuclear microreactor currently

under construction at Idaho National Laboratory is one prototype

https://orcid.org/


Matthew Anderson and Matthew Sgambati

of this type of reactor [6]. Unlike typical power sources for an

HPC datacenter, load-follow performance for a microreactor is gen-

erally constrained. For example, load-follow experiments on the

Holos-quad microreactor examined a load-follow benchmark of

10%/minute [7] which is still much slower than the power variance

experienced in a datacenter, especially when factoring in cooling

considerations. Without peak shaving capability, a microreactor

operator will be forced to significantly overprovision power to the

datacenter to handle frequent peak load variance and thereby in-

crease the cost of the deployment. For some deployments such as

space-based deployments of microreactors, mass constraints for

heavy-lift rocketry will limit the maximum power yield achiev-

able with a microreactor intended to power a space-based HPC

system [8].

To explore HPC peak shaving in the context of microreactor in-

tegration, a self-contained mobile HPC datacenter with integrated

cooling has been provisioned with three typical types of HPC archi-

tectures: a 560 core x86 cluster using the AMD EPYC chipset, a 1536

core ARM cluster using the Fujitsu A64FX chipset, and a cluster of

20 Nvidia A100 GPUs. A 10 kVa UPS system with eight battery units

provides the energy storage mechanism for both peak shaving and

UPS operations. Two types of applications are deployed: a finite

volume Navier-Stokes incompressible fluid solver, and a machine

learning training workflow. Each of these applications as well as

the architectures on which they are deployed provide a different

power and heating profile for exploring peak shaving impact. This

work makes the following contributions:

• A mechanism for peak load shaving using HPC datacenter

UPS systems appropriate for microreactor integration is

proposed and demonstrated.

• Peak load shaving behavior on three architectures with two

classes of typical HPC application workflows is quantified

and presented.

• Comparative energy storage requirements are given for

peak load shaving for each of the three HPC architectures

explored.

2 RELATEDWORK
A review of peak load shaving strategies that includes a discussion

on renewable integration was conducted by Uddin et al. [9]. This

extensive review paper explores energy storage sizing solutions

for peak load shaving. Rana et al. [10] explore peak load shaving

in a microgrid system as well as incorporate peak shaving using

electric vehicles. Neither of these studies explored the specific case

of HPC datacenters as end users for peak shaving. Govindan et

al. [11] first suggested the use of UPS batteries for peak shaving in

datacenters and explored the question if existing UPS could function

in the role of peak shaving via a power cap enforcer by looking

at lengths of power peaks and expected battery life. Kontorinis

et al. [12] explore this same idea but using distributed per server

UPS batteries. Aksalini et al. [13] also examine a distributed UPS

approach for peak shaving in a datacenter but attempt to take into

account physical characteristics of the batteries to improve model

accuracy. Liu et al. [14] incorporate super capacitors into the UPS

energy storage solution in the context of datacenters. Dabbagh et

al. [2] explore a peak shaving strategy in the context of a datacenter

using power traces from a Google facility and incorporate workload

uncertainty and heterogeneity in their analysis. Those studies aimed

to address peak shaving strategies in general without consideration

of the HPC system architectures hosted in the datacenter. This study

aims to incorporate the electrical peaks associated with cooling the

datacenter in addition to the server power usage while exploring

different HPC system architectures and typical HPC workloads. It

complements those previous efforts by exploring a peak shaving

strategy for nuclear microreactor integration rather than just the

economic savings mechanism.

3 EXPERIMENTAL CONFIGURATION
All experiments were performed in a World Wide Technology HPC

Mobile Datacenter (MDC) as shown in Figures 2–3. The MDC

Figure 2: Self-contained datacenter hosting the three classes
of HPC hardware, stand-alone cooling system, and UPS bat-
tery backup.

uses 208V three-phase power and is fed from utility power through

a 100A circuit breaker. This system contains a fire suppression

system, UPS, HVAC, and three 42U racks for computer equipment.

The HVAC system is a Bard B-410A/W36HWall-Mount Heat Pump

with a heating/cooling capacity of 3 Tons. The UPS is a Schneider

Electric Symmetra 20K with a capacity of 10 kVA and contains eight

out of 12 V66 batteries for storage capacity as shown in Figure 5.

The three 42U compute racks have a total of 6 L630 20A power

distribution units between them, which all systems used for testing

are plugged into. The HVAC system has been directly wired into

the UPS to allow it to run off the V66 batteries for peak shaving

experiments, while everything else is connected to the utility power

of the MDC, as shown in Figure 4. This strategy for UPS based peak

shaving was selected since it does not impact or inhibit the server or



High Performance Computing Peak Shaving for Microreactor Operation

Figure 3: The datacenter is 208 volt three-phase and single
panel fed for all HPC systems and cooling.

benchmark performance. However, it also does not eliminate power

variance originating from different computational phases of the

applications running on the servers themselves. As a consequence,

architectures like ARM that tend to have very little power variance

through different computational phases will be more suited for this

type of strategy than architectures like GPUs which tend to have a

large power variance for different phases.

All power measurements were captured using a Fluke power me-

ter connected to the MDC’s main breakers utility power feed. This

allowed themost accurate powermeasurements possible since there

is no loss from measuring further upstream. This approach also

captured the power draw for the entire HPC datacenter, including

the cooling system. All computational experiments were performed

on the clusters outlined in Table 1. There is an x86 based system,

an ARM based system, and a GPU based system with chipsets rep-

resentative of those typically found in current HPC datacenters.

The x86 base system consists of 5 x 2U SuperMicro nodes with 2

x AMD EPYC 7663 64 core CPUs, 1 TB RAM, and 100 Gb/s EDR

InfiniBand running Rocky Linux 8.8. The ARM based system is a

cluster of 4 x HPE Apollo 80 2U chassis with each chassis housing 4

x HPE Apollo blades, and each blade containing 2 x nodes running

RHEL 8.6. The nodes have 1 x A64FX 48 core CPU with 32 GB High

Bandwidth Memory (HBM) and 100 Gb/s EDR InfiniBand. The GPU

based system is 3 x HPE Apollo 6500 chassis with 2 x nodes each

running Rocky Linux 8.8. The nodes have a single AMD EPYC

7543P 32 core CPU, 1 TB RAM, 1 Gb/s Ethernet, and 4 x NVIDIA

A100 40 GB GPUs using the SMX2 Redstone platform with NVLink.

The x86 based system has a total of 560 cores and 5 TB of memory.

The ARM based system has a total of 1,536 cores and 1 TB of HBM.

Finally, the GPU based system has 160 total cores, 5 TB of memory,

and 20 Nvidia A100 GPUs.

To test peak shaving using this configuration, jobs were started

on one cluster at a time and while they were running, the main

utility feed into the UPS was turned off. This forced the HVAC

system to run entirely off of the UPS systems batteries, while the

rest of the experiment ran off the main utility feed of the MDC.

This test was then done again for each of the remaining clusters.

For both the ARM and the x86 cluster, the benchmark test was the

MOOSE framework Navier-Stokes solver [15] running a low viscos-

ity fluid through a butterfly valve. For the GPU cluster, the bench-

mark test used Horovod [16] to train on the MNIST dataset [17].

4 RESULTS AND ANALYSIS
Full system power usage for the x86, ARM, and GPU architectures

with and without peak shaving are shown in Figures 6–8. The

results for the x86 cluster running the MOOSE Navier-Stokes solver

are shown in Figure 6 while for ARM they are in Figure 7; the

results for the GPU cluster running the Horovod training on the

MNIST dataset are shown in Figure 8. The UPS battery charge at

the beginning and end of each peak shaving experiment is shown

in Table 2.

In the peak shaving experiments for the each of the HPC ar-

chitectures, the steady-state power variance was easily brought

to within the 10%/minute limitation needed for operation using a

nuclear microreactor when following the UPS peak shaving strat-

egy from Figure 4. For the GPU and x86 architectures, the power

usage did increase in the first minute of running as the benchmark

application started running when compared to the idle state. In con-

trast, for the ARM architecture, there was no significant difference

in power usage between when the system was idle and when the

benchmark application was running. Without peak shaving, the

power variance exceeded the 10%/minute load-follow constraint in

every case.

The most pronounced peak shaving was seen in the GPU results,

where the shaved peak load had a width of nearly 12 minutes. The

shortest peak was seen in the x86 case with multiple peaks with

widths of only two minutes. The ARM case only had one shaved

peak throughout the 20 minute tests with a width of four minutes.

The need for peak shaving to meet the nuclear microreactor load-

follow constraint was most easily met using the ARM system and

closely followed by the x86 system. The GPU system had the widest

peak that required load shedding in order to meet the microreactor

load-follow constraint.

Architecture UPS charge at start UPS charge at end
x86 84 58

ARM 100 46

GPU 84 28

Table 2: UPS Battery charge level at the start and end of each
peak shaving experiment.

As seen in Table 2, the GPU cluster had the most expensive im-

pact on the UPS energy storage charge level during the 20 minutes

test while the x86 cluster had the least. Because the ARM system

has almost three times as many cores as the x86 system, it is benefi-

cial to compute the per core impact on the energy storage system’s

charge level over the course of the test. When scaling the battery

impact to a per-core basis the ARM system showed a 30% lower

impact per core on the energy storage system’s charge level than

the x86 system.
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Figure 4: The UPS Configuration implemented for the microreactor peak shaving strategy. In this approach, the HVAC is wired
directly into the UPS where everything else is connected to utility power. The dashed line indicates the potential to also power
the compute racks from UPS in the event of utility failure, which was not tested in this study.

Architecture Node Count CPU Cores Memory Network
x86 5 AMD EPYC 7663 112 1 TB EDR InfiniBand

ARM 32 FUJITSU A64FX 48 32 GB HBM EDR InfiniBand

GPU 5 AMD EPYC 7543P 32 1 TB 1 Gb Ethernet

Table 1: Details for the three clusters used in all computational experiments.

Figure 5: The eight UPS batteries used for peak shaving.

5 CONCLUSIONS
The development of nuclear microreactors for use as power sources

for HPC datacenters repesents a significant departure from how

these datacenters have been powered in the past. There are signifi-

cant differences in load-follow speed constraints when operating

with grid power versus operating solely from a microreactor where

it is anticipated that load-follow will be substantially constrained.

This study has used the 10%/minute load-follow constraint for the

Holos-quad microreactor as a benchmark for evaluating HPC dat-

acenters as an end user for nuclear microreactors and evaluated

the power variance characteristics for three distinct HPC cluster

architectures installed in a MDC with its own self-contained cool-

ing for a complete evaluation of consumed power. Two separate

benchmarks typical of HPC operations were examined in terms of

power variance and load-follow: an incompressible Navier-Stokes

solver and a machine learning training workflow. These two bench-

marks and three HPC cluster architectures were used to illustrate a

peak shaving strategy to support nuclear microreactor integration

that leverages the energy storage of existing UPS batteries typically

used in a datacenter in the event of grid power loss. Each cluster

architecture was evaluated independently to quantify the impact

on the energy storage system in the context of the peak shaving

strategy introduced in this study.

Out of the three architectures explored, the ARM architecture

was the best suited for nuclear microreactor integration and showed

the best peak shaving characteristics and lowest impact per core

on the energy storage system’s charge level. The peak shaving
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Figure 6: Total power usage including cooling costs as a function of time for running the Navier-Stokes incompressible fluid
solver on the 560 core x86 AMD EPYC cluster with and without peak shaving. In the peak shaving case, the energy storage
system was the system UPS. In the first minute of operation, there is a power demand change as the system goes from idle to
busy.

strategy presented in this work also showed success for the x86

cluster architecture although it would require more energy storage

capacity to meet the same peak shaving performance as the ARM

architecture. The GPU cluster architecture was found to be poorly

suited for this peak shaving strategy for nuclear microreactor inte-

gration and would likely require either significant overprovisioning

of power by a nuclear microreactor due to the width of the load

peaks or significantly more energy storage resources than would

be necessary for either an x86 or ARM cluster architecture.

This work focused entirely on the use of UPS as the energy

storage system due to their ubiquity in HPC datacenters. As part

of future work, the integration of nuclear microreactors with HPC

datacenters will be explored in the context of microgrids which

provide greater flexibility in energy storage and input mechanisms

to meet the load-follow constraints for microreactors.
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Figure 8: Total power usage including cooling costs as a function of time for using Horovod to train the MNIST dataset on the
20 NVIDIA A100 GPUs with and without peak shaving. In the peak shaving case, the energy storage system was the system
UPS. In the first minute of operation, there is a power demand change as the system goes from idle to busy.


