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Nuclear Reactors and HPC Datacenters



Nuclear microreactors are coming! HPC are expected end-users

DOI: https://doi.org/10.1080/00295450.2022.2118626S1

Small size
May be mobile
Produce <10 MWe
Operate Autonomously
Refueling interval as much as 10 years
Load follow limited ( < 10%/minute )

MARVEL is an example of a prototype 
microreactor



Marvel Microreactor at Idaho National Laboratory

Under construction at INL
Expected output: 50 kWe
Ready ~2026



eVinci Microreactor
Westinghouse
5 MWe 
8+ year fuel cycle
No water required for operation
Above ground installation

https://www.westinghousenuclear.com/flysheet-directory/evinci-microreactor-the-next-generation-nuclear-research-reactor



Top500 List Power

481 systems of the Top500 list in Nov 2023 could be powered by eVinci!



Microreactor Integration with HPC:  Some Challenges

• First of a Kind Installation cost estimated $140 - $410/MWh
                Nuclear Energy Institute, “Cost Competitiveness of Micro-Reactors for Remote Markets”
• Load-follow is limited; benchmark at 10%/minute or worse
• Load-follow for HPC datacenters is much faster than 10%/minute

Two easy options:
• Overprovision power for the HPC system and oversize the microreactor
• Peak shave the upswings in HPC power demand using an energy storage system



Load Follow for an x86 Cluster running a single application

560 cores, 5 nodes, EDR Infiniband
AMD EPYC 7663 (112 cores/node)

Idle:
• 1536 Fujitsu A64FX cores
• 20 A100 GPUs, 160 AMD EPYC 7534P 

cores



UPS
• Most datacenters have existing energy storage systems in the form of UPS
• Can these be leveraged to reduce power variance to support a typical 

microreactor load-follow? 

Schneider Electric 
Symmetra 20K with a 
capacity of 10.0kVA 
and contains eight out 
of 12 V66 batteries



Mobile Datacenter

Self-contained system for HPC

Bard B-410A/@36H Wall-Mount 
Heat Pump with 3 Tons cooling 
capacity

3 compute racks

UPS



Experimental Configuration

1536 Fujitsu A64FX cores 20 A100 GPUs, 160 AMD 
EPYC 7534P cores

560 cores, 5 nodes, EDR Infiniband
AMD EPYC 7663 (112 cores/node)



Application Workload

x86 and ARM

MOOSE Navier-Stokes module
Mixing Length Model
Derivative size:  153
ATR Butterfly Valve

GPU

Horovod Digits Recognition Training



UPS Configuration

Utility

UPS HVAC

Compute Racks



x86 Peak Shaving



ARM Peak Shaving



GPU Peak Shaving



Conclusions
• UPS can be leveraged to meet load follow requirements for microreactors
• ARM is the easiest to meet microreactor load follow requirements, followed by 

x86, and then GPU
• The most significant power variance observed is due to cooling requirements

• Future Work:
• Grace-grace coming -- will revisit power numbers (more power friendly?)
• Integrating with microgrid (no more UPS for energy storage peak shaving)


