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Highlights
Modeling Brittle Fracture due to Anisotropic Thermal Expansion in Polycrystalline Materials
Aashique A Rezwan,Andrea M Jokisaari,Michael R Tonks

• Phase field fracture simulations were used to investigate the fracture of �-uranium polycrystals due to anisotropic
thermal expansion.

• Cooling resulted in more severe fracture than heating due to the larger anisotropy at elevated temperatures.
• The total crack surface area decreased with decreasing grain misorientation, while the net shape changed increased.
• The thermal expansion in the [010] direction was the primary cause for fracture.
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ABSTRACT
This work investigated brittle fracture of polycrystalline materials due to thermal stresses arising from
anisotropic thermal expansion. We used phase-field fracture simulations with the properties of �-
uranium (�-U) and assumed a linear elastic mechanical response. Three-dimensional simulations
were used to predict fracture for various conditions and crystallographic textures. We found that
fracture was more pronounced during cooling than during heating because the anisotropy increased
with temperature. We also found that the total crack surface area increased with increasing average
misorientation, while the net shape change of the material decreased with increasing misorientation.
Two-dimensional simulations in which one crystallographic coefficient of thermal expansion (CTE)
was set to zero indicated that the largest difference between the CTE in the three crystallographic
directions dominates the fracture.

1. Introduction
Materials with less than cubic symmetry can have

anisotropic thermal expansion, including both metals [1, 2]
and ceramics [3, 4, 5, 6]. Anisotropic thermal expansion
causes a net shape change in single crystals and can lead to
the development of internal stresses in polycrystalline mate-
rials. In some materials, these stresses can be large enough
to cause fracture. Fracture due to anisotropic thermal ex-
pansion has been studied in ceramics using experiments
[3, 4, 5, 6], analytical models [7, 8, 9], and numerical sim-
ulations [8, 10]. These studies have shown that anisotropic
thermal expansion results in stress concentrations at grain
boundaries and triple junctions and that cracks typically nu-
cleate at grain boundaries. Whether the impact of fracture
increases or decreases with grain size depends on the mate-
rial and on the nature of the application. Inmetals, there have
been well-documented studies that thermal strain generates
local microstresses [11, 12, 13, 14] in polycrystal samples
that are sufficient to cause plastic deformation [11, 12] and,
in some instances, brittle fracture [11, 13, 14]. However,
detailed studies of fracture due to anisotropic CTE in poly-
crystalline metals is very limited. A detailed understanding
of how anisotropic thermal expansion affects thermal mi-
crostresses and microcrack formation is important for the
development of alloys for extreme thermal environments.

One difficulty in investigating fracture induced by
anisotropic thermal expansion is that the engineering-scale
performance of the material is significantly impacted by lo-
calized behaviors at the mesoscale, including the elastic and
thermal expansion behavior of the crystal lattice, the crys-
tallographic texture (the orientations of the grains), and the
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grain size. Modeling and simulation at the mesoscale using
approaches like the phase-field method [15, 16] can provide
a powerful means of investigating suchmesoscale behaviors,
because it is much easier to control the conditions and the
microstructure of the material [17]. The phase-field method
has become a popular method for modeling the fracture of
brittle materials due to its ability to naturally represent crack
nucleation and growth and to create crack surfaces [18, 19].

In this work, we investigated the impact of thermal ex-
pansion anisotropy on brittle fracture in three-dimensional
polycrystals using the phase-field fracture method. We in-
vestigated the impact of both increasing and decreasing tem-
perature and the impact of crystallographic texture. We also
used 2D simulations to identify the primary cause of frac-
ture. As a model material, we selected a highly anisotropic
metal, �-uranium (�-U), and we included accurate temper-
ature dependence of both the coefficients of thermal expan-
sion (CTE) and elastic constants. In Section 2, a summary of
themechanical behavior of �-U is provided. In Section 3, the
formulation and implementation of the model are presented.
The simulation results are presented in Section 4.

2. Mechanical behavior of �-U
We investigated the impact of thermal expansion

anisotropy on fracture using �-U as a model material. We
selected �-U because this phenomenon has been much less
studied in metals than in ceramics and because �-U is a
highly anisotropic metal with available data on the impact
of temperature on its CTE and elastic constants.

The crystal structure of �-U is orthorhombic, which is
unusual for metals. The a, b, and c lattice constants at room
temperature are 0.285 nm, 0.587 nm, and 0.495 nm, respec-
tively [20, 21, 22]. Changes in temperature not only change
the volume but also the shape of the �-U unit cell, i.e., the
lattice constants do not maintain the same ratio with temper-

Rezwan et al.: Preprint submitted to Elsevier Page 1 of 11



Fracture with Anisotropic Thermal Expansion

(a) (b)

Figure 1: The mechanical properties of �-U; (a) CTE versus temperature for the three crystallographic axes of �-U [1]. (b)
Modulus of elasticity versus temperature, presented in the form of a normalized modulus of elasticity [26].

ature. This is defined by one CTE for each crystallographic
direction: the thermal expansion exhibits a negative coeffi-
cient in the [010] direction and relatively large positive co-
efficients in the [100] and [001] directions [1] (Fig. 1a). Due
to this anisotropy, thermal expansion of polycrystalline �-
U results in significant thermal stresses between grains. In
the case of thermal cycling, inter-granular void nucleation
and growth have been observed over a temperature interval
of greater than 200 K [23, 24]. In that work, voids mainly
nucleated at carbide inclusion/matrix interfaces before inter-
granular fracture occurs [25]. The orthorhombic unit cell
also results in highly anisotropic elastic behavior; the elas-
ticity tensor of �-U is defined by nine unique elastic mod-
uli. The moduli are highly temperature dependent [26], as
shown in Fig. 1b. Finally, the fracture mode of �-U changes
with temperature, exhibiting cleavage failure below 263 K,
cleavage and intergranular fracture from 263 K to 350 K, in-
tergranular fracture and ductile tearing from 350 K to 573
K, and only ductile tearing above 573 K [27, 28, 29]. In
this work, we focus on temperatures for which intergranular
brittle fracture can be assumed to be the preferred fracture
mode.

3. Model Formulation and Implementation
We modeled the fracture of polycrystalline �-U induced

by anisotropic thermal expansion using a phase-field fracture
model. The phase-field fracture model describes fracture of
brittle material using a variable field c to describe the state
of the material, where c = 0 in intact regions, c = 1 in
cracked regions, and 0 < c < 1 in regions that are damaged
but not fully cracked. The variable field c evolves with time
to decrease the total energy of the material, including the de-
formation and crack surface energy. Here, we combined the
phase-field fracture model with a polycrystalline description
of the material including anisotropic thermal expansion and
elastic constants.

Table 1
Polynomial constants for the �-U CTE fits [1].

Crystallographic Axis ki1 × 10
6 2ki2 × 10

9 3ki3 × 10
12

�[100] 24.22 -9.83 46.02
�[010] 3.07 3.47 -38.45
�[001] 8.72 37.04 9.08

3.1. Anisotropic Thermal Expansion
3.1.1. Single Crystal

For a generic three-dimensional �-U single crystal, the
thermal strain tensor �T is written as

�T = �(T − T0) (1)
where � is the second-order thermal expansion tensor, T is
the absolute temperature and T0 is the reference temperature.
The thermal expansion tensor for �-U is anisotropic, mean-
ing that its value varies depending on the crystallographic
direction. The tensor is diagonal, with its diagonal values
corresponding to the three CTE shown in Fig. 1a, according
to

� =
⎡

⎢

⎢

⎣

�[100] 0 0
0 �[010] 0
0 0 �[001]

⎤

⎥

⎥

⎦

. (2)

These CTE are functions of temperature and have been fit
using second order polynomials [1] according to

�i = ki1 + 2k
i
2T + 3k

i
3T

2, (3)
where i = [100], [010] or [001] and ki1, ki2, and ki3 are thecorresponding polynomial coefficients. The values for the
polynomial coefficients for temperatures ranging from 50 K
to 923 K for the three CTE are given in Table 1. The stress
in the material � is impacted by both the elastic strain � and
the thermal strains according to

� = (� − �T ), (4)
where  is the single crystal elasticity tensor.
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3.1.2. Polycrystal
For polycrystalline material, the model must incorporate

multiple arbitrary grain rotations. An approach inspired by
a phase-field model of grain growth has been implemented
[30], in which a diffuse-interface description of the grains is
used. Each grain ℊ is represented by an order parameter �ℊ,that takes a value of �ℊ = 1 in the bulk of the grain, �ℊ = 0outside the grain, and varies smoothly from 0 < �ℊ < 1
across the interface between grains. These order parameters
do not evolve with time but are only used to describe the
static grain structure of the material. In addition, each grain
has an associated orientation described by a rotation tensor
Rℊ. Thus, the single crystal thermal strain and elasticity
tensors must be rotated to represent a given grain, such that

�ℊT = Rℊ�TRTℊ (5)
ℊ = (Rℊ ⊗ Rℊ)(Rℊ ⊗ Rℊ)T , (6)

where⊗ is the fourth-order tensor product
(A⊗ B)ijkl = AijBkl. (7)

The thermal strain and elasticity tensor at a given point
r within the material are defined by interpolating the ten-
sors for each grain. The thermal strain �̃T (T , r) is definedaccording to

�̃T (T , r) =
∑

ℊ �
ℊ
T (T )ℎ

(

�ℊ(r)
)

∑

ℊ ℎ
(

�ℊ(r)
) , (8)

where
ℎ
(

�ℊ
)

= �3ℊ
(

6�2ℊ − 15�ℊ + 10
)

(9)

is an interpolation parameter, such that ℎ(0) = 0 and
ℎ(1) = 1. The local elasticity tensor at a given material
point ̃(T , r) is defined as

̃(T , r) =
∑

ℊ ℊ(T )ℎ
(

�ℊ(r)
)

∑

ℊ ℎ
(

�ℊ(r)
) . (10)

Note that within the diffuse grain boundaries, it is possible
that ∑ℊ ℎ

(

�ℊ(r)
)

≠ 1, that is why Eqs. (8) and (10) are
normalized by ∑

ℊ ℎ
(

�ℊ(r)
). In this work, a linear inter-

polation of the values of elastic moduli (shown in Fig. 1b)
between the temperature of 298 K and 673 K is used. Thus,
the stress at a point r in the material is determined by

�̃(T , r) = ̃(T , r)(�(r) − �̃T (T , r)). (11)
We approximated the constitutive behavior of �-U using

small strain linear elasticity. We assumed mechanical equi-
librium and the displacements throughout the material were
determined by solving the stress divergence equation,

∇ ⋅ �̃ = 0. (12)

3.2. Phase Field Fracture
The phase field fracture model was adapted from the

model of Miehe [31, 18] to incorporate anisotropic elastic
constants by Zhang et al. [32]. Unlike classical fracturemod-
els, in which the crack is sharp, the phase field fracturemodel
represents the crack surface as diffuse with a finite width.
The crack phase field is non-smooth and is described by an
exponential function; for a crack centered at x = 0,

c(x) = exp
(

−
|x|
l

)

for −∞ < x <∞, (13)

where the diffuse crack profile is governed by the diffuse
crack width l. For a full description of the phase field frac-
ture model, see Ref. [32].

The crack field c evolves to minimize the total energy of
the system, including the elastic energy due to deformation
(ĖE) and the surface energy of the crack (ĖD). The rate ofelastic energy release is defined as

ĖE =
d
dt ∫Ω

 dΩ, (14)

where the elastic energy density of the material  is decom-
posed according to

 = g(c) + +  −. (15)
 + and  − are the portions of the strain energy density that
contribute to crack propagation and that do not, respectively.
g(c) is an interpolation function that removes  + within a
crack, defined as

g = (1 − c)2(1 − b) + b, (16)
where b ≪ 1 is a numerical parameter which ensures posi-
tive definiteness of the system when c = 1.  + and  − can
be obtained from the stress and strain in various ways; here
we employ the approach summarized in Ref. [32] that de-
composes the energy density into its compressive (-) and ten-
sile (+) parts and can consider anisotropic elastic constants.
The non-cracked polycrystal stress �̃ is initially calculated
using Eq. 11. This non-cracked stress is then decomposed
using spectral decomposition

�̃ = QΛQT , (17)
where Λ is a diagonal matrix containing the principal stress
tensor and Q is the eigenvector of the stress. The compres-
sive and tensile parts of the stress are computed from the pos-
itive and negative projection tensors P (defined in Ref. [32])
according to,

�+ = P+�̃ (18)
�− = P−�̃, (19)

and
 + = 1

2
�+ ∶ � (20)
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(a) (b)

Figure 2: Calibration of the c parameter using the experimental fracture strength reported by Rack and Knorovsky [33]. (a)
Linear relationship of the maximum stress with the c parameter for different temperatures. The fracture stress at different
temperatures is represented by the dotted line. Different colors represent the different temperatures considered. (b) Cubic
interpolation (blue line) between the calibrated c values.

 − = 1
2
�− ∶ �. (21)

The stress then be calculated from the strain energy as

� = ) 
)�

= g(c)
) +

)�
+
) −

)�
(22)

� = g(c)�+ + �−. (23)
The surface energy of the crack can be described as

ĖD = ∫Ω
c 
̇dΩ, (24)

where c is the crack surface energy and 
̇ is the crack sur-
face density function per unit volume,


̇(c,∇c) = 1
2l
c2 + l

2
|∇c|2. (25)

l is the crack width parameter.
The evolution of c is assumed to be quasistatic, such that

there is no time derivative. The c and � fields at a give strain
increment are determined by solving the following equa-
tions:

dℎ
dc

[

 +
]

max +
c
l
c − ∇ ⋅

(

cl∇c
)

= 0, (26)
∇ ⋅

(

ℎ�+ + �−
)

= 0. (27)
[

 +
]

max is the maximum value of + experienced at a given
location throughout the simulation and it ensures that cracks
do not heal.

The fracture model has two parameters, the diffuse crack
width l and the crack surface energy c . The crack width l isa model parameter, and its value is selected to minimize its
impact on the predicted behavior. As the value of l → 0, the

crack behavior approaches that of a sharp crack. However,
since the value for l must be greater than twice the element
size to minimize discretization error [34], the computational
cost increases as l decreases. In this work, we found the
value l = 1.2 �m gave a good balance between accuracy
and computational cost.

The surface energy c is a material property and its value
was calibrated to represent the fracture stress of �-U reported
by Rack andKnorovsky for various temperatures [33]. How-
ever, few details are given in that work about the experi-
ments. It is safe to assume that the data were collected on
polycrystalline samples and so they represent the average
fracture stress of the material. Kuhn et al. [35] have shown
that the fracture stress �max and c are related according to
�max = �

√

c , where � is a function of the crack width l andthe elasticity tensor. An analytical form for � can be derived
for some sample geometries, assuming isotropic elasticity.
Due to the elastic anisotropy of �-U and the fact that we do
not know the texture or crystal structure to relate to our sin-
gle crystal elastic constants, an analytical form for � is not
possible. Therefore, we estimated the values of c at varioustemperatures for l = 1.2 �m by carrying out simulations of
single crystal single edge notch tension (SENT) specimens,
assuming that the crystal structure was aligned with the lab
reference frame. We determined the values of c at tem-
peratures ranging from 298 K to 930 K that resulted in the
reported fracture stress. Figure 2a plots �max versus √cfor increasing temperatures. The slope changes with tem-
perature due to the impact of temperature on the elasticity
tensor (see Fig. 1b). The relationship between c and tem-
perature was determined for �-U by fitting a cubic spline to
the results. Figure 2b shows the fracture stress from Rack
and Knorovksy [33] and the calibrated values of c for thetemperatures of interest in this work. Though this approach
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(a) (b)

(c)

Figure 3: The grain structure and boundary conditions used
in the simulations, with an average grain size of 20 �m; (a)
Three-dimensional simulation domain; (b) Two-dimensional
simulation domain; (c) Mechanical boundary conditions used
in the simulations, presented here for the two-dimensional do-
main.

only approximates the fracture behavior of �-U, it is suffi-
cient for us to investigate the impact of anisotropic thermal
expansion on fracture.

�-U experiences intergranular fracture in the tempera-
ture range considered in this work. Thus, we assumed in-
tergranular fracture is the preferred fracture mode and grain
boundaries are the preferred location for fracture. To encour-
age intergranular fracture, we made c heterogeneous, withthe calibrated c values applied at grain boundaries (regionswhere 1 < �ℊ < 0) and 4 × c applied within the grains.
Since we interpolate the thermal strain and the elasticity ten-
sor across the grain boundaries, as shown in Eqs. (8) and
(10), this means that cracks primarily form within regions
of the material where we have approximated the mechani-
cal response. However, since the elastic energy that drives
crack formation is a long-range field impacted by the sur-
rounding material, any error introduced by it will not impact
the general trends regarding the impact of thermal expansion
anisotropy on fracture.
3.3. Initial and Boundary Conditions

The initial grain structures were generated by running a
2D and a 3D phase-field grain growth simulation [36]; the
resulting grain structures were used in the thermal expan-
sion simulations. The grain structures were initialized via a

Voronoi tessellation and then allowed to evolve to develop
a more realistic structure (Figs. 3a and 3b). The final av-
erage grain size was 20 �m and the grains were equiaxed.
The 3D computational domain was (62 �m)3 with 30 grains
and the 2D domain was (62 �m)2 with 30 grains; each grain
was assigned a random orientation which remained constant
throughout the simulation.

The mechanical boundary conditions were designed to
allow the domain to deform freely without any rigid body
motion. On each coordinate axis, the plane that passed
through the originwith normal parallel to that axis had an ap-
plied Dirichlet boundary condition with zero displacements
in the corresponding direction, as represented in Fig. 3c. All
other displacements were unconstrained.
3.4. Numerical Methods

The phase-field fracture model was implemented using
the open-source Multiphysics Object-Oriented Simulation
Environment (MOOSE) [37] in a similar manner to that de-
scribed in Ref. [34]. The 3D domains were meshed with
eight-node hexahedral elements and the 2D domains with
four-node quadrilateral elements. For all non-linear vari-
ables, linear Lagrange shape functions were used. The
system of nonlinear equations was solved using Newton’s
method. The matrix preconditioning was carried in all simu-
lations using the Additive Schwarz Method with incomplete
LU factorization for sub-preconditioning. For the time inte-
gration scheme, a second-order backward Euler differentia-
tion scheme was applied with a time step size of 10−6s.

For the grain growth simulation, adaptive meshing,
adaptive time stepping, and the GrainTracker algorithm [36]
were used to reduce the computational cost. Each grain
for the grain growth simulation is generally represented by
one order parameter to avoid nonphysical merging of grains
during grain growth and to assign unique properties. The
GrainTracker algorithm reduces the number of phase-field
order parameters needed to avoid grain merging and assigns
each grain a unique ID separate from its order parameter
value. Fourteen order parameters (nonlinear variables) were
needed for the 3D grain growth simulations. The minimum
element size was 0.6 �m, while the maximum element size
was 2.38 �m and gradient jump indicators [38] were used to
determine mesh adaptivity.

4. Results and Discussions
A series of simulations were run to investigate intergran-

ular fracture in polycrystals due to thermal stresses caused
by anisotropic thermal expansion and contraction. In the
simulations, temperatures ranged from room temperature to
around 673 K. In Section 4.1, we compare the fracture in 3D
polycrystals with a random crystallographic texture during
heating and cooling. In Section 4.2, we investigate the im-
pact of crystallographic texture on the fracture and net shape
change of 3D polycrystals. Section 4.3 uses 2D simulations
of specific planes to determine which crystallographic direc-
tions are the primary cause of the observed fracture behavior.
Note that two different coordinate systems are used in this
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work, each described by a different notation. The crystallo-
graphic coordinate system is described with Miller indices
for planes and directions. The laboratory coordinate system
for the polycrystalline aggregate is described using x, y, and
z notation.
4.1. Comparison between heating and cooling

In polycrystalline materials with anisotropic thermal ex-
pansion, any change in temperature, whether an increase or
decrease, will result in stress between grains and could result
in fracture. In this section, we use our phase-field fracture
model to compare the fracture during heating and cooling
using identical 3D �-U polycrystals with a random crystal-
lographic texture. In the heating case, we heat the polycrys-
tal from an initial temperature of 298 K to 673 K (with the
stress-free temperature T0 = 298 K). In the cooling case,
we cool the polycrystal from an initial temperature of 673
K to 300 K (with T0 = 673 K). The heating case is repre-
sentative of a material that has reached its equilibrium state
at room temperature and then is heated; the cooling case is
representative of a material that has been manufactured at
high temperature and then is cooled to room temperature.
We repeated the simulations using different sets of random
orientations assigned to each grain, and the results did not
vary significantly. The results shown in this section use one
of these sets of orientations and are representative of the av-
erage behavior.

Figures 4a and 4b show the maximum principal stress
(MPS) � throughout the domain due to the anisotropic ther-
mal expansion during heating. The 3D domains are visu-
alized at two different temperatures, one at an average tem-
perature of 570 K, when cracks first nucleated (Fig. 4a), and
the other at an average temperature of 673 K, at the end of
the simulation (Fig. 4b). The black regions represent cracks.
Our results show that the largest MPS occurs near grain
boundaries, consistent with what has been observed in pre-
vious work [7, 8, 9]. The large MPS at the grain boundaries,
along with the smaller c , resulted in intergranular fracture.During cooling, stresses again developed between the
grains and eventually caused fracture. Figures 4c and 4d
show the MPS at the time of fracture nucleation (average
temperature of 557 K) and near the end of the simulation
(average temperature of 300 K), respectively. The cooling
case resulted in larger values ofMPS than in the heating case
and more of the polycrystal experienced a large MPS, since
more of the polycrystal is in tension during cooling than dur-
ing heating. As seen in the heating case, the largestMPSwas
found at grain boundaries and resulted in fracture. A larger
fraction of the grain boundaries fractured in the cooling case
than in the heating case.

To quantitatively compare the fracture of the two cases, it
is useful to quantify the total crack surface area. This value
is calculated in the phase-field fracture simulation by first
calculating the total volume in the simulation domain for
which c > 0.9 using a flood algorithm; this represents the
total diffuse crack volume. We approximated this volume as
a rectangle and divided by the crack thickness 2l to obtain

the area of one side of the crack.
The total crack area and themaximum values of the volu-

metric stress components for the heating case are shown as a
function of the change in temperature (T −T0 for heating and
T0 − T for cooling for ease of comparison) in Fig. 4e. The
maximum values of the three stress components have very
similar values until a change of about 125 K, at which point
they diverged and �yy reached the largest maximum value.
Fracture began just after a change of 250 K, and crack propa-
gation accelerated at a change of around 275K. As the cracks
propagated, all components of the stress decreased. The pre-
dicted behavior agrees well with results fromRef. [23] show-
ing that a temperature interval greater than 200 K resulted in
void creation in �-U.

Figure 4e also shows the total fracture area and the max-
imum tensile stress for each component for the cooling case.
The stress increased rapidly at the start of the simulation and
fracture initiated after a change of only 100 K. The high
stresses in the simulation are due, in part, to the fact that
the anisotropy of the CTE of �-U is higher at elevated tem-
perature [1]. The stress peaked and started to decrease once
fracture initiated at a change of approximately 125 K. As the
temperature dropped, the fracture strength also dropped and
subsequently slowed down the crack propagation. This re-
sulted in an eventual increase in stress.

The stress increased much more rapidly with tempera-
ture change in the cooling case than in the heating case, and
the maximum values of the different stress components var-
ied significantly throughout the change in temperature in the
cooling case, while the different components all had simi-
lar maximum values for the first two-thirds of the change in
the heating case. This is because there is large anisotropy in
the CTE at the beginning of the cooling simulation (at high
temperature), while there is lower anisotropy at the begin-
ning of the heating simulation (at low temperature). Due to
the high stress, fracture initiated much earlier in the cooling
simulation (at ΔT ≈ 100 K) than in the heating simulation
(at ΔT ≈ 250 K), and the total crack area at the end of the
simulations was more than one and half times larger in the
cooling simulation. These results clearly indicate that frac-
ture is more likely to occur upon cooling than heating in �-U
for materials that were first equilibrated before changing the
temperature. This would be the case for any material for
which the anisotropy increases with temperature.
4.2. Effect of crystallographic texture

In section 4.1, we modeled fracture in a material with
a random crystallographic texture. The stress built up be-
tween grains because the CTE anisotropy caused each grain
to change shape in a different manner; thus, the misorien-
tation between grains must have some impact on the stress
and thus the fracture. In this section, we investigate the ef-
fect of crystallographic texture using simulations with four
additional sets of crystal orientations for the polycrystal; the
random orientations from the previous section will be in-
cluded in the investigation. The other cases include a duplex
case, and three cases of similar orientations with misorien-
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(a) (b)

(c) (d)

(e)

Figure 4: Fracture simulation results during heating and cooling, where (a) and (b) show the polycrystals at crack initiation and
at the simulation end, respectively, during heating. (c) and (d) show the same during cooling. The cracked regions are shown in
black and the domain is shaded by MPS �. (e) shows the progression of fracture with change in temperature for both heating
and cooling, including the total fracture surface area and the maximum values of the three volumetric stresses.
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(a) random (b) duplex (c) Δ� = 10◦ (d) Δ� = 5◦ (e) Δ� = 1◦

(f) (g)

Figure 5: The impact of crystallographic texture on fracture, where (a)-(e) show the final polycrystals for the various texture
cases. The cracks are shown in black and the images are shaded by MPS �. (f) shows the total crack surface area for the
various texture cases, indicating that the total crack area increases with misorientation. (g) shows the ratio of shape change for
the various cases, indicating that the shape change tends to decrease with misorientation. Single crystal crack length and shape
change are provided for comparison.

tations ≤ 10°, ≤ 5°, and ≤ 1°. In the duplex case, the ori-
entations are distributed into two distinct sets of orientations
with mean Eular angle of [33° 68° 262°] and [123° 158°
353°] respectively. There is a misorientation of ≤ 5° within
the sets. For all the texture cases, we simulated heating from
room temperature to 673 K, as was done in the previous sec-
tion.

The final microstructure at the end of the heating for each
of the five cases are shown in Figs. 5a-5e. From the mi-
crostructures, it is clear that the amount of fracture is much
larger for the random and duplex textures than for the other
cases. However, it is difficult to make a quantitative compar-
ison by comparing the microstructures. Therefore, we have
plotted the total fracture surface area (Fig. 5f) at the end of
each simulation from the various texture cases. In a single
crystal, anisotropic thermal expansion results in a net shape
change rather than fracture, since there is no heterogeneity in
the strain. Therefore, we also quantify the net shape change
of the polycrystals with a ratio of shape change,R, as defined
by

R =
dmax − dmin

d0
, (28)

where d0 is the initial side length of the computational do-
main, dmin is the minimum side length of the computational

domain at the final temperature, and dmax is the maximum
side length, as shown in Fig. 5g. For comparison, values
from a single crystal are also shown.

The total crack surface area at the end of the simula-
tions decreased as the misorientation decreased, with the
random case having the largest crack surface area and the
case with misorientations ≤1° having no cracks. The ratio
of the shape change showed the opposite trend; the shape
change increased as the misorientation decreased. When
the grains are highly misoriented, they cause high internal
stresses that result in fracture, but the anisotropy is averaged
out and little shape change occurs. When the grains are only
slightly misoriented, the internal stresses are small and do
not cause significant fracture, but they also do not average
out the anisotropy so that there is significant shape change.
4.3. How the anisotropy in thermal expansion

contributes to the stress development in the
polycrystal

The previous sections have established that CTE
anisotropy results in sufficient stress to induce intergranu-
lar fracture in polycrystals with significant misorientation
between grains. To further investigate the cause of the
stress development and subsequent fracture, we performed
2D simulations using only 2 of the crystallographic planes.
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(a) (b) (c)

(d)

Figure 6: 2D fracture simulation results, where (a) - (c) shows the final 2D polycrystals for the �12, �13, and �32 cases, respectively.
The cracks are shown in black area and polycrystals are shaded by the MPS �. (d) shows the progression of the total fracture
length and the maximum value for the two volumetric stresses with temperature. The black lines represents the fracture length.
Significant fracture only occurred in the two cases that included the thermal expansion in the [010] direction.

In the 3D case, the CTE tensor � was defined by Eq. (2). For
this study, we employed three 2D cases with the � tensors
defined as

�12 =
[

�[100] 0
0 �[010]

]

�13 =
[

�[100] 0
0 �[001]

]

�32 =
[

�[001] 0
0 �[010]

]

.

The 2D simulations were performed assuming linear elastic-
ity and one Euler angle was used to describe the orientation
of the grains about the out of plane axis.

Figures 6a - 6c show the cracks in the 2D domains at
the end of the simulations for the �12, �13, and �32 cases,
respectively. Each is shaded by the MPS and the cracks are
shown in black. The stresses and cracks in the �12 and the
�32 cases were similar. The stresses in the �13 case were
much lower and very few cracks formed, compared to the
other two cases.

Figure 6d shows the maximum principal stress and the
total fracture length with temperature from the three 2D
cases. The stresses in the �12 and �32 cases increased at
similar rates, but the stresses increased much slower in the
�13 case. Fracture initiated at the lowest temperature in the
�12 case and at a slightly higher temperature in the �32 case,
such that the final fracture length was larger in the �12 case.
As stated previously, fracture occurred late in the �13 case
and the cracks propagated slowly. Thus, the case that does
not include the thermal expansion in the [010] direction did
not experience sufficient stress to fracture, indicating that the
unique CTE behavior of the [010] direction is what drives
the fracture for the case of �-U. More generally, the largest
difference between the CTE behavior in the three crystallo-
graphic directions dominates the fracture behavior.

5. Conclusion
Polycrystalline materials with anisotropic thermal ex-

pansion can experience fracture due to changes in temper-
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ature. In this study, we have investigated the impact of
anisotropic thermal expansion with phase-field fracture sim-
ulations using �-U as a model material. The model assumed
brittle fracture and a heterogeneous energy release rate, with
lower values on grain boundaries encouraging intergranular
fracture.

The 3D fracture simulations showed significant thermal
stress induced along grain boundaries, resulting in intergran-
ular fracture. Fracture initiated much earlier and the final
cracks were much more extensive during cooling than dur-
ing heating since the anisotropy in �-U is more pronounced
at high temperature. The total fracture area increased with
grain misorientation, while the net shape change decreased.
This is because highly misorientated grains deform in dif-
ferent directions, causing internal stress but averaging out
the anisotropy. Two-dimensional simulations that only in-
volved two of the three crystallographic planes showed that
the largest difference between the CTE in the three crystal-
lographic directions dominates the fracture.

Mesoscale simulations allow the study of the impact of
anisotropic thermal expansion and crystallographic texture
in a way that is difficult or impossible to achieve via exper-
iments. These studies provide both basic scientific insight
and engineering support by predicting and explaining the
complex behavior of anisotropic materials. They can offer
a path forward for designing and fabricating novel materi-
als; in addition, engineering decisions regarding workpiece
design and behavior in service can be made more efficiently
and with fewer prototype iterations.
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