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A B S T R A C T

The Multiphysics Object-Oriented Simulation Environment (MOOSE) electromagnetics module has been
developed to increase MOOSE physics module capabilities, enabling standalone and coupled computational
electromagnetics within the MOOSE multiphysics ecosystem. The module is actively being utilized in the
areas of plasma physics and advanced manufacturing, and it currently provides initial demonstrated capability
in multi-dimensional, complex-valued electromagnetic wave propagation, electrostatic contact, reflection
and transmission, and electromagnetic eigenvalue problems. Two-dimensional wave propagation and one-
dimensional wave reflection and transmission are showcased as examples in this work. The modularity,
parallelism, and plug-in infrastructure for custom future development is inherited from MOOSE itself, and
the module can be used with both MOOSE-based and external codes, giving great flexibility.

Code metadata

Current code version 2023–11–08
Permanent link to code/repository used for this code version https://github.com/ElsevierSoftwareX/SOFTX-D-23-00308
Legal Code License GNU LGPL 2.1
Code versioning system used git
Software code languages, tools, and services used C++, python
Compilation requirements, operating environments & dependencies C++17 compliant compiler

Arch: 64-bit x86 or Apple Silicon
Memory: 16GB+
Disk: 30GB+
OS: macOS 10.13+, Linux (POSIX)
Deps: MPI, PETSc, Hypre, libMesh

If available Link to developer documentation/manual https://mooseframework.inl.gov/modules/electromagnetics/
Support email for questions https://github.com/idaholab/moose/discussions

1. Motivation and significance

Electromagnetism plays a critical role in energy, communications,
advanced manufacturing, plasma physics, and many other disciplines.
Further, accurate and flexible computational electromagnetics (CEM)
tools are vital to both model and understand cutting-edge technologies
in these technical areas. Models and simulations requiring CEM can be

∗ Corresponding author at: Idaho National Laboratory, Computational Frameworks Department, Idaho Falls, ID 83415, United States of America.
E-mail address: casey.icenhour@inl.gov (Casey T. Icenhour).

standalone, such as when assessing an antenna geometry for far-field
signal transmission and performance. However, many applications of
CEM are inherently multiphysics problems, where there is non-linear
feedback between the various physics relevant to the performance
or function of the system being modeled. As an example, within a
low temperature plasma physics simulation, multiple interconnected
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physics of interest exist: electromagnetic power coupling to the feed
gas and creating ionized species, diffusion of ionic and neutral species
of interest, interactions of those species (such as collisions and chemical
reactions), heat conduction, erosion, and thermo-mechanical effects on
and within surrounding structures, etc. Within the low temperature
plasma community, predictive capabilities (including CEM) have been
identified in multiple decadal roadmaps performed by the National
Academies as ‘‘the highest level of challenge and the highest potential
return’’ [1]. Further, these institutions found that it is important to
make ‘‘state-of-the-art computations accessible to researchers who are
not computational experts’’ [2].

It was this—the importance of having a robust and flexible CEM
solver that retains accessibility—that prompted the creation of the
MOOSE electromagnetics module (MOOSE-EMM). MOOSE is an open
source, C++-based multiphysics framework designed to solve highly-
coupled systems of equations describing various kinds of physical pro-
cesses [3]. Furthermore, multiphysics simulations can be performed
tightly-coupled within the same input file or more loosely coupled
within connected sub-applications (with in-memory transfers of infor-
mation as necessary to perform calculations) [4]. This approach enables
multiscale simulation, as well as use of physics-based acceleration
methods [5].

The MOOSE project was started to support the modeling and simu-
lation needs of the nuclear energy and fuels community [4,6], but has
since developed capability in plasma liquid interactions [7], molten salt
reactors [8], geochemistry [9], and sintering [10], amongst many other
technical areas. However, the wider MOOSE ecosystem was unable to
take easy advantage of CEM models and methods which were native
to the framework and also directly couplable to established MOOSE-
based codes. The MOOSE-EMM serves to fill that gap. The module is
intended to be a general-purpose toolkit for CEM needs inside of the
entire MOOSE ecosystem that can also be utilized as a standalone CEM
solver in its own right.

2. Software description

The MOOSE-EMM is contained within the MOOSE repository and
therefore follows its system design. MOOSE contains basic interfaces
to the various components of a simulation, such as partial differen-
tial equation (PDE) terms (known as ‘‘Kernels’’), boundary conditions,
initial conditions, interface conditions, executioners/solvers, precondi-
tioners, and postprocessors [3]. The module operates within this set of
interfaces for its capabilities. It is developed to a high software quality
standard alongside MOOSE and uses an agile development method-
ology. All proposed changes are reviewed by a designated change
control board and tested across multiple operating systems (Linux,
MacOS) and architectures (x86 and ARM64) using a custom continuous
integration (CI) system, called the Continuous Integration, Verification,
Enhancement, and Testing (CIVET) system [11]. Code documentation
is stored alongside the source code and is built and posted online
during the CI process. The version of the MOOSE-EMM discussed here
corresponds to MOOSE release 2023-11-08.

2.1. Software architecture

The MOOSE-EMM utilizes the base infrastructure of the MOOSE
framework, and thus inherits its core dependencies, architecture, and
workflows. A flowchart of MOOSE (outlining the location of MOOSE-
EMM functionality between the module and framework) is shown in
Fig. 1. As core MOOSE dependencies, PETSc [12] provides the systems
related to matrix construction, solution methods, and preconditioning.
Also, libMesh [13] provides finite element (FE) basis function support,
the Templated Interface to Message Passing Interface (TIMPI) sys-
tem, automatic differentiation [14], and mesh input/output (I/O). The
MOOSE-EMM also utilizes higher-level components of each dependency
as necessary to solve problem types relevant to CEM (such as the

Fig. 1. Flowchart for MOOSE, MOOSE-based applications, and principal dependencies.
Code objects used in the MOOSE-EMM exist in the framework (blue) and the module
itself (yellow), combining to provide full capability in applications that have enabled
the module (green). (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)

eigenvalue solver within PETSc or the vector FE basis functions within
libMesh).

The capabilities and code components that make up the MOOSE-
EMM are split between those in the framework and those in the module
itself. Those components placed within the framework were deemed
sufficiently generic during module development to serve as possible
building blocks for future framework and physics module capability or
were present in the framework as a result of prior simulation needs.
All MOOSE-EMM standalone simulations can utilize all objects within
the core framework, and, similarly, all MOOSE-based applications that
enable the MOOSE-EMM can utilize both framework capability as well
as those provided by the module (via activation in their Makefile).
The ability to combine and share objects between disparate physics
modules is a great benefit of unified frameworks in code maintenance
and flexibility.

2.2. Software functionalities

Due to the split in the MOOSE-EMM code base, this section will
outline module capabilities that derive from the framework itself, and
capabilities that solely exist within the module as of this publication.

2.2.1. Capability within the MOOSE framework
New shared framework capabilities included a new type of forcing

term, ADMatCoupledForce, containing the ability to impose a forcing
term in the PDE of interest corresponding to the contribution of a cou-
pled scalar variable. In an example of code-reuse and code flexibility,
another new framework capability included the ADMatReaction object,
which enables reaction-style consumption/production terms given an
arbitrary material coefficient. This object existed in a modified form
in the MOOSE phase field module [15], as well as independently in
the MOOSE-EMM. Finally, the Laplacian operator was specialized in
a new way to take a diffusivity coefficient arbitrarily defined by a
function. The function can be defined with respect to spatial position
and time as well as coupled simulation variables. Other modifications
to MOOSE code to facilitate module functionality included promoting
a ‘‘test’’ boundary condition, VectorCurlPenaltyDirichletBC, to a regular
member class of MOOSE so that the desired value of ∇×𝑢 at a boundary
could be imposed using a penalty method. This was particularly useful
when seeking a high level of code coverage and testing. For users, this
can serve as an intermediate boundary condition when building more
complicated simulations.



SoftwareX 25 (2024) 101621

3

Casey T. Icenhour et al.

2.2.2. Capability within the electromagnetics module
The remainder of the module, and those components most closely

related to CEM problems, resides within the repository at moose/
modules/electromagnetics. Notable components of module ca-
pability (particularly those related to our illustrative examples in Sec-
tion 3) are described here. At the core are terms associated with a
vector wave equation, shown in transient form in Eq. (1) with a generic
complex vector field, 𝑢, and scalar coefficients, 𝑎 and 𝑏 (dependent on
coupled spatial, temporal, and user-defined parameters given by the
vector 𝑟).

∇ × ∇ × 𝑢 + 𝑎(𝑟) 𝜕
2𝑢
𝜕𝑡2

= −
(

𝑏(𝑟)𝐹
)

(1)

This expression can be modeled in MOOSE-EMM using the Curl-
CurlField, VectorSecondTimeDerivative, and VectorCurrentSource objects.
This form of the vector wave equation is used in the dipole antenna
illustrative example presented in Section 3.2. A time-harmonic form of
this equation is also available for frequency domain CEM simulations.

Another notable capability includes scalar and vector Robin-style
boundary condition formulations, EMRobinBC and VectorEMRobinBC,
for use as ports for field launching and absorbers for truncating time-
harmonic simulation domains. Transient problems also have access to
the focused VectorTransientAbsorbingBC object, which provides a pure
absorber. Use of this object can be seen in Section 3.2 when truncating
an open simulation domain.

Due to research interest in the area of advanced manufacturing,
the ElectrostaticContactCondition object exists to impose current con-
tinuity and contact conductance across a boundary formed between
two dissimilar materials, where a potential discontinuity would occur.
This contact condition was based on the work of Cincotti [16], and is
utilized in the MOOSE-based code MALAMUTE for electric field assisted
sintering (EFAS) problems [17].

3. Illustrative examples

As described in Section 2, the MOOSE electromagnetics module
can be operated as a standalone electromagnetics code in multiple
dimensions, in both time-harmonic (frequency domain) or transient
modes, and as an electromagnetic eigenvalue solver. The following
examples will describe use cases for time-harmonic and transient modes
in both 1-D and 2-D.

3.1. Reflection coefficient of a 1-D metal-backed dielectric slab in the
frequency domain

The first example of module usage focuses on a scalar field scenario
in 1-D, that of a uniform plane wave impinging on the surface of
a nonhomogeneous dielectric slab bonded to a metal backplane, as
described by Jin [18]. The goal of the benchmark is to accurately
determine the power reflected by the slab due to the interaction with
the electric plane wave, as compared to an analytic solution. The
geometry for this example is shown in Fig. 2.

The slab has a thickness 𝐿, an electric permittivity 𝜖 = 𝜀𝑟𝜀0 (where
the subscript 𝑟 denotes the relative permittivity coefficient and 0 the
quantity in free space), and a relative magnetic permeability 𝜇 =
𝜇𝑟𝜇0. Both material properties are functions of position within the slab
region. The medium beyond the slab and metal backplane is free space
(𝜀𝑟 = 𝜇𝑟 = 1). An 𝐸𝑧-polarized plane wave is the incoming wave, and
can be represented in a general sense by a complex exponential form
given by Eq. (2). There, 𝐸0 is the magnitude of the incident field, 𝑘0 is
the wavenumber (2𝜋∕𝜆, where 𝜆 is the wavelength), 𝑗 =

√

−1, and 𝜃 is
the incidence angle of the wave.

𝐸inc
𝑧 (𝑥, 𝑦) = 𝐸0e𝑗𝑘0𝑥cos𝜃−𝑗𝑘0𝑦sin𝜃 (2)

Fig. 2. Geometry for 1-D slab example.

Table 1
Constant model parameters for the slab reflection example.

Parameter (unit) Value

Wave frequency (MHz) 20
Wavelength, 𝜆 (m) 15
Wavenumber, 𝑘0 = 2𝜋∕𝜆 (1/m) 0.4189
Slab thickness, 𝐿 = 5𝜆 (m) 75
Incident wave magnitude, 𝐸0 (V/m) 1

The simplified scalar wave equation governing the electric field in
the frequency domain considering the incoming wave form, is given
by Eq. (3).

d
d𝑥

(

1
𝜇𝑟

d𝐸𝑧
d𝑥

)

+ 𝑘20

(

𝜀𝑟 −
1
𝜇𝑟

sin2𝜃
)

𝐸𝑧 = 0 (3)

Boundary conditions on the electric field within the dielectric are
given for the conducting backplane as 𝐸𝑧(0, 𝑦) = 0 and for the slab side
of the external interface (denoted at 𝑥 = 𝐿 − 0) by Eq. (4). The former
condition is implemented by the MOOSE DirichletBC object with the
latter implemented by the electromagnetics module EMRobinBC object.

[

1
𝜇𝑟

d𝐸𝑧
d𝑥 + 𝑗𝑘0cos𝜃𝐸𝑧(𝑥)

]

𝑥=𝐿−0
= 2𝑗𝑘0cos𝜃𝐸0e𝑗𝑘0𝐿cos𝜃 (4)

The relative electric permittivity in the slab is defined as 𝜀𝑟 =

4+(2−𝑗0.1)
(

1 − 𝑥
𝐿

)2
with the relative magnetic permeability defined as

𝜇𝑟 = 2 − 𝑗0.1. Other constant model parameters are defined in Table 1.
The reflection coefficient is calculated within MOOSE using the

resulting 1-D electric field variable as a Postprocessor object, named
ReflectionCoefficient. This object evaluates the expression in Eq. (5) and
assumes an 𝐸𝑧-polarized plane wave as used in this benchmark. Because
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Fig. 3. Reflection coefficient (power) as a function of wave incident angle for the slab reflection example.

wave power is proportional to the magnitude of the wave squared, the
reflection coefficient reported in Fig. 3 representing the percentage of
reflected power is 𝑅power = |𝑅wave|

2.

𝑅𝑤𝑎𝑣𝑒 =
𝐸𝑧(𝑥 = 𝐿) − 𝐸0e𝑗𝑘0𝐿cos𝜃

𝐸0e−𝑗𝑘0𝐿cos𝜃 (5)

The model was swept over a range of angles from 𝜃 = 0◦ to 𝜃 = 90◦,
and the result compared to the analytic solution presented in Jin [18]
is shown in Fig. 3. There is good agreement at higher incident angles
of incidence but deviation at smaller ones, which was also seen by Jin.
They attributed this to the magnitude of the coefficient in the second
term of Eq. (3) decreasing as 𝜃 increases. In other words, there will be
slower field variation in the x-direction as we approach 𝜃 = 90◦, giving
more consistent results between the code and the analytic result. A 1-D
model might not be sufficient to fully capture all effects here.

3.2. Transient half-wave dipole antenna: 2-D radiation intensity pattern

Next is a vector field example that focuses on a well-known bench-
mark antenna structure: the half-wave dipole antenna. In this scenario,
a vertically-oriented antenna structure is excited by a 1 GHz signal
in infinite vacuum. The transmitted complex electric field is emitted
in a characteristic radiation pattern before being absorbed by a first-
order representation of the Sommerfeld radiation condition [18,19]. To
optimize transmission, the boundary of the problem domain is placed
five wavelengths away from the antenna centerpoint.

A half-wave dipole antenna has a geometry shown in Fig. 4. The
oscillating voltage signal between the two antenna conductors produces
a current standing wave distribution along the length of the dipole
structure. The antenna resonates (and transmits) when the applied
voltage has a wavelength equal to two times the dipole length. Thus,
the resonant frequency is given by 𝑓𝑟 = 𝑐∕2𝐿, where 𝑐 is the speed of
light and 𝐿 is the length of the antenna structure. The parameters for
the antenna geometry being modeled is shown in Table 2.

To confirm that the simulation is performing as intended, the result
is compared to the far-field radiation intensity pattern for the antenna
under inspection. The far-field radiation pattern for a half-wave dipole
antenna is given in [21], and a representation of the directional power
intensity is shown in Fig. 5(a) for a vertically-oriented antenna. This
shows that a half-wave dipole antenna has null, or zero intensity, re-
gions in either direction parallel to its length, with maximum intensity

Table 2
Half-wave dipole antenna geometry parameters.

Parameter (unit) Value

Resonant frequency (GHz) 1
Wavelength, 𝜆 (m) 0.3
Antenna length, 𝐿 (m) 0.15
Antenna feed gap, 𝜆∕20 (m) 0.015
Domain radius, 5𝜆 (m) 1.5

at 𝜃 = 90◦ and 𝜃 = 270◦. The beamwidth, or the region outside of which
has a signal which is below 3 dB, or half power, compared to the peak
intensity, is around 90◦.

Using the transient complex electric vector field wave equation in
the frequency domain, an exciting complex electric field (|𝐸𝑦| =

√

2
V/m) was applied to the surface of the antenna and the radiation
field was simulated using the EM module. The steady state results are
shown in Fig. 5(b), with good qualitative agreement compared to the
theoretical far-field radiation pattern.

4. Impact

The MOOSE-EMM serves to provide a general CEM code for both
coupled and standalone physics simulation requirements. It seeks to
be flexible, modular, expandable, and accessible to scientists and en-
gineers that are not computationally focused by providing sensible in-
terfaces and comprehensive documentation. By building on the MOOSE
framework, the MOOSE-EMM inherits the computational efficiency and
parallelism of MOOSE [3], and can natively be used in any MOOSE-
based application with the simple change of an application Makefile.
The following discussion describes the initial impact of MOOSE-EMM in
two areas: EFAS advanced manufacturing and low-temperature plasma
physics.

In the MALAMUTE code [17], the MOOSE-EMM was used to com-
pute the electrostatic contact conditions for a direct current-driven
(DC) EFAS system designed after the work of Cincotti [16]. In this
scenario, the EFAS system contains a combination of steel alloy rams
and graphite forms within which a powdered alloy is pressed and then
sintered using the applied electrical current. The MOOSE-EMM allows
the constraint of the potential variable such that the current is contin-
uous across each steel–graphite interface but the potential is allowed
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Fig. 4. Half-wave dipole antenna diagram showing voltage and current [20].

Fig. 5. Theoretical vs. simulated steady state radiation intensity pattern of a vertically-oriented half-wave dipole antenna driven at 1 GHz.

to remain discontinuous, consistent with the electrical properties of
each material. In Ref. [22], the MOOSE-EMM is being used to expand
the capability of a MOOSE-based code, Zapdos, developed to study
electrostatic, capacitively-coupled, low temperature plasma discharges.
By adding Maxwell’s equation solve capabilities to Zapdos, a greater
number of plasma and plasma processing scenarios can be studied,
including high frequency and inductively coupled discharges. The mod-
ularity of the MOOSE-EMM allows for two independent solvers—the
legacy electrostatic solver packaged alongside Zapdos and the CEM
solver contained within the MOOSE-EMM—to be used as desired by
the end user.

Beyond these two applications, the MOOSE-EMM development team
intends to target physics simulations that require expanded CEM ca-
pabilities, such as those related to fusion energy (magnet coil safety
evaluation, plasma kinetics and plasma material interaction) and ad-
vanced manufacturing more broadly (microwave material treatment
and radio-frequency EFAS). It is anticipated that the proven multi-
physics capability of MOOSE, now with the MOOSE-EMM, can provide
an attractive option for researchers working in these domains.

5. Conclusions

The MOOSE-EMM provides a base level of electromagnetics sim-
ulation capability to the MOOSE framework, usable in a standalone
configuration as well as a library alongside MOOSE-based or external
codes. Principles of flexibility, modularity, and code re-use allow the
MOOSE-EMM to be an easily navigable code for computational novices,
and extensive documentation provides clarity and examples for devel-
oping custom simulations. Further, the core software is developed to
a nuclear quality assurance software standard and tested constantly,
which provides even more confidence in code stability [11]. As an open

source software project, the MOOSE-EMM is also a living tool, open and
welcoming to the community to change and further develop.

In this work, the module has demonstrated capability for both open
wave propagation problems as well as current flow within solid ma-
terials. Complex-valued field calculations, electromagnetic eigenvalue
problems, and reflection and transmission calculations can also be
performed, with documentation contained within the code repository.
Steady state and transient modes of operation are available, and the
code is developed agnostic of spatial dimension. This flexibility is lead-
ing to promising impact in the fields of low temperature plasma physics
and advanced manufacturing, where the MOOSE-EMM is expanding
legacy capability and enabling the study of prospective experimental
designs and material configurations.
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