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† These authors contributed equally to this work.

Abstract: The objective of this study is to demonstrate and validate the Dynamic Energy Transport and
Integration Laboratory (DETAIL) preliminary scaling analysis using Modelica language system-code
Dymola. The DETAIL preliminary scaling analysis includes a multisystem integral scaling package
between thermal-storage and hydrogen-electrolysis systems. To construct the system of scaled
equations, dynamical system scaling (DSS) was applied to all governing laws and closure relations
associated with the selected integral system. The existing Dymola thermal-energy distribution system
(TEDS) facility and high-temperature steam electrolysis (HTSE) facility models in the Idaho National
Laboratory HYBRID repository were used to simulate a test case and a corresponding scaled case
for integrated system HYBRID demonstration and validation. The DSS projected data based on the
test-case simulations and determined scaling ratios were generated and compared with scaled case
simulations. The preliminary scaling analysis performance was evaluated, and scaling distortions
were investigated based on data magnitude, sequence, and similarity. The results indicated a necessity
to change the normalization method for thermal storage generating optimal operating conditions of
261 kW power and mass flow rate of 6.42 kg/s and the possibility of reselecting governing laws for
hydrogen electrolysis to improve scaling predictive properties. To enhance system-scaling similarity
for TEDS and HTSE, the requirement for scaling validation via physical-facility demonstration
was identified.

Keywords: integrated energy system; thermal-storage system; high-temperature steam electrolysis;
dynamical system scaling; scaling validation; data extrapolation

1. Introduction

As the energy infrastructure diversifies, and in light of the new worldwide zero-carbon
initiatives, integrated energy systems (IES) are a flexible solution to optimally dispatch
energy [1]. To make a waste-free and adaptable energy infrastructure a reality, innovative
energy production strategies and method of distribution are essential. This includes con-
sidering the local and global effects of coupled energy source utilities (electric and thermal)
and the associated users. Examples of optimal control failure leading to catastrophic out-
comes include Texas in 2021—where record-breaking low temperatures impaired electricity
utilities while increasing power demand [2]—and Argentina in 2022, where unprecedented
high temperatures partially disabled power production and triggered higher electricity
demand to such an extent as to limit the water-purification system, affecting supply [3]. As
fossil-fuel power utilities—those without the capability for carbon capture (e.g., direct-air
capture systems [4]) to be at least carbon neutral—are decommissioned or replaced, and
industrial processes converted to non-carbon-emitting sources for heat or other energy
forms (such as steam), macro- and microgrids must adapt to the load-balance daily demand.
Another crucial component of future conversions towards zero-carbon is an assessment of
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commodities and product prices due to different process shifts, which can be assessed via
techno-economic analyses. For this reason, it is increasingly important to build IES capabil-
ities to account for variants, such as daily demand and seasonal changes, to successfully
load balance and maximize profits for hour-ahead, day-ahead, or real-time markets [5].

To plan and analyze the effects of various IESs, Idaho National Laboratory’s (INL’s)
IES program conducts research, development, and deployment activities to expand the role
of nuclear-centered electric utilities beyond supporting the electricity grid. The expanded
roles include supplying energy to various industrial, transportation, and energy-storage
applications. The development of IESs may include multiple energy inputs (e.g., nuclear,
renewable, and fossil with carbon capture), multiple energy users (e.g., grid consumers,
industrial heat or electricity users, transportation-fuel users), and multiple energy-storage
options (e.g., thermal, electrical, and chemical). For a complete overview and assessment
of different IES combinations, ongoing techno-economic and modeling simulations are
being conducted. For nuclear power plants, the following three dynamic energy transport
system pathways are defined: (1) process heat production, (2) electricity production, and
(3) hydrogen production [6]. Furthermore, the possible end-user spectra are set from
petroleum refining, chemical manufacturing, and cement production to mining, carbon
conversion, and desalination (the schematic pathway is shown in Figure 1).

Figure 1. Potential industrial applications for direct electrical and thermal coupling with nuclear power [6].

The capability to emulate IES cases for various combinations is essential to measure
the effectiveness and compatibility of one energy system to another. To demonstrate
prospective interactive systems at the laboratory-scale, the Dynamic Energy Transport
and Integration Laboratory (DETAIL) provides a combination of thermal storage, battery
testing, hydrogen production, electric-vehicle charging, a digital real-time power grid,
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distributed energy and microgrid power-plant operation, and a non-nuclear microreactor
experimental testbed [1]. To expand DETAIL’s emulation capabilities, interactions with
external facilities are being planned, and real-time optimization tools are being developed
within the Framework for Optimization of ResourCes and Economics (FORCE) code to
make digital interactions possible. FORCE is a collection of software tools developed under
the IES program to enable the analysis of the technical and economic viability of a myriad
of IES configurations [7]. Within the framework, techno-economic assessments of the
economic viability of grid-energy system configurations and transient-process modeling
capabilities exist, accompanying soft and hard constraints to approach a short- or long-term
optimized solution. One concern arises when interacting with external entities of different
scales. Regardless of whether it is possible to digitally communicate in real time, inputs and
outputs of different scales risk not characterizing either system. For this reason, system-
to-system adapters for incoming and outgoing signals relative to DETAIL are required for
data post-processing and conversion.

For thermal energy storage in particular, considering the current fleet and advanced
nuclear power plant heat generation rates and standard four-hour storage capacity, storage
systems such as two-tank molten salt, solid-media, and latent heat technologies are deemed
well suited for the given different reactor sizes and operating temperatures [8]. For the
given heat storage configuration shown in Figure 2, the nuclear reactor can operate at
steady-state conditions at times of low electric demand, delay energy delivery, and enhance
the capacity factor, enabling a faster return in capital costs.

IES cybersecurity resiliency is another assessment that is being addressed. Other
national laboratories such as the National Renewable Energy Laboratory (NREL) are de-
veloping the design of cybersecurity emulations for energy systems, enabling exploration
on how cyber–physical threats are identified to protect critical energy infrastructure, dis-
tributed energy resource systems, and data-driven communication networks [9]. Future
collaborations with fellow national laboratory efforts are key to cover all aspects of IES.

Figure 2. General architecture for thermally coupled IES [10].

As part two of this effort (part one is under [11,12]) to develop system-to-system
adapters using scaling methodologies, the purposes of this continued effort are to:
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1. Establish the framework to understand the requirements of how scaling ratios in one
system will affect other connecting systems

2. Prepare and scale a demonstration case
3. Validate the scaling analysis via system code

In order to accomplish these particular efforts, a two-system scaling case—including
interaction between the thermal energy distribution system (TEDS) facility and high tem-
perature steam electrolysis (HTSE) facility—was selected. The scaling analysis should
consider both top and bottom scaling to conserve the properties of each system. The
selected validation tool is the Dynamic Modeling Laboratory (Dymola), a commercially
available Modelica-based modeling and simulation environment for engineering appli-
cations [13,14]. The Dymola tool uses the Modelica modeling language [15], which has a
causal connection of components governed by mathematical equations to facilitate model-
ing from first principles. Since modern scaling methodologies rely on and are based on first
principles to determine the scaling relations among parameters of interest, the compatibility
with the Modelica language is high and identifies Dymola as the primary candidate to
conduct scaling validation. Specific models for TEDS and HTSE were developed prior to
this research. Ideally, both models would be under the same simulation to demonstrate
the two-system scaling effects. However, due to incomplete model enhancements, the
Dymola framework connecting the TEDS and HTSE models remains under development.
As an alternative, the TEDS and HTSE models will be run semi-coupled, where simula-
tion conditions on the HTSE side will be based on TEDS-simulation feedback. After the
scaled equations for both systems are derived and test-case simulations are available, the
accelerated scaling ratios will be determined, and the projected data will be calculated. The
scaled initial and boundary conditions will be implemented to Dymola models to generate
an accelerated data set. By comparing the accelerated simulation data and the projected,
scale-based data, the scaling efforts can be validated. In case scaling distortions are larger
than anticipated, the cause will be investigated to improve current scaling analyses. If
successful, the presented research will indicate the validity of utilizing dynamic scaling
methods to anticipate changes in operating conditions, required configuration changes, and
appropriate sizing of components based on the first principles and a similarity assessment.
Although this method cannot replace design or experimental engineering, the information
derived from the proposed research brings invaluable insights and justification to future
IES architecture.

2. Facilities
2.1. TEDS Overview

The TEDS facility is a thermal-storage system in DETAIL specializing in thermal
storage and discharge. The major components are (1) a therminol tank, (2) an oil–glycol
heat exchanger, (3) a Chormalox heater, (4) a driving pump, (5) a thermocline thermal
storage system (TTSS), and a steam generator (as shown in Figure 3 [16]).

Therminol-66, a high-performance, highly stable synthetic heat-transfer fluid, is cir-
culated around the loop, acting as the main media providing thermal stability without
forming volatile or highly viscous products between operating temperatures of −85◦ and
400 ◦C. This essentially allows accelerated heat transfer at or below atmospheric pres-
sure, exhibiting a minimal difference in thermal conductivity at the specified operating
temperatures (0.118 W/m·K–0.084 W/m·K). By injecting and ejecting heat via the Chro-
malox heater and oil–glycol heat exchanger, TEDS is segregated into two systems: (1) cold
line and (2) hot line. The TTSS is strategically installed between the cold and hot lines
as an alternate method to interchange fluids of different temperatures. To increase the
thermal-storage capacity, an alumina filler is added [1].
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Figure 3. A TEDS schematic [16].

2.2. HTSE Overview

Although the electrolysis system mentioned in this document is referred to as the
“High-Temperature Steam Electrolysis Facility”, multiple electrolysis systems exist within
and outside of DETAIL. Although planning and construction is ongoing, a 30 kW reversible
facility is the target system to apply scaling. The stack is a solid-oxide electrolysis cell
(SOEC) capable not only of running in electrolysis-cell mode to generate steady amounts
of hydrogen but also designed to run in fuel-cell mode, creating electricity. Compared to
the proton-exchange membrane and high-temperature thermochemical processes, SOECs
are net zero carbon (if carbon dioxide is added to the cathode inlet, electrolysis of carbon
dioxide is possible, making SOEC net-negative carbon) and are highly efficient due to
minimal applied stack voltage. The major components are (1) the steam supply; (2) air,
hydrogen, and water supplies; (3) a furnace stack; (4) an air compressor; (5) a condenser;
and (6) a hydrogen recycler [17]. The hydrogen recycler process retrieves 10% of the
produced hydrogen to prevent the oxidation of furnace-stack components and is initiated
when the SOEC is ongoing. For proprietary purposes, schematics, design, and photos
are omitted.

3. Dynamical System Scaling (DSS)

The DSS approach to system scaling is based on transforming the typical view of
a process into a special, coordinate system in terms of the parameter of interest and its
agents of change [18]. By parameterizing a process using a time term, which is introduced
later in this section, the reproduced data can be converted into a special three-coordinate
system (also called the phase space) and form a geometry with curves along the surface
that contain invariant and intrinsic properties. The remainder of this section is a review
of DSS theory, which was introduced into publications by Reyes [18–20] and was used in
this analysis for thermocline scaling. The parameter of interest is defined as a conserved
quantity within a control volume:

β(t) =
1

Ψ0

∫∫∫
V

ψ(~x, t)dV (1)

where β is defined as the volume integral of the time- and space-dependent conserved
quantity ψ when normalized by a time-independent value Ψ0, which characterizes the
process. The agents of change are defined as the first derivative of the normalized parameter
of interest:
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ω =
1

Ψ0

d
dt

∫∫∫
V

ψ(~x, t)dV =
∫∫∫

V

(
φv + φ f

)
dV +

∫∫
A

(
~j ·~n

)
dA−

∫∫
A

ψ(~v−~vs ·~ndA)dA (2)

Changes are categorized into three components: volumetric, surface, and quantity
transport. The agents of change (or the frequency obtained from the units of time) are also
the sum of the individual agents of change:

ω =
1

Ψ0

d
dt

∫∫∫
V

ψ(~x, t)dV =
n

∑
i=1

ωi

The relationship between ω and β is the following:

ω(t) =
dβ

dt

∣∣∣∣
t
=

n

∑
i=1

ωi (3)

where ω is the first derivative of the reference time. As defined in Einstein and Infeld, time
is a value that moves in constant increments [21]. The process-dependent term in DSS is
called process time:

τ(t) =
β(t)
ω(t)

(4)

To measure the progression difference between the reference time and process time in
terms of the reference time, the idea of a temporal-displacement rate (D) is adopted:

D =
dτ − dt

dt
= − β

ω2
dω

dt
(5)

The interval of the process time is:

dτ = τs = (1 + D)dt (6)

Applying the process action to normalize the phase0space coordinates produces the
following normalized terms:

Ω̃ = ωτs, β̃ = β, t̃ =
t
τs

, τ̃ =
τ

τs
, D̃ = D (7)

The scaling relationship between the prototype and model can be defined for both β
and ω and represents the scaling of the parameter of interest and its corresponding agents
of change:

λA =
βM
βP

, λB =
ωM
ωP

, tR =
λA
λB

(8)

where the subscripts M and P stand for the model and prototype, respectively. The
application of these scaling ratios to Equations (4), (5), and (10) provides the scaling ratios
for other parameters as well:

tM
tP

=
λA
λB

,
τM
τP

=
λA
λB

,
β̃M

β̃P
= λA,

Ω̃M

Ω̃P
= λA,

τ̃M
τ̃P

= 1,
DM
DP

= 1 (9)

The normalized agent of change is a sum in the same respect:

Ω =
k

∑
i=1

Ωi (10)

The ratio of Ω is expressed in the following alternative form:
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ΩR =
ΩM
ΩP

=
∑k

i=1 ΩM,i

∑k
i=1 ΩP,i

=
ΩM,1 + ΩM,2 + . . . + ΩM,k

ΩP,1 + ΩP,2 + . . . + ΩP,k
(11)

By the law of scaling ratios, the following must be true:

λA =
ΩM,1

ΩP,1
, λA =

ΩM,2

ΩP,2
, . . . , λA =

ΩM,k

ΩP,k
(12)

4. Connective Components—Shell-and-Tube Heat Exchanger and Helical Steam-Generator
System Equation Scaling

Two types of heat exchangers are used in TEDS. The first one is assumed to be a
shell-and-tube heat exchanger for TTSS thermal charging. (Currently, heat is injected via a
power rod, and an actual heat exchanger will be installed in the future.) The second is a
helical steam generator for TTSS thermal discharge and steam supply for the HTSE system.
The following equations will address the mechanical and thermal characteristics of heat
exchangers in general.

4.1. Overall Heat Transfer Equation

The overall heat transfer is justified by considering the heat-exchanger volume as one
system. Typically, the total heat transfer can be assessed using the temperature difference:

Q = U × Aoverall × LMTD (13)

where U, Aoverall , and LMTD are the overall heat transfer coefficient, overall heat transfer
surface area, and logarithmic-mean temperature difference (LMTD).

For heat exchangers, the overall heat-transfer coefficient can be determined using local
heat-transfer coefficients and their relation in parallel. Because the flow in heat exchangers
is either parallel or counter flow, the shell and tubes are oriented such that heat transfer
occurs among the shell, outer tube, and inner tube (when assuming axisymmetry):

1
U

=

[
1
h0

+ Rdo +
Ao

Ai

(
OD− ID

2kw

)
+

Ao

Ai

(
1
hi

)
+

Ao

Ai
Ri

]
(14)

where ho, hi, Rdo, Rdi, Ao, Ai, kw, ID, and OD are the shell-side heat-transfer coefficient,
tube-side heat-transfer coefficient, shell-side dirt factor, tube-side dirt factor, outer surface
area of the tube, inner surface area of the tube, conductive heat-transfer coefficient of the
tube wall, tube inner diameter, and tube outer diameter.

The temperature difference is represented by the logarithmic-mean temperature differ-
ence and is an average quantification of the temperature difference between the shell and
tube sides:

LMTD =
∆T1 − ∆T2

ln
(

∆T1
∆T2

) (15)

where ∆T1 and ∆T2 are the temperature difference of the hot and cold fluids at one end of
the heat exchanger and the temperature difference of the hot and cold fluids at the other
end of the heat exchanger.

However, the LMTD is valid only for heat exchangers with one shell pass and one
tube pass. For multiple shell and tube passes, the flow pattern in a heat exchanger is
neither purely co-current nor purely counter-current. Thus, to account for the geometric
irregularity, LMTD must be multiplied by a mean temperature difference (MTD) correction
factor (FT) to obtain the corrected MTD. The corrected MTD is:

LMTD =
∆T1 − ∆T2

ln
(

∆T1
∆T2

) × FT (16)
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4.2. Simplified Fluid Mechanics

Due to the various geometries of heat exchangers, mass and momentum equations
can differ. To generalize the fluid momentum based on the number of tubes and passes, the
tube velocity can be expressed as the following:

vT =
4ṁ

πρID2
NP
NT

(17)

where ṁ, NP, NT , and ρ represent the mass-flow rate on the tube side, the number of tube
passes, the number of tubes, the tube-side fluid density, and the tube internal diameter.

The number of required tubes can be approximated by considering the required total
heat-transfer area:

NT =
Aoverall

πOD× L
(18)

where L is the total tube length. Using Equation (17), the tube’s Reynolds number is:

Re =
4ṁ

πµID
NP
NT

(19)

where µ is the dynamic viscosity.

5. Connective Components—Pipe-System Equation Scaling

The mass, momentum, and energy-conservation equations are the governing physics for
pipe systems and are well documented. Assuming axisymmetry and a fully developed flow,
the simplified mass, momentum, and energy-conservation equations are Equations (20)–(22):

∂ρ

∂t
= −vz

∂ρ

∂z
− ρ

∂vz

∂z
(20)

∂vz

∂t
= −vz

ρ

∂ρ

∂t
− 1

ρ

∂P
∂z

+ ν

(
1
r

∂vz

∂r
+

∂2vz

∂r2

)
(21)

∂T
∂t

=
α

r
∂T
∂r

+
∂α

∂r
∂T
∂r

+ α
∂2T
∂r2 +

∂α

∂z
+ α

∂2T
∂z2 +

µ

ρcP

∂vz

∂r
− vz

∂T
∂z

(22)

6. Thermal Energy Distribution System—Thermocline Thermal Storage System
Equation Scaling

The TTSS sits between the hot and cold lines that allow flows from either section,
depending on the operation mode [16,22]. The following sections both characterize the
conservation rules and non-dimensionalize the process when necessary.

6.1. Mass-Flow Rate

When the mass flow rate from the inlet is m, then by conservation of mass, the mass-
flow rate within the TTSS must be the equivalent:

ṁ = ρinvz,inπR2
in = ρthvz,thεπR2

th (23)

where ρin is the inlet density, ρth is the TTSS density, vz,in is the inlet axial velocity, vz,th is
the TTSS axial velocity, Rin is the inlet pipe radius, ε is the porosity (ratio of fluid to filler),
and Rth is the TTSS fluid-tank radius. The TTSS axial velocity is the following:

vz,th =
ρinR2

invz,in

ρthεR2
th

(24)



Energies 2023, 16, 5878 9 of 40

6.2. Conservation of Mass

In cylindrical coordinates, the compressible conservation of mass is:

∂ρth
∂t

+
1
r

∂(ρthrvr,th)

∂r
+

vθ,th

r
∂(ρthvθ,th)

∂θ
+

∂vz,th

∂z
= 0 (25)

where vr,th is the TTSS radial velocity, and vθ,th is the TTSS azimuthal velocity. By expanding
the terms and ignoring the radial and azimuthal velocities, the differential density is:

∂ρth
∂t

= −vz
∂ρth
∂z
− ρth

∂vz

∂z
(26)

6.3. Conservation of Momentum

In cylindrical coordinates, the compressible conservation of momentum in the axial
direction is:

D(ρthvz,th)

Dt
= −∂P

∂z
+ µth

(
1
r

∂

∂r

[
r

∂vz,th

∂r

]
+

1
r2

∂2vz,th

∂θ2 +
∂2vz,th

∂z2

)
(27)

where P is the TTSS internal pressure. By expanding the terms, the differential axial
velocity is:

∂vz,th

∂t
= −

vz,th

ρth

∂ρth
∂t
− 1

ρth

∂P
∂z

+ ν

(
1
r

∂vz,th

∂r
+

∂2vz,th

∂r2 +
∂2vz,th

∂z2

)
(28)

6.4. Conservation of Energy

From Konor et al. [16], the thermocline heat-transfer equation that characterizes
the energy conservation of a fluid flow through porous media for low- and no-flows is
(originally from Gunn (1978) [23] and modified in [24]):

ρthcP,thεπR2
thdz

∂Tth
∂t

= ρthεπR2
thvz,th(hz − hz+dz) + hcSr

(
Tf r − Tth

)
dz + Q̇losses (29)

where ε is the porosity, hz is the specific enthalpy of the current node, hz+dz is the specific
enthalpy of the next axial node, hc is the convective heat-transfer coefficient between the
fluid and filler, S f r is the heat-transfer area of filler per unit length of the tank, Tf r is the filler
temperature, Tth is the TTSS fluid temperature, dz is the axial distance between each node,
and Q̇losses is the heat conduction through the walls. When specific enthalpy is replaced by
specific heat and temperature at the node, the heat-transfer equation is:

ρthcP,thεπR2
thdz

∂Tth
∂t

= ρthεπR2
thvz,th(cP,z,thTth,z − cP,z+dz,thTth,z+dz)

+ hcSr

(
Tf r − Tth

)
dz + Q̇losses

(30)

By dividing both sides by dz and considering the specific-enthalpy difference portion
as a form of first-order forward numeric differentiation, the difference can be rewritten as
the spatial first derivative of the specific enthalpy in the axial direction:

ρthcP,thεπR2
th

∂Tth
∂t

= ρthεπR2
thvz,th

∂(cP,thTth)

∂z
+ hcSr

(
Tf r − Tth

)
+

Q̇losses
dz

(31)

By using Equation (19) for the TTSS axial velocity and expanding the terms, it can be
reorganized as:

∂Tth
∂t

=
ρinR2

invz,in

ρthcP,thR2
th

(
Tth

∂cP,th

∂z
+ cP,th

∂Tth
∂z

)
+

hcSr

(
Tf r − Tth

)
ρthcP,thεπR2

th
+

Q̇losses

ρthcP,thεπR2
thdz

(32)
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The wall losses can be expressed by representing the heat transfer radially across the
wall to the outer ambient air:

∂Tth
∂t

=
ρinR2

invz,in

ρthcP,thR2
th

(
Tth

∂cP,th

∂z
+ cP,th

∂Tth
∂z

)
+

hcSr

(
Tf r − Tth

)
ρthcP,thεπR2

th
+

πR2
w

ρthcP,thεπR2
th

(
k
r

∂Tw

∂r
+

∂k
∂r

∂Tw

∂r
+ k

∂2Tw

∂r2

)
(33)

where Tw is the wall temperature.

7. High-Temperature Steam Electrolysis—Solid-Oxide Electrolysis Cell Stack-System
Equation Scaling

The HTSE system is composed of two major subsystems to generate hydrogen at
the specified rate: the preheater and SOEC stack. These subsystems include inputs from
the trim and stack heaters, steam supply from the heat exchanger, and other parameters
that represent conditions for hydrogen production. As the following sections introduce
preheater thermal dynamics, stack electrical dynamics, and stack thermal dynamics, the
electrode feed factors, gas-outlet partial pressure, average gas partial pressure, and gas-
outlet flow rate expressions will be provided first. The following relations and equations
are from [25,26].

7.1. Electrode Feed Factors

The feed factors are the ratio of gas-steam and electrolyzer feedbacks. For the cathode-
side chamber, high-temperature steam (H2O) is provided and is electrolyzed.

πca =
H2O provided in cathode stream

H2O consumed by electrolysis
=

wH2O,in
nc I
2F

(34)

where πca, wH2O,in, I, and F are the cathode feed factor, steam-inlet molar flow rate, stack
current, and Faraday’s constant. For the anode-side chamber, air and oxygen ions are supplied.

πan =
O2 provided in anode stream
O2 generated by electrolysis

=
wO2,in

nc I
4F

(35)

where πan and wO2 are the anode feed factor and oxygen inlet molar flow rate. The 2 value
in the denominator of Equations (34) and (35) reflects the cathode reduction and anode
oxidization shown in Equation (36).

Cathode Reduction: 2H2O + 4e− → 2H2 + 2O2−

Anode Oxidization: 2O2− → O2 + 4e−
(36)

Essentially, for every hydrogen molecule (H2) generated, half of a water molecule and
one-half of an oxygen molecule (O2) are required.

7.2. Gas-Outlet Partial Pressure

Using the mass balance and assuming no mass diffusion at the stack inlet or outlet,
the outlet pressures can be expressed in terms of feed factors and inlet pressures.

PH2O,out =
(πca − 1)

πca
PH2O,in

PH2,out = PH2,in
1

πca
PH2,in

PO2,out =
(πan + 1)
πan+PO2,in

PO2, in

PN2,out =
πanPN2,in

πan + PN2,in

(37)
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where PH2O,out is the outlet steam pressure, PH2O,in is the inlet steam pressure, PH2,out the
outlet hydrogen pressure, PH2,in the inlet hydrogen pressure, PO2,out the outlet oxygen
pressure, PO2,in the inlet oxygen pressure, PN2,out the outlet nitrogen pressure, and PN2,in
the inlet nitrogen pressure.

7.3. Average Gas Partial Pressure

Assuming lumped pressures are valid for steady state when both current and feed
flows are included in the feed factors, the required average gas-pressure cell voltage
evaluation is:

P̄H2O = P(1−λ)
H2O,inPλ

H2O,out ×
1

1 + sτH2O

P̄H2 = P(1−λ)
H2,in Pλ

H2,out ×
1

1 + sτH2

P̄O2 = P(1−λ)
O2,in Pλ

O2,out ×
1

1 + sτO2

P̄N2 = P(1−λ)
N2,in Pλ

N2,out ×
1

1 + sτN2

(38)

where λ is a constant selected through a parametric study for lumped pressures, s is the
Laplace variable, P̄H2O is the average steam pressure, τH2O is the steam first-order delay
constant, P̄H2 is the average hydrogen pressure, τH2 is the hydrogen first-order delay
constant, P̄O2 is the average oxygen pressure, tauO2 is the oxygen first-order delay constant,
P̄N2 is the average nitrogen pressure, and τN2 is the nitrogen first-order delay constant.

7.4. Outlet Flow Rates

Considering the inlet flow rate introduced in Equation (34), the outlet flow rates of
different reactants are the following:

wH2O,out = wH2O,in −
nc I
2F

wH2,out = wH2,in +
nc I
F

wO2,out = wO2,in +
nc I
4F

wN2,out = wN2,in

(39)

where wH2O,out, wH2,out, wO2,out, and wN2,out are the steam outlet molar flow rate, hydrogen
outlet molar flow rate, oxygen outlet molar flow rate, and nitrogen outlet molar flow
rate, respectively. The plus and minus signs in Equation (39) indicate how the electrolysis
process affects incoming-gas flow rates. For nitrogen, because there is no consumption or
generation, the flow rate remains constant.

7.5. Stack Electrical Dynamics

Stack electrodynamics cover the dynamic behavior of applied stack voltage consider-
ing that the Nernst voltage is due to differences in hydrogen and oxygen partial pressure
on the two sides of a single cell [27], the electrical resistances of the cell structure, and
the required voltage to match the electrode’s activation energy (reactant starvation is ne-
glected). The combined dynamic behavior to the stack voltage is called the overvoltage
and is the following:

V(I, T̄, P̄) = Vrev(T̄, P̄) + Vohm(I, T̄) + Vact(I, T̄) · 1
1 + sτact

(40)
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where V is the stack voltage, T̄ is the average temperature, Vrev is the reversible overvoltage,
Vohm is the ohmic overvoltage, Vact is the activation overvoltage, and τact is the activation
first-order delay constant.

7.5.1. Reversible Overvoltage

The cell reversible effects due to hydrogen and oxygen partial pressures can be ex-
pressed using the Nernst equation:

Vrev(T̄, P̄) = Voc(T̄) +
RT̄
2F

ln

(
P̄H2 P̄0.5

O2

P̄H2O

)
(41)

where Voc and R are the open circuit voltage and gas constant, respectively. The open-circuit
voltage is associated with the reaction’s Gibbs free energy:

Voc(T̄) =
∆G(T̄)

2F
(42)

The reference Gibbs free energy is approximated to be (in a modification of [28]):

∆G(T̄) = 244, 800− 49.18 · T̄ − 2.72 · 10−3 · T̄2 (43)

7.5.2. Ohmic Overvoltage

The electrical resistances of cell-structure effects can be expressed using Ohm’s law:

Vohm(I, T̄) = I · A−1 · ASR(T̄) (44)

where A and ASR are the cell area and area-specific resistance of the cell, respectively. The
area-specific resistance for SOEC cells is [29]:

ASR(T̄) = ASR
(

Tre f

)
− 0.463 + 3.973 · e

10,300
T̄ (45)

7.5.3. Activation Overvoltage

The required voltage to match electrode activation energy is approximated using the
Butler–Volmer equation:

Vact(I, T̄) =
RT̄
2F

[
sinh−1

(
i

2Iex,ca

)
+ sinh−1

(
i

2Iex,an

)]
(46)

where i is the stack current density, and Iex,ca and Iex,an are the cathode and anode exchange
currents, respectively. Using the pre-exponential factor (Γex) and activation energy (ξ), the
exchange current is:

Iex,ca =
RT̄
2F

Γex,cae−
ξca
RT̄ , Iex,an =

RT̄
2F

Γex,ane−
ξan
RT̄ (47)

where Γex,ca is the cathode pre-exponential factor, Γex,an the anode pre-exponential factor,
ξca the cathode activation energy, and ξan the anode activation energy.

7.6. Stack Thermal Dynamics

When considering the energy balance of the SOEC stack as the control volume, the
stored heat is an equation about the supplied power, the power required to sustain the
steam-electrolysis process, the power required to warm steam, and the power needed to
maintain stack temperature:

CP,SOEC
∂T̄
∂t

= ncVI − Prea(Tout)− Pwar(Tin, Tout, win) + Pheat (48)
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where CP,SOEC is the equivalent SOEC heat capacity, Prea is the electrolysis-reaction power,
Pwar is the steam-warming power, and Pheat is the stack heater power. Using the strong cor-
relation with stack average temperature, the stack outlet temperature can be approximated
to be proportional to the stack average temperature [25]:

Tout = kT̄ (49)

where Tout and k are the stack outlet temperature and multiplication factor, respectively.
The multiplication factor is estimated by measurements. Sections 7.6.1 and 7.6.2 denote the
components of stack thermal dynamics.

7.6.1. Electrolysis Reaction Power

Electrolysis reaction power is associated with the enthalpy of the change caused by
the electrolysis process. Once the enthalpy change is known, Faraday’s constant allows the
representation of the thermal contribution to electrical potential:

Prea(Tout) = nc IVth = nc ·
∆HR(Tout)

2F
≈ nc I · ∆HR(kT T̄)

2F
(50)

The enthalpy change by correlation, using the existing experimental data, is:

∆HR(Tout) = 238, 200− 13.12 · Tout − 3.55 · 10−3 · T2
out (51)

7.6.2. Steam-Warming Power

The warming power is associated with the enthalpy increase and can be expressed
using the specific heat of each species existing in the stack and the corresponding tempera-
ture change, assuming that each specie shares the same temperature. The weight of each
specie can be characterized by using the corresponding gas-inlet flow rate:

Pwar(Tin, Tout, win) = (Tout − Tin)
(
cP,H2O · wH2O + cP,H2 · wH2 + cP,O2 · wO2 + cP,N2 · wN2

)
(52)

where cP,H2O is the steam specific heat, cP,H2 is the hydrogen specific heat, cP,O2 is the
oxygen specific heat, and cP,N2 is the nitrogen specific heat.

7.7. Preheater Thermal Dynamics

Similar to stack thermal dynamics, the energy balance of the preheater with the power
required to warm steam and to supply the heater:

CP,pre
∂Tin
∂t

= Pheat,pre − Pwar,pre(1− ε)(Tin, Tsteam, Tamb, win) (53)

where CP,pre and Pwar,pre, and ε are the preheater heat capacity, preheater steam-warming
power, and heat-recycle ratio, respectively. The heat -recycle ratio takes into account the ef-
fectiveness of fuel heat exchangers recycling heat from the SOEC-outlet steam. Section 7.7.1
shows the preheater steam-warming power components.

7.7.1. Preheater Steam-Warming Power

The preheater warming power is the enthalpy increase contribution from the existing
species in the preheater. For steam and hydrogen, the temperature difference between the
preheater outlet temperature (or so called, inlet SOEC temperature) and initial steam temperature
is used to calculate the amount of heat removal. For oxygen and nitrogen, the temperature
difference between the preheater outlet temperature and ambient temperature is used. As shown
in Section 7.6.2, the weights of each specie can be characterized by using the corresponding
gas-inlet flow rate:

Pwar(Tin, Tsteam, Tamb, win) = (Tin − Tsteam)
(
cP,H2O · wH2O + cP,H2 · wH2

)
+ (Tin − Tamb)

(
cP,O2 · wO2 + cP,N2 · wN2

) (54)
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where Tsteam and Tamb are the initial steam temperature and ambient temperature, respectively.

8. Scaled Equations

In order to determine the scaled ratios based on the test case in Section 10, the scaled
equations of each system are required. Sections 8.1–8.4 show either the scaling process or
the finished products.

8.1. Heat Exchangers

As shown in Section 4, the equations provided for shell-and-tube heat exchangers and
helical steam generators are common and are essentially vessels to transport thermal energy
from one independent system to another. Each identified equation is non-dimensionalized
to address the scaled form. Starting from Equation (13), the parameter of interest is the
overall heat transfer, where the dimensionless form is Q+ = Q/Q0, and Q0 is the nominal
heat transfer. It can be reorganized as the following:

Q+

U
=

Aoverall × LMTD
Q0

(55)

Using the known variables from Equations (14), (17), and (18), the intermediate non-
dimensionalized form of Equation (55) is:

Q+

[
1
h0

+
Ao

Ai

(
OD− ID

2kw

)
+

Ao

Ai

(
1
hi

)]
=

4ṁLNP ×OD
ρvTQ0 × ID2 LMTD (56)

Because tube velocity is essential for determining flow conditions and heat transfer,
it will be non-dimensionalized by v+T = vT/vT,0, where vT,0 is the nominal velocity. In
order to characterize the temperature difference experienced in the heat exchanger, the
components of the LMTD (shown in Equation (15)) are also expanded:

Q+

[
1
h0

+
Ao

Ai

(
OD− ID

2kw

)
+

Ao

Ai

(
1
hi

)]
=

4ṁLNP ×OD
ρvT,0v+T Q0 × ID2

(Tshell,in − Ttube,in)− (Tshell,out − Ttube,out)

ln
(

Tshell,in−Ttube,in
Tshell,out−Ttube,out

) FT (57)

where Tshell,in represents the shell-inlet temperature, Ttube,in the tube-inlet temperature,
Tshell,out the shell-outlet temperature, and Ttube,out the tube-outlet temperature. Depending
on the location of the temperature measurements, temperature scaling is helpful in deter-
mining the thermal relations to other systems. Temperature is non-dimensionalized using
T+ = T/T0, where T0 is the nominal temperature for the given location:

Q+

[
1
h0

+
Ao

Ai

(
OD− ID

2kw

)
+

Ao

Ai

(
1
hi

)]
=

4ṁLNPFT ×OD
ρvT,0v+T Q0 × ID2

Tshell,in,0T+
shell,in − Ttube,in,0T+

tube,in − Tshell,out,0T+
shell,out + Ttube,out,0T+

tube,out

ln
(

Tshell,in−Ttube,in
Tshell,out−Ttube,out

) (58)

The scaled ratios are determined by using the form:

ratio =
target system

prototype system
(59)

By applying Equation (59) to Equation (58)’s left- and right-hand sides, the scaled form
is derived expressing the overall heat transfer, tube velocity, and shell-inlet, tube-inlet, shell-
outlet, and tube-outlet temperature as λA,Q = Q+

target/Q+
prototype, λA,vT = v+T,target/v+T,prototype,

λA,Tshell,in = T+
shell,in,target/T+

shell,in,prototype, λA,Ttube,in = T+
tube,in,target/T+

tube,in,prototype,

λA,Tshell,out = T+
shell,out,target/T+

shell,out,prototype, and λA,Ttube,out = T+
tube,out,target/T+

tube,out,prototype.
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λA,Q

[
1
h0

+
Ao

Ai

(
OD− ID

2kw

)
+

Ao

Ai

(
1
hi

)]
R
=

[
ṁLNPFT ×OD
ρvT,0Q0 × ID2

]
R

1
λA,vTTshell,in,0T+

shell,in − Ttube,in,0T+
tube,in − Tshell,out,0T+

shell,out + Ttube,out,0T+
tube,out

ln
(

Tshell,in−Ttube,in
Tshell,out−Ttube,out

)


R

(60)

As is shown in Equation (12), the law of scaled ratios allows numerators and denom-
inators of the same component to be separated when strictly enforcing a certain value.
Applying the law of scaling ratio to Equation (60) yields the following relations:[

1
ho

]
R

λA,Q =

[
Ao

Ai

(
OD− ID

kw

)]
R

λA,Q =

[
Ao

Ai

(
1
hi

)]
R

λA,Q

=

[
ṁLNPFT ×OD
ρvT,0Q0 × ID2

]
R

 1

ln
(

Tshell,in−Ttube,in
Tshell,out−Ttube,out

)


R

[Tshell,in,0]R
λA,Tshell,in

λA,vT

=

[
ṁLNPFT ×OD
ρvT,0Q0 × ID2

]
R

 1

ln
(

Tshell,in−Ttube,in
Tshell,out−Ttube,out

)


R

[Ttube,in,0]R
λA,Ttube,in

λA,vT

=

[
ṁLNPFT ×OD
ρvT,0Q0 × ID2

]
R

 1

ln
(

Tshell,in−Ttube,in
Tshell,out−Ttube,out

)


R

[Tshell,out,0]R
λA,Tshell,out

λA,vT

=

[
ṁLNPFT ×OD
ρvT,0Q0 × ID2

]
R

 1

ln
(

Tshell,in−Ttube,in
Tshell,out−Ttube,out

)


R

[Ttube,out,0]R
λA,Ttube,out

λA,vT

(61)

where the ratio of the LMTD denominator and correction factor can be assessed by consid-
ering the systems being scaled.

8.2. Pipe System

From Section 5, the equations for mass, momentum, and energy conservation are
provided. Following the same process as Section 8.1, each equation is non-dimensionalized
to address the scaled form. Sections 8.2.1–8.2.3 show the steps to achieve the scaled forms.

8.2.1. Mass

Starting from Equation (20), the parameters of interest are fluid density; fluid velocity,
where the corresponding dimensionless form is ρ+ = ρ/ρ0; and v+z , where ρ0 and vz,0 are
the nominal fluid density and nominal axial velocity, respectively:

∂ρ+

∂t
= −vz,0v+z

∂ρ+

∂z
− vz,0ρ+

∂v+z
∂z

(62)

By applying Equation (59) to Equation (62)’s left- and right-hand sides, the scaled form
is derived to express the fluid density, fluid-density agents of change, and fluid velocity as

λA,ρ =
ρ+target

ρ+prototype
, λB,ρ =

∂ρ+

∂t target
∂ρ+

∂t prototype

, and λA,vz =
v+z,target

v+z,prototype
.

λB,ρ =

[
−vz,0v+z

∂ρ+

∂z
− vz,0ρ+

∂v+z
∂z

]
R

(63)

Following Equation (12) and the law of scaled ratios, the following is the derived
relation:

λB,ρ =
[vz,0

∆z

]
R

λA,vz λA,ρ (64)

From Equation (8), the time ratio is tR = λA/λB. Applying this to Equation (63), the
time ratio can be newly defined as the following:
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tR =
∆zR
λA,vz

(65)

8.2.2. Momentum

Starting from Equation (21), the parameters of interest are fluid density and velocity. Again:

∂v+z
∂t

= −v+z
ρ+

∂ρ+

∂t
− 1

vz,0ρ0

1
ρ+

∂P
∂z

+ ν

(
1
r

∂v+z
∂r

+
∂2v+z
∂r2

)
(66)

By applying Equation (59) to Equation (66)’s left- and right-hand sides, the scaled
form is derived expressing the fluid density, fluid-density agents of change, fluid velocity

from Equation (62), and fluid-velocity agents of change as λB,vz =
∂v+z

∂t target
∂v+z

∂t prototype

.

λB,vz =

[
−v+z

ρ+
∂ρ+

∂t
− 1

vz,0ρ0

1
ρ+

∂P
∂z

+ ν

(
1
r

∂v+z
∂r

+
∂2v+z
∂r2

)]
R

(67)

Following Equation (12) and the law of scaled ratios, the following is the derived relation:

λB,vz =
λA,vz λB,ρ

λA,ρ
=

[
P

∆z

]
R

1
λA,ρ

=
[ ν

r2

]
R

λA,vz (68)

Applying the time-ratio concept, the second term in Equation (68) is:

λA,vz λB,ρ

λA,ρ
→ λA,vz

tR
(69)

Thus, a new form of the time ratio can be defined as the following:

tR =

[
∆z
P

]
R

λA,vz λA,ρ =

[
r2

ν

]
R

(70)

8.2.3. Energy

Starting from Equation (22), the parameters of interest are the fluid density and
velocity, from Sections 8.2.1 and 8.2.2, and the fluid temperature, where the corresponding
dimensionless form is T+ = T/T0 and (T0 is the nominal fluid temperature):

∂T+

∂t
=

α

r
∂T+

∂r
+

∂α

∂r
∂T+

∂r
+ α

∂2T+

∂r2 +
1
T0

∂α

∂z
+ α

∂2T+

∂z2 +
µvz,0

ρ0T0cP

1
ρ+

∂v+z
∂r
− vz,0v+z

∂T+

∂z
(71)

By applying Equation (59) to Equation (71)’s left- and right-hand sides, the scaled form
is derived expressing fluid density and velocity from Equation (63) and fluid temperature

and fluid-temperature agents of change as λA,T =
T+

target

T+
prototype

and λB,T =
∂T+

∂t target
∂T+

∂t prototype

.

λB,T =

[
α

r
∂T+

∂r
+

∂α

∂r
∂T+

∂r
+ α

∂2T+

∂r2 +
1
T0

∂α

∂z
+ α

∂2T+

∂z2 +
µvz,0

ρ0T0cP

1
ρ+

∂v+z
∂r
− vz,0v+z

∂T+

∂z

]
R

(72)

Following Equation (12) and the law of scaled ratios, the following is the derived relation:

λB,T =
[ α

r2

]
R

λA,T =

[
α

T0∆z

]
R
=
[ α

∆z2

]
R

λA,T =

[
µ

ρ0T0cPr

]
R

λA,vz

λA,ρ
=
[vz,0

∆z

]
R

λA,vz λA,T (73)

Using Equations (73) and (12), the time ratio is:

tR =

[
r2

α

]
R
=

[
∆z2

α

]
R
=

[
∆z
vz,0

]
R

1
λA,vz

(74)
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8.3. TEDS

As shown in Sections 8.1 and 8.2, the equations stated in Section 6 are in scaled form.
Because the steps and results of this process are provided in [11], the steps are here omitted,
and the results are presented in Sections 8.3.1 and 8.3.2. The mass scaled equations are the
same as Section 8.2.1 and are omitted as well.

8.3.1. Scaled Momentum Equation

Although the form of Equation (28) is the same for Equation (21), the scaling conclusion
for Equation (28) is not identical. For systems characterizing the TTSS fluid flow, the relation
between pipe-outlet and thermocline-inlet fluid velocity are considered and applied as the
following scaled equations:

λB,th =

[
ρinRinvz,in,0cP,in

ρthcP,thR2
th∆z

]
R

λA,vz,in λA,th

λB,th =

[
ρinRinvz,in,0cP,thTin,0

ρthcP,thR2
th∆zTth,0

]
R

λA,vz,in λA,in

λB,th =

[
ρinRinvz,in,0cP,thTout,0

ρthcP,thR2
th∆zTth,0

]
R

λA,vz,in λA,out

(75)

where λB,th is the middle axial-thermocline fluid-temperature agents of change scaled form.
λA,th is the middle axial-thermocline fluid-temperature scaled form. Tth,0 is the nominal-
middle axial-thermocline fluid temperature. λA,in is the thermocline inlet-temperature
scaled form. Tin,0 is the nominal thermocline inlet temperature. λA,vz,in is the thermocline
inlet velocity scaled form. vz,in,0 is the nominal thermocline inlet velocity. λA,Tout,0 is the
thermocline outlet-temperature scaled form, and Tout is the nominal thermocline outlet
temperature.

8.3.2. Scaled Energy Equation

The equation set shown in Equation (33) is a unique form describing energy exchange
between Therminol-66 and alumina beads, heat loss, and axial heat transfer. The following
is the scaled form:

λB,th =

[
kTw,0

ρthεR2
thTth,0

]
R

λA,Tw

λA,r

λB,th =

[
kTamb,0

ρthεR2
thTth,0

]
R

λA,Tamb

λA,r

(76)

where λA,Tw is the wall-temperature scaled form, Tw,0 is the nominal wall temperature,
λA,r is the wall-thickness scaled form, λA,Tamb is the ambient-temperature scaled form, and
Tamb,0 is the nominal ambient wall temperature.

8.4. HTSE

Similar to Section 8.3, the steps and results of this process are provided in [12]. The
steps are omitted, and the results are presented in Sections 8.4.1–8.4.5.

8.4.1. Reversible Overvoltage

Due to the first-order delay constants of each element for pressure control and the
corresponding Laplace variable, a neat scaled form is not feasible. However, by treating the
coupled terms as one parameter, the derived scaled relation is the following:
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λB,V =

ln


[(

πca+1
πca

)λ 1
1+sτH2

][(
πan+1

πan+PO2,in

)λ 1
1+sτO2

]
[(

πca−1
πca

)λ 1
1+sτH2O

]


T̄0
V0


R

λB,T̄0
, λA,V =

[
T̄0

V0

]
R

λA,T̄ (77)

where λB,V is the stack-voltage agents-of-change scaled form, λB,T̄0
is the stack average

temperature agents-of-change scaled form, λA,V is the stack-voltage parameter-of-interest
scaled form, V0 is the nominal stack voltage, T̄0 is the nominal stack average temperature,
and λA,T̄ is the stack-average-temperature parameter-of-interest scaled form.

8.4.2. Ohmic Overvoltage

Acknowledging that the reference-area specific resistance correlation limits scaling to
its valid range, the following are the ohmic overvoltage scaling relations:

λA,V =

[
IT̄0e

10,300
T̄

AV0

]
R

(78)

where λA,V is the stack voltage parameter of interest scaled form.

8.4.3. Activation Overvoltage

Due to approximations using the Butler–Volmer equation, scaling is restricted to its
valid range as well. The following is the activation overvoltage scaling relations:

λB,V =

[
T̄0

V0
sinh−1

(
I

2Iex,xx

)]
R

λB,T̄ (79)

where the subscript xx in hyperbolic sine can be ca and an, which would indicate either
cathode or anode.

8.4.4. Stack Thermal Dynamics

Given the multiple terms characterizing energy source, sink, inlet, and outlet, numer-
ous scaled forms can be determined:

λB,T̄ =
nc I∆H0

T̄0CP,SOEC
λA,∆H =

Pheat
T̄0CP,SOEC

λA,Pheat

=

[ cP,yync IπxxPyy,inTout,0 or Tin,0

T̄0CP,SOECPzz,in

]
R

λA,Tout or Tin

(80)

where λA,∆H represents the enthalpy-difference parameter-of-interest scaled form, ∆H0 the
nominal enthalpy change, λA,Pheat the stack heater-power parameter-of-interest scaled form,
Pheat,0 the nominal stack heat power, λA,Tin the stack inlet-temperature parameter-of-interest
scaled form, Tin,0 the nominal stack-inlet temperature, λA,Tout,0 the stack outlet-temperature
parameter-of-interest scaled form, and Tout the nominal stack-outlet temperature. The
subscripts xx, yy, and zz represent the available patterns of Equation (80). When xx is ca,
the possible characters for yy are H2 and H2O, and zz is H2O. When xx is an, the remaining
characters of yy are O2 and N2, and zz is O2.

8.4.5. Preheater Thermal Dynamics

As stated in Section 8.4.4, multiple terms create numerous scaled forms. Equation (78)
shows the possible preheater thermal-dynamics scaled forms:

λB,Tin =
1

CP,preTin
λA,Pheat,pre =

[ cP,yync IπxxPyy,in(1− ε)Tin or Tww

TinCP,SOECPzz,in

]
R

λA,Tin or Tww (81)
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where λB,Tin is the stack inlet-temperature agents-of-change scaled form, λA,Pheat,pre is the
preheater-power parameter-of-interest scaled form, Pheat,pre is the nominal preheater power,
λA,Tsteam is the steam-temperature parameter-of-interest scaled form, Tsteam,0 is the nominal
steam temperature, λA,Tamb is the ambient-temperature parameter-of-interest scaled form,
and Tamb,0 is the nominal ambient temperature. The subscripts xx, yy, zz, and ww represent
the available patterns of Equation (81). When xx is ca, the possible characters for yy are H2
and H2O, zz is H2O, and ww is steam. When xx is an, the remaining characters of yy are
O2, N2, zz is O2, and ww is amb.

9. Connective System Scaling

When emulating an IES, each component included represents a portion that enables
flexible operation to load balance and maximize assets while accommodating the market’s
daily demand. Furthermore, if a laboratory-scale IES emulation is to be operated to
reflect industry-scale processes, the laboratory IES entirely must be upscaled. This can be
performed by (1) setting the upscale range, (2) determining scaling objectives, (3) deriving
scaled equations, (4) calculating scaled ratios, and (5) applying scaling analysis. This
does not imply that geometrical characteristics or size of components are required to be
altered. Rather, it is the decision of scaling objectives that determine the necessity of such
actions. For this analysis, the chain of assumptions and scaling objectives are addressed in
Section 11.

For the last stage in Step 3, this section is dedicated to determine how each system’s
scaling will affect surrounding systems in a TEDS-HTSE IES setup.

9.1. Connect Heat Exchanger Tube-Side and Pipe Scaling

The heat-exchanger duty-load tube-outlet temperature equation shown in Equation (61)
can be reorganized to be explicit as to tube-outlet temperature:

λA,Ttube,out =

[
ρvT,0Q0 × ID2

ṁLNPFT ×OD

]
R

[
ln
(

Tshell,in − Ttube,in

Tshell,out − Ttube,out

)]
R

[
1

Ttube,out,0

]
R

[
Ai
Ao

(
kw

OD− ID

)]
R

λA,vT λA,Q (82)

By multiplying Equation (73) with the time ratio, the pipe fluid-temperature parameter-
of-interest scaled form is:

λA,T = λB,TtR =

[
µ

ρcPr

]
R

λA,vz tR (83)

Because the heat-exchanger tube outlet and pipe inlet are at the same location, their
temperature-scaling ratio is equivalent and acts as the connective aspect between the heat
exchanger and piping:

λA,T = λA,Ttube,out (84)

9.2. Connect Pipe and TTSS Scaling

The TTSS energy-balance-based scaled equation, shown in Equation (75), can be
reorganized to be explicit as to inlet velocity:

λA,vz,in =

[
ρthcP,thR2

th∆z
ρinRinvz,in,0cP,in

]
R

1
tR

(85)

where λB,th/λA,th is converted to 1/tR. By multiplying Equation (68) with the time ratio,
the pipe fluid-velocity parameter-of-interest scaled form is:

λA,vz = λB,vz tR =

[
P

∆z

]
R

tR
λA,ρ

(86)

This inlet velocity is actually the piping outlet velocity into the TTSS, and the scaled
forms are equivalent:

λA,vz,in = λA,vz (87)
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9.3. Connect TTSS and Pipe Scaling

The TTSS energy-balance-based scaled equation, shown in Equation (75), can be
reorganized to be explicit as to outlet velocity:

λA,vz,out =

[
ρthcP,thR2

th∆z
ρoutRoutvz,out,0cP,out

]
R

1
tR

(88)

This outlet velocity is actually the piping inlet velocity out the TTSS, and the scaled
forms are equivalent:

λA,vz = λA,vz,out (89)

9.4. Connect Pipe and Helical Steam Generator Tube-Side Scaling

The helical steam generator acts as the media transferring heat from TEDS to HTSE.
When considering from the TEDS side, the helical tubing carries the hot therminol-66
fluid. Thus, the steam generator duty-load tube-inlet temperature equation shown in
Equation (61) can be reorganized to be explicit to tube-inlet temperature:

λA,Ttube,in =

[
ρvT,0Q0 × ID2

ṁLNPFT ×OD

]
R

[
ln
(

Tshell,in − Ttube,in

Tshell,out − Ttube,out

)]
R

[
1

Ttube,in,0

]
R

[
Ai
Ao

(
kw

OD− ID

)]
R

λA,vT λA,Q (90)

The equation for pipe fluid temperature is provided in Equation (83). Since the steam
generator tube inlet and pipe outlet are at the same location, their temperature scaling ratio
are equivalent and act as the connective aspect between the steam generator and piping:

λA,Ttube,in = λA,T (91)

9.5. Connect Helical Steam Generator Shell-Side and Pipe Scaling

When considered from the HTSE side, the helical shell transports the HTSE feed-
water. Thus, the steam-generator duty-load shell-outlet temperature equation shown in
Equation (61) can be reorganized to express explicitly the shell-outlet temperature:

λA,Tshell,out =

[
ρvT,0Q0 × ID2

ṁLNPFT ×OD

]
R

[
ln
(

Tshell,in − Ttube,in

Tshell,out − Ttube,out

)]
R

[
1

Tshell,out,0

]
R

[
Ai
Ao

(
kw

OD− ID

)]
R

λA,vT λA,Q (92)

The equation for the pipe-fluid temperature is provided in Equation (83). Because
the steam-generator shell outlet and pipe inlet are at the same location, their temperature-
scaling ratios are equivalent and act as the connective aspect between the steam generator
and piping:

λA,T = λA,Tshell,out (93)

9.6. Connect Pipe and Preheater Scaling

The trim-heater power-differential inlet-temperature equation is Equation (81), and
it can be reorganized to be explicit to the stack-inlet temperature agents of change. By
multiplying the time ratio, the parameter-of-interest scaled form is:

λA,Tin = λB,Tin tR =

[
1

CP,preTin,0

]
R

λA,Pheat,pre tR (94)

Because all systems are bounded by the same time ratio, using Equations (63) and (92)
reveals the relationship between the inlet piping and preheater:

tR =
[
CP,preTin,0

]
R

λA,Tin

λA,Pheat,pre

=

[
ρcpr

µ

]
R

λA,T

λA,vz

(95)

Thus, the preheater parameter-of-interest scaled form is:
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λA,Pheat,pre =

[
µ

ρcPr

]
R

[
CP,preTin,0

]
R

λA,Tin λA,vz

λA,T
(96)

9.7. Connect Preheater and Stack Scaling

Because the scaling-form relationship between the preheater and SOEC stack is al-
ready established, no further derivation is required. Equation (92) should suffice as the
connective relation.

9.8. Connect Stack and Pipe Scaling

The water-specific heat-capacity difference differential equation is in Equation (80),
and it can be reorganized to be explicit to the stack-outlet temperature parameter-of-interest
scaled form:

λA,Tin =

[
T̄0CP,SOEC

cP,SOECnc IπcaTin,0

]
R

λB,T̄ (97)

The equation for pipe-fluid temperature is provided in Equation (83). Because the stack
outlet and pipe inlet are at the same location, their temperature-scaling ratio is equivalent
and acts as the connective aspect between the SOEC stack and piping:

λA,T = λA,Tin (98)

9.9. Connect Pipe and Helical Steam-Generator Shell-Side Scaling

When considered from the HTSE side, the helical shell transports the HTSE feedwater,
as stated previously. Thus, the steam-generator duty-load shell-inlet temperature equation
shown in Equation (61) can be reorganized to be explicit to shell inlet temperature:

λA,Tshell,inlet =

[
ρvT,0Q0 × ID2

ṁLNPFT ×OD

]
R

[
ln
(

Tshell,in − Ttube,in

Tshell,out − Ttube,out

)]
R

[
1

Tshell,in,0

]
R

[
Ai
Ao

(
kw

OD− ID

)]
R

λA,vT λA,Q (99)

The equation for pipe-fluid temperature is provided in Equation (83). Because the
steam-generator shell inlet and pipe outlet are at the same location, their temperature-
scaling ratio is equivalent and acts as the connective aspect between the steam generator
and piping:

λA,Tshell,in = λA,T (100)

10. TEDS and HTSE Test Case

For the scaling validation of TEDS and HTSE scaling efforts, simulation or experi-
mental data are required. Because the maintenance of TEDS and HTSE is ongoing, the
Modelica-language-based system-modeling tool Dymola [30], a tool for the modeling and
simulation of integrated and complex systems, is used to generate data. The Modelica mod-
els for TEDS and HTSE are developed from previous INL IES efforts, shown in Section 10.1,
and can be found in [17,31]. The simulation results shown in Section 10.2 are the generated
simulation data and are based on model runnability. These results are post-processed to
determine the projected case’s initial and boundary conditions and data, using derived
scaling equations from Sections 6 and 7.

10.1. Dymola Models
10.1.1. TEDS

TEDS includes several components: a single-tank packed-bed thermocline energy-
storage tank, an ethylene glycol heat exchanger, and a Chromalox heater are among them.
A schematic of the whole TEDS Modelica model is seen in Figure 4 [31].
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Figure 4. Overview of TEDS schematic [31].

A single-tank packed-bed thermocline tank is used in TEDS for energy storage. A
thermocline system uses hot and cold fluid, separated by a thin thermocline region, to
store heat. The position of the thermocline moves depending on whether charging or
discharging occurs. Hot fluid is pumped into the top of the tank, and cold fluid exits the
bottom of the tank during the charging mode. During the discharge mode, cold fluid enters
the bottom of the tank, and hot fluid exits from the top of the tank. The thermocline system
is split into 200 axial nodes, each of which incorporates both a solid and fluid component.
The inlets to and outlets from the thermocline can be seen in Figure 5, along with sensors
for the mass-flow rate and temperature of the inlet and outlet during both charging and
discharging modes. The thermocline system can be seen in Figure 6, along with the wall
and insulation components. The nodal representation of i = 1 to i = N can be seen here,
with this model having 200 nodes. It can store up to 200 kW thermal. The filler material
for the single-tank packed-bed thermocline is 1/8 in. diameter Al2O3 (alumina) beads.
Radial heat loss occurs, in addition to axial heat loss, through the tank walls and insulation.
Heat losses are calculated via Fourier’s law of heat conduction, seen below. The built-in
Modelica models for conduction in cylinders are used.

q′′ = −k
dT
dx

(101)
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The thermocline system is modeled using modified Schumann equations. More
information about the Schumann equations can be found at [24,32,33]. Table 1 shows the
parameters used in the TEDS model.

Figure 5. Enlarged Thermocline in TEDS model as shown in Figure 4.

Table 1. Design Specification for TEDS [31].

Parameter Value

Fluid Material Therminol-66
Filler Material Alumina
Wall Material Stainless Steel 304

Insulation Material Foamglass One
Porosity 0.25

Filler Diameter 0.00317 m (1/8 in.)
Tank Height 14.6 m
Tank Radius 7.3 m

Ambient Temperature 293 K
Nodes 200

Wall Thickness 0.051 m
Insulation Thickness 0.102 m

Change Incoming Temperature 598 K
Discharge Incoming Temperature 498 K

Maximum Heater Power 200 kW
Nominal Full Heater Output 175 kW

The Chromalox heater is the heat source for the loop in this model. The heater and
its inputs and outputs can be seen in Figure 7. The Chromalox heater is modeled using a
multitransfer surface pipe. The medium is Therminol-66.
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Figure 6. The enlarged Modelica model for the single-tank packed-bed thermocline tank shown in
Figure 4.

Figure 7. The Chromalox heater shown in Figure 4.

The ethylene glycol heat exchanger is a generic distributed heat exchanger that acts
as a heat-sink/heat-control unit in the loop. A schematic of the ethylene glycol heat
exchanger can be seen in Figure 8. This type of heat exchanger has no inlet or outlet plenum
considerations and is a shell-and-tube heat exchanger. It is a generic heat exchanger with
discretized fluid and wall volumes. The tube side contains ethylene glycol and the shell
side, Therminol-66. The tube material for the heat exchanger is set to stainless steel 316.
The heat transfer on both the tube and shell sides is calculated using a simple Dittus–
Boelter correlation, seen below. The correction factors are adjusted to meet predetermined
heat-transfer characteristics.

Nu = A× ReB × PrC (102)

There are several operational modes controlled by the valves seen in Figure 9. Valve 2
controls the heat source to load, Valves 1 and 4 control the flow during charging mode, and
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Valves 3 and 5 control the system during discharge mode. More information on the control
strategies can be found in [31,32].

Figure 8. Enlarged Glycol heat exchanger as shown in Figure 4.

Figure 9. Internal control system interface of valves in TEDS.

10.1.2. HTSE

The individual components of the HTSE are the SOEC, the recuperative heat exchang-
ers, a hydrogen recycler, and a condenser. The full Dymola model of the HTSE can be
seen in Figure 10 [17]. The figure includes all of the modeling components inside the
HTSE system and depicts connections to the outside via ports, such as both the inlet- and
outlet-air ports, the steam-inlet port, the water-outlet port, the hydrogen-outlet port, and
the electrical-inlet port. The SOEC is where steam is split into hydrogen. Other components
show heat transfer of the inlet and outlet stream and how the inlet steam contribution is
maintained. Condenser components can be seen in the dashed green box in Figure 10. The
hydrogen recycler component is in the purple box, and the SOEC component is seen in the
orange-dotted box in Figure 10. The SOEC is composed of 12 stacks, each of which contains
65 cells, for a total of 780 cells in the SOEC. The SOEC base model is shown in Figure 11,
which shows the basic cathode and anode side of the SOEC.
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Figure 10. The Modelica model of HTSE [17]. The box with the dashed green line represents the
condenser. The box with the orange-dotted line is the SOEC, and the purple box is the recycler.

The condenser is modeled as an ideal component splitter, which allows the individual
species to be split in the incoming stream. The condenser allows for cooling of the hydrogen
and condensation of the steam. This allows them both to cool to 313 K. The component splitter
measures the temperature and mass fractional flow of the individual species and provides
those to two separate mass flow sources. The flow of the pure species goes to the outlet
boundary ports. These outlet flows are the produced hydrogen and condensed water.

Ten percent of the gas stream must be hydrogen in order to maintain a reducing
environment for the cathode side of the SOEC. The hydrogen-recycler component is made
up of an ideal combiner, a proportional–integral–derivative (PID) controller, a hydrogen
mass-flow source, and mass-flow-rate sensors. The PID controller controls the hydrogen
mass-flow source so that a 90% H2O/10% H2 molar fraction is maintained. The combiner
mixes the incoming streams. In this case, the mixed streams are steam and hydrogen.

The HTSE model must be connected to a direct current (DC) power source and fluid-
boundary sources and ports, which can be seen in Figure 12. Table 2 shows the parameters
used in the HTSE model.
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Figure 11. Dymola SOEC Base Model [17].

Figure 12. Dymola Full HTSE Model [17].
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Table 2. Design specification of HTSE.

Parameter Value Units

Stack cell width 0.10526 m
Stack cell length 0.10526 m
Active cell area 0.01108 m2

Active cell area in cm2 110.797 cm2

Number of cells per stack 65
Number of stacks 12

Total number of cells 780
Thermo-neutral voltage 1.283 V
Area specific resistance 1.3 cm2

Start value of inlet pressure at cathode 103,299.8 Pa
Start value of inlet pressure at anode 103,299.8 Pa

Stack temperature 1063 K
Open circuit voltage (OCV) 0.93 V

Total stack voltage 1000.74 V

10.2. Test Case Simulation Results
10.2.1. TEDS

The TEDS test case had a maximum power of 175 kW thermal for the thermal-energy
system (i.e., the thermocline storage tank). The maximum Chromalox heater power was
200 kW thermal. The maximum temperature was set to 598 K, and the minimum temperature
was set to 498 K. The relative heater demand (i.e., whether the heater is on or off) can be
seen in Table 3. The demand from the balance of plant (BOP) is given as a function of time
in Table 4. It was run for a 5-h (18,000 s) cycle, during which both charge and discharge
occurred. The heater turned off at 9600 s, and the system switched from the charging to the
discharging mode (see Figure 13b). The temperature curves for the test case can be seen in
Figures 13a and 14a,b. The mass-flow rates for the inlet of the charge line, outlet of the charge
line, inlet of the discharge line, and outlet of the discharge line can be seen in Section 12.1. The
power provided by the Chromalox heater can be seen in Figure 13b.

Table 3. The normalized relative heater demand in terms of 0 (off) or 1 (on).

Time (s) Relative Heater Demand

0 1
1800 1
3600 1
4800 1
7200 1
9000 1
9600 1

10,800 0
12,000 0
14,400 1
18,000 1

Table 4. BOP relative demand as a percentage of the heater power.

Time (s) BOP Relative Demand

0 100
1800 100
3600 0
4800 0
7200 0
9000 0
9600 100

10,800 140
12,000 140
14,400 100
18,000 100
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(a) Thermocline temporal temperature profile. (b) Chromalox heater power.

Figure 13. The thermocline temporal temperature profile and the corresponding heat power.

(a) The temperature at several locations inside
the thermocline tank.

(b) The temperature at several locations at the
thermocline wall.

Figure 14. The thermocline centerline temporal temperature profile.

10.2.2. HTSE

The HTSE test case had a thermo-neutral voltage of 1.283 V. The stack temperature
was 1063 K. The input values for the anode and cathode mass flow rates can be seen in
Table 5. The simulations were run for 1000 s and showed a transient system that is modeled
as a steady state. The results can be seen in Table 6.

Table 5. Start values for the parameters that change in the HTSE model.

Parameter Start Value

H2/H2O inlet mass flow rate of the cathode 0.003741667 kg/s
H2/H2O outlet mass flow rate of the cathode 0.0017861 kg/s
H2/H2O inlet mass flow rate of the cathode 0.003741667 kg/s

N2/O2 inlet mass flow rate of the anode 0.005556 kg/s
N2/O2 outlet mass flow rate of the anode 0.0075117 kg/s

Table 6. Results for the outlet parameters of interest for the HTSE test case. There are three output
parameters whose values change between 500 and 600 s; the ones that change are the stack inlet
temperature, the stack outlet temperature, and the calculated current. All the other parameters are
the same for the whole simulation time of 1000 s.

Output Parameter Value

Stack inlet temperature (<500 s) 984.8 K
Stack outlet temperature (<500 s) 1063.2 K

Ambient temperature 293.1 K
Stack steam inlet partial pressure 65,078.9 Pa

Stack hydrogen inlet partial pressure 38,220.9 Pa
Stack oxygen inlet partial pressure 31,506.44 Pa

Stack steam inlet mole flow rate 0.2051 mol/s
Stack hydrogen inlet mole flow rate 0.0228 mol/s
Stack nitrogen inlet mole flow rate 0.1521 mol/s
Stack oxygen inlet mole flow rate 0.0404 mol/s

Total Voltage 1000.74 V
Calculated Current (<500 s) 29.98 A

Stack inlet temperature (>600 s) 963.9 K
Stack outlet temperature (>600 s) 1063.2 K

Calculated current (>600 s) 39.97 A
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11. Scaling Ratio Determination

The objective of this section is to determine the projected case’s initial and boundary
conditions and transient data based on scaling objectives. For the initial and boundary
conditions, the values are implemented into the TEDS and HTSE Dymola systems control
to replicate projected-case simulations. In Section 12, the simulation results and projected
transient data are compared to assess the scaling performance conducted. The scaling
objective is to (1) accelerate TEDS and HTSE test cases introduced in Section 10, (2) match
the amount of heat charge and discharge in the TTSS of TEDS, (3) increase the hydrogen
production rate to achieve the same overall hydrogen-production load, and (4) perform
these simulations without changing instrument type, structure materials, or geometry. To
begin this process, the most restrictive system between TEDS and HTSE Dymola models
must be determined to decide which scaled equation ratio should be calculated first. After
numerous considerations and attempts to change system-control settings for TEDS and
HTSE, it was discovered that the TEDS’s thermal transport fluid, Therminol-66, was most
constrictive when trying to set fluid temperatures higher than 673 K. As TEDS equations
modeled in Dymola are written for single phase flow, the hot-side operating temperatures
of over 673 K at 1.8 bar triggers a phase change. The gas properties of Therminol-66 are
not provided and will break the simulation. While providing a 5 K margin for simulation-
solution stability, the upper hot-side temperature limit is 668 K. This upper limit acts as a
hard restriction to the TEDS scaling analysis because the maximum heat stored in the TTSS
is now finite. If the amount of stored heat is to be matched, the test-case maximum heat
storage must be known and can be calculated using the applied mass-flow rate, time of
heat-charge mode, specific heat capacity, and the corresponding storage temperature. The
total test-case heat storage is 662 MJ at an operating temperature of 598 K. Considering the
test-case total heat storage, test-case mass of Therminol-66 fluid in TTSS, and the upper
limit operation temperature of 668 K, the target upper-limit mass for the projected case
is 3361 kg compared to the test-case mass of 4158 kg. This is the result of following the
scaling objective to match total heat storage. Abiding with the scaling objectives and scaled
equations for TEDS in Section 8.3, the ω-strain (λA,th = 1) coordinate-transformation scaled
form from [11] is applicable, and the results are the following:

tR =

[
k

ρthcP,thTth,0

]
R

, λB,th =
1
tR

, λA,in =

[
cP,inTth,0

cP,thTin,0

]
R

, λA,out =

[
cP,outTth,0

cP,thTout,0

]
R

, λTw =

[
1

Tw,0

]
R

(103)

Because the test-case and projected-case operating temperatures are known, the maximum
accelerated time ratio is 0.855. In addition, because the mass ratio is 3361/4158 = 0.808, the mass-
flow rate ratio is ṁR = 0.946. For the given scaling ratios in Equation (103), the calculated values
are λB,th = 1.219, λA,in = 1.000, λA,out = 0.996, and λA,Tw = 0.959. To consider the amount of
heat supplied by the shell-and-tube heat exchanger (the Chromalox heater in TEDS), the overall
heat transfer can be calculated by using the mass-flow rate, total heat-transfer time, specific
heat capacity, and temperature difference. Assuming the cold-side temperature is maintained
at 498 K, as was true for the test case, the overall heat-transfer ratio is 1.304, which yields an
average power of 228.129 kW and maximum power of 260.719 kW for the projected case.

For the HTSE system, the total amount of hydrogen must be conserved. This can
be reflected in the established scaled equations in Section 8.4 by enforcing the ω-strain
coordinate transformation (details of this type of scaling can be found in [18]) to stack
current (λA,I = 1) and stack voltage (λA,V). This simplifies Equations (77) and (78) to
derive the stack average-temperature parameter-of-interest scaling form and nominal
stack-voltage ratio as:

λA,T̄ =

[
V0

T̄0

]
R

, V0,R =
[

IT̄0e
10,300

T̄

]
R

(104)

Using the stack-voltage and heat-capacity differential-temperature scaled equation in
Equation (80), applied ω-strain coordinate transformation, and scaling objectives to keep
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the geometry unchanged, the time ratio can be expressed in terms of SOEC equivalent heat
capacity and stack current:

tR =

[
CP,SOEC

I

]
R

(105)

Considering the time ratio is determined from TEDS scaling analysis, and the change
in heat capacity is minimal compared to stack current changes, the stack current can be
approximated to be inversely proportional to the time ratio (IR ∝ 1/tR). Assuming the
change in heat capacity accounts for 10% of the stack current change for the given SOEC
average-temperature ranges, the stack-current scaling ratio is IR = 1.287. Because the
cathode- and anode-feed factors are maintained to be the same (this is to ensure that the
balance between supply and consumption is untouched), the inlet-flow-rate scaling ratio
for steam, hydrogen, oxygen, and nitrogen is equivalent to the stack-current scaling ratio:

wH2O,R = wH2,R = wO2,R = wN2,R = IR (106)

From Equation (79), the activation overvoltage contribution for stack voltage and stack
average temperature is provided. However, it was later determined in Equation (104) that the
stack average-temperature parameter-of-interest scaling ratio is λA,T̄ = [V0/T̄0]R. For both
equations to be equivalent, the ratio of the hyperbolic sine must be 1 ([sinh (I/2Iex,ca)]R = 1).
To ensure this is always true, the cathode exchange-current scaling ratio is equal to the stack-
current ratio (Iex,ca,R = IR). From Equation (47), the cathode-exchange current is given. For the
cathode-exchange current-scaling ratio of 1.287, the corresponding stack average temperature
is 1079.300 K. Considering the test-case operating-stack average temperature is 1063.150 K,
the nominal stack average temperature-scaling ratio is 1.015. Now that the stack current and
nominal stack average temperature-scaling ratios are known, the nominal stack-voltage scaling
ratio is 1.130. Using the nominal stack-voltage scaling ratio, nominal stack average-temperature
scaling ratio, and Equation (104), the stack average-temperature parameter-of-interest scal-
ing ratio is 1.113. For the remaining scaling ratios, some can be determined by considering
operational conditions. Throughout the HTSE startup transient and steady-state operation,
the SOEC inlet temperature, preheater-inlet steam temperature, and ambient temperature are
constant. Thus, the parameter-of-interest scaling ratios are 1 (λA,Tin = λA,steam = λamb = 1).
Using the equations provided and calculated scaling ratios, the rest of the scaled ratios can be
calculated, but are omitted due to their having no relevance in the current HTSE Dymola-model
variable library.

12. Results and Discussion

For the purpose of this research, it is essential to have the following two components:
(1) a test-case simulation, as shown in Section 10, and (2) a scaled case simulation based
on the initial and boundary conditions determined in Section 11. In essence, the scaling
process is recursive, to converge to the optimal set of scaling equations. The scaling-ratio
determination shown in Section 11 is, by definition, a preliminary scaling analysis solely
based on feedback from the test-case data. A scaled case simulation using the preliminary
scaling analysis acts as a reference to evaluate scaling performance. To investigate the
scaling conclusions determined in Sections 8 and 11, Sections 12.1 and 12.2 provide visual
evidence for TEDS and HTSE. For the measurement of scaling distortions, the general DSS
local separations are calculated using Equation (107):

ηk = βP,k

√
εDP,k

(
1

Ω̃P,k
− λA

Ω̃M,k

)
(107)

where ε is a sign adjuster to ensure the sign within the square-root is always positive.
The subscript k = 1, 2, ..., N denotes the transient temporal location of interest (recall, the
subscripts M and P are for model and prototype). It should be noted that the corresponding
model time location for the given k is not necessarily equivalent to the prototype. If the
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scaling case’s time ratio is not 1, then it is not equivalent. The coupled model and prototype
time is determined by the time ratio (e.g., if tR = 0.5 for prototype time at t = 1.0 (s),
Equation (107) should be evaluated at t = 0.5 (s) for the model). Each temporal location
separation provides insights on the distribution of scaling distortions and acts as the
qualitative criteria to evaluate scaling performance. Due to the preliminary nature of the
scaling analysis, the quantitative criteria is absent and will be addressed in future work.
The strategy for defining the quantitative criteria will be comparisons of DSS standard
error among different applied scaling decisions. The DSS standard error is the global
representation of the local scaling distortions and is shown in Equation (108):

σDSS =

√√√√ 1
N

N

∑
k=1

(
η2

k
)

(108)

Essentially, the decreased DSS standard error will indicate improvements based on
newly applied scaling decisions and vice versa.

12.1. TEDS Scaled Case

As stated in Section 11, the scaling objective is to preserve the physical amount of
heat stored at the end of the TTSS charging mode. Considering the increase in maximum
heat generation to 260.719 kW from the Chromalox heater, decreased mass-flow rate, and
loop cold-side maintained at 498 K (same as the test case in Section 10), the charge- and
discharge-mode simulations were conducted and are shown in Figures 15a,b and 16a,b.
Starting from the charge-mode comparison, the anticipated maximum temperature increase
from 598 K to 668 K is reflected. Note that the starting temperature is 498 K, which is
common between test and scaled cases. The increased temperature difference preserves
the amount of TTSS heat storage as the scaled TTSS injected hot-fluid mass is reduced to
approximately 80% of the test case. This explains the reduction in charge-outlet temperature
increase as the TTSS is only a relative fraction of the test case, and not enough time has
elapsed to transport hot-line Therminol-66 fluid to the TTSS charge-outlet line. Because the
discharge inlet pulls Therminol-66 from the cold line, the temperature remains at 498 K.

(a) Test-case core parameters to evaluate the
TTSS charge mode.

(b) Test-case core parameters to evaluate the
TTSS discharge mode.

Figure 15. Test-case time-dependent thermal distribution for charge and discharge mode. Includes
the TTSS inlet, outlet, centerline, and wall-centerline temperatures.
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(a) Scaled-case core parameters to evaluate
the TTSS charge mode.

(b) Scaled-case core parameters to evaluate
the TTSS discharge mode.

Figure 16. Scaled-case time-dependent thermal distribution for the charge and discharge mode.
Includes TTSS inlet, outlet, centerline, and wall-centerline temperatures.

The steps to calculate the DSS projected data are to (1) determine the time ratio,
(2) determine the parameter-of-interest scaling ratio (λA), and (3) use Equation (8) to post-
process test-case data. Reorganizing Equation (8) and plugging in Equation (1) gives the
relation to calculate the projected data, given the prototypical system, for the test case:

Ψ = Ψ0βprojected = Ψ0βtestλA (109)

Following the defined steps and using the preliminary scaling analysis, the projected
case data were calculated for the TSS inlet, outlet, centerline, and wall-centerline tempera-
tures; these are shown in Figure 17a,b. From the first look, the charge-outlet, discharge-inlet,
discharge-outlet, charge-centerline, discharge-centerline, wall-charge, and wall-discharge
temperatures show different features. For the charge-centerline, charge-wall, and all
discharge temperatures, the timing and magnitude are offset. For the charge-outlet temper-
ature, the data geometry indicates a large temperature increase after 5500 s, starting from
403 K. This behavior can be explained by considering that all variables were normalized
by the corresponding temperature values at the end of the charge mode (for the projected
case around 9596.167 s and for the scaled case around 8477.034 s). The definition to be
normalized is to adjust magnitudes that range around 1. The issue is the low temperature
value relative to the reference value.

(a) Comparison of projected- and scaled-case
charge-mode core parameters.

(b) Comparison of projected- and scaled-case
discharge-mode core parameters.

Figure 17. Comparison of projected- and scaled-case time-dependent thermal distribution for charge
and discharge modes. Includes TTSS inlet, outlet, centerline, and wall-centerline temperatures.
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For example, consider the normalization at the initial charge time for both cases. For
the scaled case, the reference temperatures are 668, 500, and 650 K for the charge inlet,
charge outlet, and centerline temperatures, respectively, which correspond to normalized
values of 1.000, 0.991, and 0.842. For the test case (recall Equation (109)), the reference
temperatures are 668, 582, and 581 K, which correspond to normalized values of 1.000,
0.841, and 0.755, respectively. The difference in normalized values is mainly due to the
relative magnitude of cold-side temperatures. As hot-side temperatures were upscaled,
the cold-side temperatures remained the same, causing lower-temperature normalized
values to differ significantly. Although from the scaling standpoint, such decisions lead
to scaling distortions, for operations, it is standard. If the cold-side temperatures were
upscaled, this would suggest that the TTSS was precharged before the event and would
not represent a case where the system is charged with the specified heat-storage amount.
This adds complications because the parameter-of-interest scaling ratio for thermal terms is
approximately 1 and, when applying Equation (109), the normalized values from the test
case are inherited, outputting higher temperatures than were observed from the scaled case.

As mentioned earlier, scaling analyses are recursive and are subject to modifications
when less-compatible scaling decisions are made. In this case, the combination to normalize
by the chosen reference value and leave the cold-line temperatures resulted in distorted
projections. Furthermore, although it may not be obvious, the discharge projected case, in
terms of data geometry, performed better than the charge projected case. This suggests that
there should be a separate scaling for charge and discharge modes. To modify the scaling
analysis to account for the low temperatures and varied scaling performance between both
operational modes, it is suggested that the normalizing method be changed. Regardless
of what reference value is used—whether it is a temperature value at some time or the
temperature difference—the unscaled lower temperatures always trigger scaling distortions.
One normalizing method that is capable of considering both maximum and minimum
values is the minmax scaler used in machine learning. This is shown in Equation (110).

T+ =
T − Tmin

Tmax − Tmin
(110)

Essentially, each data point is resized to range from 0 to 1 where 0 is at the minimum
value and 1 is at the maximum value.

When applying the minmax scale, Figure 18a,b show the difference when considering
the minimum and maximum values, regardless of temporal location. Magnitudes are
now adjusted to be roughly the same, and this is the correct normalization method for the
type of assumptions and scaling decisions imposed. Because it was identified. based on
Figure 17a,b, that the necessity to separate scaling analyses among charge and discharge
operations was emphasized, different time ratios were applied to achieve the results in
Figure 18a,b. One remaining shortcoming from the modified scaling analysis is the different
transient trends observed at certain time intervals for the charge and discharge modes. For
the charge mode, between 4000 and 6000 s and 6500 and 8100 s for centerline and charge-
outlet temperatures were observed. For the discharge mode, between 9300 and 12,500 s
and 10,300 and 12,200 s for discharge-outlet and centerline temperatures were found. The
root cause of these distortions is inadequacies modeling the scaled conditions defined
in Section 11. Figure 19a,b show the test- and scaled-case mass-flow rates. Immediately,
it can be seen that the control sequences between the test and scaled cases are different.
Regardless of a change to the timing by a time ratio of 0.855, the on, off, ramping up,
and ramping down do not behave as planned. This results in different fluid-injection and
ejection sequences, altering the data geometry and trends.

Another aspect that supports the conclusion of a mal-control sequence in the scaled
Dymola simulation is the measured separation for inlet, outlet, fluid centerline, and wall
centerline temperatures shown in Figures 20a,b and 21a,b. It can be shown that relatively
high separations are observed around the charge to discharge mode transition, which
suggests the heater and mass flow rate controls were not optimal enough to represent the
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defined scaled-case. Moreover, the initial 1000 s of the charge inlet temperature exhibit
unexpected distortions that are possibly rooted from the previously stated issue but will re-
quire further investigations to comprehend the source of the anomaly For future references,
an improved understanding of the system controls in the Dymola TEDS model is required
for better scaling validations concerning the control of heaters and the mass flow rate
approaching and after the transition from charge to discharge mode. Overall, the charge
mode temperatures show larger distributions of distortions than the discharge mode.

(a) Comparison of the modified projected-
and scaled-case charge-mode core

parameters.

(b) Comparison of the modified projected-
and scaled-case discharge-mode core

parameters.

Figure 18. Comparison of the modified projected- and scaled-case time-dependent thermal distribution
for charge and discharge modes. Includes TTSS inlet, outlet, centerline, and wall-centerline temperatures.

To emphasize the importance of the stated findings, consider an IES case where
the stored heat is discharged for chemical processing. Chemical process plants are hard
conditioned systems that can only operate with specific temperature, pressure, and other
conditions dependent on the given process. If the heat from thermal energy systems is used,
precise system controls are required to ensure operating conditions are constantly met,
even when transitioning from one heat source to another. The findings based on the scaling
analysis applied amplify the control issues found in the scaled Dymola case. Without the
scaling analysis, there would be difficulties on justifying the bridge between one case with
the other and determining which transients require improvements. By having the capability
to project data from test cases, the ideal behavior based on the governing equations, scaling
theory, and selected assumptions can be obtained and, to a certain degree, avoid costly
retroactive facility changes as identified issues addressed during the pre-design phase. The
recursive process of refining the scaling analysis will guarantee the validity, and the current
analysis is the first iteration to achieve this goal.

(a) Test-case mass-flow rate control.
(b) Scaled-case mass-flow rate

control.

Figure 19. Test- and scaled-case time-dependent mass-flow rate control.
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(a) Charge and discharge inlet temperature
measured local scaling distortions.

(b) Charge and discharge outlet temperature
measured local scaling distortions.

Figure 20. Inlet and outlet temperature measured local scaling distortions.

(a) Thermocline fluid centerline mid-height
temperature measured local scaling distortions.

(b) Thermocline wall centerline mid-height
temperature measured local scaling distortions.

Figure 21. Thermocline temperature measured local scaling distortions.

12.2. HTSE

For HTSE, the scaling objective is to increase hydrogen production by adjusting the
stack current, voltage, and average temperature. Considering the 1.28 factor increase in
stack current, 1.23 factor increase in voltage per cell, and significant increase in the stack
average temperature to 1201.270 K, inlet mass-flow rates of 0.264 mol/s, 0.0293 mol/s,
and 0.0520 mol/s for steam, hydrogen, and oxygen were determined. Assuming the
area-specific resistance remains unchanged, Table 7 shows the results of the scaled case
HTSE simulation. As stated in Section 10.2.2, the HTSE simulation is a time-dependent
steady-state problem. In reality, the startup of the stack should slowly (over approximately
20 s) increase the applied voltage and furnace temperature until operating conditions are
achieved for the specified stack current. Instead, the current Dymola HTSE model inversely
solves for the stack current assuming thermal-neutral voltage and cell voltage based on
furnace temperatures without delay feedback from the cathode- and anode-stack average
pressures. The outcome is steady-state stack voltage and furnace temperature. For the
applied scaling performance, the steam-inlet mole-flow rate, hydrogen inlet flow rate,
and stack voltage increased as anticipated. However, the projected applied temperatures,
oxygen mole-flow rate, nitrogen mole-flow rate, and stack current did not behave as in
the scaled-case simulation. Despite increasing the scaled-case stack temperature to 1201 K,
the applied temperatures did not increase significantly, and the possibility of mistakenly
not reflecting other temperature conditions in other modeled components is high. For the
scaled-case nitrogen mole-flow rate, oxygen mole-flow rate, and calculated current, it was
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revealed by the Dymola model code that the physics were being calculated differently from
the equation set used in Section 7. The modeled current density and stack power are [17]:

i =
Operating Voltage−Open Circuit Voltage

ASR
, Stack Power = Operating Voltage · i · A (111)

Because the current density is calculated by subtracting the operating voltage from the
open circuit voltage, and the area-specific resistance is unchanged by the scaling objectives
stated in Section 11. The open-voltage reduced numerator values increase, and as a result,
the stack-current decreased compared to the test case values. The corrective action is
to either (1) change HTSE scaling equations to adopt Dymola models, or (2) modify the
Dymola models to adhere to the set of HTSE equations introduced in Section 7. Although
the cathode mole-flow rates were not affected, a significant reduction in anode mole-flow
rates was observed. The HTSE findings in this case suggest that the applied scaling analysis
was capable of discovering misplaced physics based on the projected results, as simulation
model discrepancy is a large source of error. Unfortunately, due to the steady-state transient
nature of HTSE Dymola runs, Equation (107) cannot be used to visualize distributions of
scaling distortions as DSS post-processed parameters require dynamic behavior. Further
investigations on the exact cause will be conducted.

Table 7. Scaled and projected case values of test case. Absolute relative errors are in reference to the
projected case values.

Output Parameter Scaled Case Value Projected Case Value Absolute Relative Error (%)

Stack inlet temperature (<500 s) 1006.21 K 1092.68 K 7.91
Stack outlet temperature (<500 s) 1062.72 K 1281.62 K 17.08

Ambient temperature 293.10 K 293.10 K 0.00
Stack steam inlet partial pressure 65,078.9 Pa 65,078.9 Pa 0.00

Stack hydrogen-inlet partial pressure 38,220.9 Pa 38,220.9 Pa 0.00
Stack oxygen-inlet partial pressure 31,506.44 Pa 31,506.44 Pa 0.00

Stack steam-inlet mole-flow rate 0.264 mol/s 0.264 mol/s 0.00
Stack hydrogen-inlet mole-flow rate 0.0293 mol/s 0.0293 mol/s 0.00
Stack nitrogen-inlet mole-flow rate 0.0630 mol/s 0.167 mol/s 62.28
Stack oxygen-inlet mole-flow rate 0.0167 mol/s 0.0520 mol/s 67.89

Total voltage 1131 V 1131 V
Calculated current (<500 s) 26.53 A 34.14 A 22.28

Stack inlet temperature (>600 s) 973.7 K 1069.9 K 8.99
Stack outlet temperature (>600 s) 1063.2 K 1281.6 K 17.04

Calculated current (>600 s) 35.37 A 51.43 A 31.22

13. Conclusions

In a first attempt to validate scaling activities under the IES program, multiple systems
between TEDS and HTSE were scaled, and Dymola test cases were simulated. Based on test-
case initial and boundary conditions and scaling objectives, the corresponding scaling ratios
to calculate the scaled-case operating conditions and predict scaled-case simulation data were
determined. The test-case models were modified accordingly, and the scaled-case models were
simulated under the specified operating conditions. Concurrently, the scaled ratios applied
to the test- and scaled-case data were predicted (and referred to as the projected-case). After
comparing the projected- and scaling-case data, several defects in the TEDS preliminary scaling
analysis were discovered, and applied governing-equation discrepancies were identified for the
HTSE preliminary scaling analysis. To improve TEDS scaling performance, the normalization
method was changed accordingly, and the scaling predictive capabilities were significantly
enhanced. For HTSE scaling, two possible corrective actions were recognized; it was determined
that further investigations would be required to fully comprehend the extent of the scaling
distortions exhibited. The findings, based on measured separation for TEDS inlet, outlet,
fluid centerline, and wall centerline temperatures shown in Figures 20a,b and 21a,b, suggest a
mal-control sequence of the scaled Dymola simulation reflecting the conditions derived, and
relatively high separations are observed around the charge to discharge mode transition. This is
of great relevance to the large-scale and actual implementation of IES as precise system controls
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are required to ensure optimal coordination during flexible operations. As scaling processes are
recursive and potentially require multiple reevaluations in order to converge to the optimal form,
studies following this research will attempt to further improve the currently established scaling
analysis to achieve facility-demonstration quality. One aspect to note is that the simulations
were conducted on TEDS and HTSE separately. Although the intent was to have an integral
system simulation to observe the scaling-analysis performance on the integral level, certain
incompatibilities between the TEDS and HTSE models existed, delaying code development. In a
case in which sufficient modifications are made, the same analysis will be conducted once more.
To increase system similarity for TEDS and HTSE, scaling validation via facility demonstration
is required. Finally, having the capability to project data from test cases, the ideal behavior
based on the governing equations, scaling theory, and selected assumptions can be obtained.
For virtual IES emulations between facilities of multiple scales, the demonstrated capabilities
can convert system-to-system signals enabling near-realistic IES operations and assist efforts to
realize real-world IES.
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