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EXECUTIVE SUMMARY

Idaho National Laboratory (INL), under the auspices of the U.S. Department of Energy, is performing
research and development that focuses on key phenomena important during potential scenarios that may
occur in very high temperature reactors (VHTRs). Phenomena Identification and Ranking Studies to date
have ranked an air ingress event, following on the heels of a VHTR depressurization, as important with
regard to core safety. Consequently, the development of advanced air ingress-related models and
verification and validation data are a very high priority.

Following a loss of coolant and system depressurization incident, air will enter the core through the
break, possibly causing oxidation of the in-the core and reflector graphite structure. Simple core and plant
models indicate that, under certain circumstances, the oxidation may proceed at an elevated rate with
additional heat generated from the oxidation reaction itself. Under postulated conditions of fluid flow and
temperature, excessive degradation of the lower plenum graphite can lead to a loss of structural support.
Excessive oxidation of core graphite can also lead to the release of fission products into the confinement.
Experimental validation of analytical and computational fluid dynamic (CFD) models of air ingress as
undertaken in this study can thus improve understanding of this phenomenon. Validated models can in
turn be used to estimate the probability and consequences of various air ingress events.

In an effort to estimate the proper safety margin during such events, computer simulations must
include accurate multidimensional thermal-hydraulic and reactor physics, burn-off, and fracture models.
Each of these components must be validated with experimental data. An understanding of the interplay
between these models can lead to effective strategies to mitigate the effects of oxidation. The results from
this research will answer key questions raised during the phenomena identification and ranking table
(PIRT) process.

The second year of this three-year project (FY-08 to FY-10) was focused on (a) the analytical, CFD,
and experimental study of air ingress caused by density-driven, stratified, countercurrent flow; (b)
advanced graphite oxidation experiments and modeling; (c) the experimental study of burn-off in the core
bottom structures, (d) the implementation of advanced graphite oxidation models into the GAMMA code,
(f) air ingress and oxidation mitigation analyses of a class of air-ingress scenarios, (g) development of
core neutronic models, (h) coupling of core neutronic and thermal hydraulic models, and (i) verification
and validation of coupled models.

This executive summary highlights the accomplishments from this research project.

E-1. RESEARCH OBJECTIVES

The major goal of this project is to perform air-ingress-related analyses and experiments so the
consequences of air-ingress in the Next Generation Nuclear Plant (NGNP) can be reliably predicted with
a high degree of certainty. The research objectives are summarized in this section.

Analyses will be performed to simulate air-ingress accidents. The major objective of these analyses is
to understand what will really happen in the air-ingress accident and to evaluate various methods for
mitigating the effects of the air ingress.

Experiments will be conducted in this project to supply information needed to validate computer
codes to model important phenomena during air-ingress accidents. These experiments will measure:

e the rate of air ingress into the reactor core because of density-driven, stratified flow,

e the internal pore area density of nuclear grade graphite, which is an important parameter for
determining the oxidation rate,
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e the variation in oxidation rate and density and their effects on burn-off in the bottom reflector,

e the effect of burn-off on the structural integrity of the core bottom structures.

Another important goal of this project is to develop coupled neutronics and thermal-hydraulic
capability in the GAMMA code, which involves the:

e Development of core neutronics models
e Coupling of neutronic-thermal hydraulic tools

e Verification and validation (V&V) of the coupled core model.

This will allow the simulation of re-criticality in conduction cool-down without scram and accurate
initial and transient power distribution, which are both essential for the accurate estimation of the safety
margin.

E-2. REPORT CONTENT AND ORGANIZATION

This report highlights key accomplishments achieved in FY-09. Section 1 provides introductory
information about the project’s focus. Detailed information about the objectives and accomplishments
from each task completed in this project can be found in Sections 2 through 10. Section 11 highlights the
results and conclusions that can be drawn from each task.

E-3. PROJECT APPROACH AND ORGANIZATION

The proposed work was planned to be carried out over a 3-year period (FY-08-10). The proposed
work plan consists of the following nine major tasks:

Density-difference induced stratified flow analysis (INL)
Experimental study of the stratified flow (INL)

Advanced graphite oxidation study (INL)

Air ingress mitigation study (INL)

Experiment of burn-off in the core bottom structures (KAIST)
Structural tests of oxidized core bottom structures (KAIST)
Coupling neutronic-thermal hydraulic tools (KAIST)

Core neutronic model (KAIST)

Coupled core model V&V (KAIST).

© *® N kWD =

Figure E-1 shows more details of tasks involved in this project.
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Stratified Flow Study
Task 1 (INL) Validation Task 2 (INL)
Stratified Flow Analysis Stratified Flow
(CFD & GAMMA) Experiment
Advanced Graphite Models and Core Neutronic
Oxidation Study Parameters Vodels and Model
odels an Task 7 (KAIST)
P Parameters Coupling Neutronic
Ad d Graphit
S;Tj:?ion gatlsdlye ‘ GAMMA - Thermal Hydraulic Tool
Code
Task 5 (KAIST) Models and Task 8 (KAIST)
Experiment of Burn-off Parameters Analysis Core Neutronic Model
In the Core Bottom Structure
Task 6 (KAIST) Task 4 (INL) Task 8 (KAIST)
Structural Test of Burn- Full Air-ingress Analysis COUpledVgslre Model
off Core Bottom Structure L N
Air-ingress Mitigation Study

Figure E-1. Schematic diagram of all tasks involved.

E-4. KEY PROGRAM ACCOMPLISHMENTS

Highlights of key accomplishments during this fiscal year (FY-09) for the nine tasks are summarized
in this section. These accomplishments include items required to meet task objectives outlined in the
original proposal for this project and items that meet overall I-NERI objectives. As indicated below, this
project not only advanced the state-of-art in research pertaining to the VHTR, but also provided hands-on
experience to a number of graduate students studying complex flow phenomena in gas-cooled reactors.

E-4.1 Task 1—Density-difference Induced Stratified
Flow Analysis (INL)

Various theoretical and computational tasks were accomplished in Task 1. First, previous gravity
current studies which indicate qualitative agreement with air-ingress phenomena in HTRs have been
extensively reviewed. Based upon this review, some analytical investigations have been completed. This
analysis was focused on the identification and comparison of the important air-ingress mechanisms
(molecular diffusion versus density gradient driven flow). In FY-09, a simple 2-D CFD model developed
in FY-08 was upgraded to three-dimensional (3-D) CFD model which includes the confinement of the
GTMHR, a reference design selected for this study.

Results of analytical models agree very well with those of 2-D and 3-D CFD simulations in terms of
time scales and the recirculation pattern in the lower plenum. This recirculation pattern helps air to move
up to the reactor core along with a recirculation flow pattern in the core established by the temperature
difference in the reactor core and lower temperature near the outer wall.

3-D calculations have confirmed the current understanding of the phenomena of air-ingress based on
density-gradient driven flow. In addition to the detailed 3-D model, some preliminary 2-D CFD analyses
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included the heterogeneous chemical reaction which appears to be dominated by carbon monoxide (CO)
in the higher temperature regions in the reactor core. All details are described in Section 2.6.

E-4.2 Task 2—Experimental Study on the Stratified Flow (INL)

An experimental plan for the density gradient driven stratified flow has been established in this fiscal
year. Two isothermal experiments have been designed in order to understand stratified flow phenomena
in the double-ended-guillotine-break (DEGB) situation and the partial break situation, respectively. The
DEGB experiment will focus on visualization of stratified flow in the horizontal pipe, at the flow
expansion, and around the supporting structures. This experiment is designed to measure local and global
velocity and concentration data by using optical methods. The obtained data will be used for code
validation. The partial break experiment will focus on the different flow regimes that occur in the
different break orientations. In these experiments, the flow regimes will be simulated and measured to
produce a flow regime map if possible. The measured local and global velocity and concentration data
also will be used for code validations. For data comparisons, CFD models have been developed based on
the final experimental design, and some sensitivity studies have been completed. This blind CFD analyses
results will finally be compared to the experimental data for validation.

E-4.3 Task 3—Advanced Graphite Oxidation Study (INL)

In FY-09, the structural analyses on the graphite supporting structure that was performed in FY-08
has been upgraded under the new air-ingress scenario assuming that the flow is driven by density
gradients in addition to molecular diffusion. In this analysis, the collapse of the graphite structure was
estimated for a simplified model of the reference VHTR by two computer codes; GAMMA code (system
analysis code) and ABAQUS code (stress analysis code). The graphite oxidation and corrosion were
predicted by the GAMMA code, and the information was implemented into the ABAQUS code to
estimate the core collapse. Aside from this analysis, further computations were performed with MATLAB
to conservatively estimate the maximum allowable burn-off to maintain graphite structural integrity. A
graphite oxidation models and algorithm, including graphite corrosion and failure, were constructed and
implemented in the GAMMA code. Based on the advanced model, VHTR air-ingress analyses have been
carried out for two different graphite structural materials (IG-110, H-451) under conservative assumptions.

E-4.4 Task 4—Air Ingress Mitigation Study (INL)

As part of the FY-09 scope, some preliminary studies were conducted to investigate air-ingress
mitigation methods, providing some idea of the air-ingress mitigation or graphite oxidation mitigation
methods proposed in this task.

E-4.5 Task 5—Experiment of Burn-off in the Bottom Structure (KAIST)

Various graphite oxidation and burn-off characteristics of IG-430 graphite were investigated in Task
5 as a continuation of FY-08 work. The experimental results were compared to those of IG-110 graphite
obtained in FY-08. As a result, the kinetic parameters such as activation energy and order of reaction
were experimentally measured to be 158.5 kJ/mol and 0.37 for IG-430, respectively, while the values are
218 kJ/mol and 0.75 for IG-110. Burn-off characteristics of the IG-430 and IG-110 were also compared at
Zone I dominated by kinetics. The maximum reaction rates for both 1G-430 and IG-110 graphite appeared
at about 40% burn-off, but the trends were somewhat different. IG-110 showed rapid increase of reaction
in the beginning with large internal surface area changes, but IG-430 showed only small changes of
reaction with burn-offs. One interesting observation was that the presence of moisture in the reacting gas
does not affect the oxidation or burn-off history during the whole time period.
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E-4.6 Task 6—Structural Tests of Burn-off Bottom Structure (KAIST)

Mechanical testing for IG-430 graphite was carried out in Task 6 for various oxidized conditions, and
the results were compared to those of IG-110 obtained in FY-08. The followings are the notable results.
Compressive strength of original IG-430 was measured to be 88.99 MPa, which is about 13% higher than
that of IG-110. The experiment for fracture of 1G-430 showed that the graphite failure stress is a function
of slenderness ratio only. Therefore, the failure strength of the graphite structure can be simply
determined by the geometrical information and burn-off level. This experiment also showed that 1G-430
is fractured by buckling at the slenderness ratio larger than 13.83, while IG-110 is fractured by buckling
at the slenderness ratio larger than 11.76. They can be considered the transition point of the slenderness
ratio showing different failure modes (compressive or buckling). The relation between graphite burn-off
and buckling strength for IG-430 has been investigated by mechanical testing for the oxidized samples.
The relationship has been expressed by a Knudsen type formula. This experiment showed that the
mechanical degradation of IG-430 is quite a bit slower than that of IG-110, thus maintaining better
structural integrity. Finally, mechanical testing of several graphite columns with different geometries and
dimensions was performed for various burn-off levels considering general geometries. Based on the
experimental results, the strength of graphite columns oxidized in Zone I is dependent on the initial
strength and burn-off level, even though the graphite columns have different dimensions with different
failure modes.

E-4.7 Task 7—Coupling Neutronic-Thermal Hydraulic Tools (KAIST)

KAIST proposed coupling neutronics-thermal hydraulic tools in Task 7 to analyze VHTR thermal
hydraulics behavior. KAIST therefore developed a multidimensional gas multicomponent mixture
analysis code (GAMMA) and multigroup 3-D hexagonal geometry neutronics code (COREDAX). These
codes were coupled into a system code, GAMMA/COREDAX, so the VHTR core could be analyzed.
During FY-09, the parameters for neutronic/thermal-hydraulic coupling were set up between the
GAMMA and COREDAX codes. Since the calculation nodes between the two codes are quite different, a
node mapping subroutine was developed in the COREDAX code and tested. By replacing the ‘point
kinetics’ subroutine in GAMMA code with the ‘COREDAX_coupling’ subroutine, the coupling
GAMMA and COREDAX codes were finally completed. To test GAMMA/COREDAX code coupling, a
simplified GTMHR 600 MWth was tested. As a result, the calculation results between GAMMA with
COREDAX results and GAMMA/COREDAX code are exactly matched.

E-4.8 Task 8—Core Neutronic Model (KAIST)

KAIST developed the COREDAX code in Task 8 based on the analytic function expansion nodal
(AFEN) method in 3-D hexagonal geometry. The AFEN method includes the use of node-interface flux
moments as nodal unknowns. These nodal unknowns increase the accuracy of 3-D calculation results.
Multigroup extension based on matrix function theory and coarse group rebalance (CGR) acceleration
were applied into the COREDAX code. The COREDAX code implementing the AFEN method was
verified by testing the VVER-440 benchmark problem, a simplified VVER-1000 benchmark problem,
and the SNR-300 benchmark problem. The benchmark results showed that the COREDAX results are in
good agreement with the reference results calculated by PARCS (for VVER-400), VENTURE (for
VVER-1000), and DIF3D (for SNR-300).

E-4.9 Task 9—Coupled Core Model V&V (KAIST)

This task involves the verification of GAMMA code coupled with COREDAX code and the
validation of prediction results of thermal power distribution in the hexagonal reactor core. This task will
be performed in FY-10.
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FY-09 Report:
Experimental Validation of Stratified Flow Phenomena,
Graphite Oxidation, and Mitigation Strategies of Air
Ingress Accidents

1. INTRODUCTION

A loss-of-coolant accident (LOCA) is considered as a critical event for a very high temperature gas-
cooled reactor (VHTR). Following helium depressurization, it is anticipated that unless countermeasures
are taken, air will enter the core through the break leading to oxidation of the in-core graphite structure.
Thus, without mitigation features, a LOCA will lead to an air ingress event, which may lead to
exothermic chemical reactions of graphite with oxygen. Under extreme circumstances, a loss of core
structural integrity may occur along with excessive release of radiological inventory. The rate of graphite
oxidation and the likelihood of extensive structural damage can be assessed with a combination of
analytical investigation, simulations of simplified core models, and experimental validation.

Idaho National Laboratory under the auspices of the U.S. Department of Energy is performing
research and development (R&D) that focuses on key phenomena important during challenging scenarios
that may occur in the VHTR. Phenomena Identification and Ranking Table (PIRT) studies to date have
identified the air ingress event, following on the heels of a VHTR depressurization, as very important (Oh
et al. 2006, Schultz et al. 2006). Consequently, the development of advanced air ingress-related models
and verification and validation (V&V) requirements are part of the experimental validation plan.

1.1 Objectives

The major goal of the second year effort of the 3-year study was first to perform air-ingress-related
experiments and validate the computer codes, such as computational fluid dynamics (CFD) and GAMMA,
in order to make them reliable for use in predicting the consequences of air-ingress in a VHTR.

This research was conducted to supply information needed by the codes that will model the important
phenomena during air-ingress accidents. The following information was obtained:

e The effects of density-driven, stratified flow on air ingress in the reactor core

e The internal pore area density of nuclear grade graphite, an important parameter for determining the
oxidation rate

e the oxidation and density variation in terms of burn-off in the core bottom structures

e The effects of the burn-off on the structural integrity of the core bottom structures.

The second objective of this study was to simulate air-ingress accidents by validated methods for
estimating the consequence of a LOCA, and evaluating various methods for the mitigation of the effects
of air ingress.

The final objective was to develop a coupled neutronics and thermal-hydraulic capability in the
GAMMA code, which involved:

e The development of core neutronics models
¢ Coupling neutronic-thermal hydraulic tools

e Coupled core model V&V.
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These objectives are pursued to allow the simulation of recriticality in conduction cool-down
accidents without scram and to determine initial and transient power distribution, which are essential for
the accurate estimation of the safety margin.

1.2 Background

The VHTR is a graphite-moderated, uranium-fueled, helium-cooled reactor using a direct or indirect
gas cycle to convert the heat generated by nuclear fission into other forms of energy suitable for driving
industrial processes. High temperature gas reactor (HTGR) technology has been researched and
developed since the 1950s. The VHTR produces a higher outlet temperature than the HTGR. VHTRs
work on the principle of passing a cooling gas through the core, then running the heated gas directly to a
steam generator or a gas turbine. VHTRSs have been built in Japan and China for their nuclear research.
VHTRs have several advantages over light water reactors (LWRs), including fuel integrity, proliferation
resistance, a relatively simple fuel cycle, easy refueling, and modularity to supply electricity to remote
areas and energy-starved underdeveloped countries with a smaller power generation infrastructure. The
characteristics of the VHTR are (1) helium coolant, (2) higher than 900°C outlet temperature, and (3) a
modularity of 600 MWth. Benefits of the VHTR concept are (1) high thermal efficiency compared to
other concepts, (2) process heat production at temperatures suitable for a range of industrial applications,
and (3) a high degree of passive safety. The plant design should be streamlined to be technically sound,
robust, proliferation-resistant, and economical. Even though gas reactors have been developed in the past
with some success, the innovations of modularity and integrated state-of-the-art safety systems make the
VHTR design attractive from a technical and economic perspective.

The very high temperatures of this reactor concept can degrade structural graphite in the event of leak
in the primary loop leads to depressurization and introduction of air into the core. This LOCA may lead to
the oxidation of the in-core graphite structure and heat-up of the fuel that can lead to release of fission
products. If such events are found to be likely, design changes or other countermeasures may be required.

To resolve these concerns, a well-validated tool on safety and design analysis is needed. As part of an
International Nuclear Energy Research Initiative project (Oh et al. 2006), the GAMMA code has been
developed. GAMMA has a capability to analyze the air-ingress accident under a VHTR LOCA. The
GAMMA code is being further improved and validated in order to simulate transient and chemical
phenomena associated with the VHTR LOCA.

Two important new issues are associated with air-ingress in a VHTR. One concerns the potential for
core degradation caused by weakening of the graphite support structure following oxidation. The other is
associated with stratified flow caused by density differences that will accelerate the air-ingress into the
lower plenum of the reactor. Excessive graphite oxidation and density-driven stratified flow have been
observed in simple geometries and flow regimes but it is yet to be determined whether they play a
significant role in the VHTR LOCA accident sequence. To determine if these phenomena are of licensing
concern, further investigation is warranted.

1.3 R&D Plan

1.3.1  Task 1: Density-Difference Induced Stratified Flow Analysis—FY-08 and
FY-09 Task

Task 1 involved computational analyses to validate the density-difference induced air ingress
phenomena postulated in the VHTR following a pipe break. After the hypothesized break in the hot duct
of the VHTR, air present in the reactor cavity will enter the reactor vessel via density-driven stratified
flow. Because of the significantly higher molecular weight and lower initial temperature of the reactor
cavity air, the air-helium mixture in the cavity is heavier than the helium discharging through the break.
In the later stages of the helium blow-down, the momentum of the helium flow decreases enough that the
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heavier cavity air can flow into the lower plenum of the reactor vessel through the lower portion of the
broken hot duct while helium is escaping in the opposite direction through the upper portion of the hot
duct. Once it enters the reactor, the heavier gas (air) will pool at the bottom of the lower plenum and
begin to diffuse upwards into the core. This condition (based on the countercurrent stratified flow
assumption) is considerably different from the standard assumption used in calculations to date in which
the air is assumed to diffuse into the lower plenum through the hot duct. Preliminary calculations
performed as part of the FY-08 task showed that countercurrent stratified flow occurs and significantly
accelerates air ingress, rather than the assumed molecular diffusion. In this task, the characteristics and
behaviors of these phenomena have been analyzed and estimated by computational and theoretical
methods. The following activities were carried out in this study:

e CFD analysis of the stratified flow
e Development of a stratified flow model for GAMMA (if necessary)

e Air-ingress analyses, including stratified flow phenomena.

1.3.2 Task 2: Experimental Study on the Stratified Flow—FY-09 and FY-10 Task

Task 2 involves experimental data collection to provide a baseline for validation of CFD and
GAMMA codes based on experimental results. In this task, a test flow loop is set up to mimic the density-
difference induced air ingress phenomena. The following parameters are being investigated:

e Test flow loop setup
e Flow visualization
e Parametric study

e Total break versus partial break.

1.3.3 Task 3: Advanced Graphite Oxidation Study—FY-08 and FY-09 Task

Task 3 measures the transient graphite oxidation with burn-off, and the internal pore surface area
density of nuclear-grade graphite—a parameter found to be a very important in the early stage of graphite
oxidation. The results of these measurements will be implemented into the upgraded GAMMA code. The
following activities are being carried out in this task:

e Measurement of surface area density of nuclear graphite using Brunaur-Emmett-Teller method
e Measurement of transient graphite oxidation with burn-off

e Implementation of the advanced graphite material parameters into GAMMA code.

1.3.4 Task 4: Air Ingress Mitigation Study—FY-10 Task

This task will develop potential methods of air-ingress mitigation and evaluate the effects of those
methods by computational means. Full air-ingress analyses will be performed by upgraded GAMMA
code. These analyses will consider all the possible physical phenomena expected in an air-ingress
accident including: gas diffusion, natural convection, stratified flow, radiation, conduction, convection,
porous media, etc. The following activities will be carried out in this task:

e Set up the advanced air-ingress analysis
e Develop air-ingress mitigation methods (Conceptual study)

e Analyze full air-ingress and evaluate mitigation methods.

The progress being made on each of these tasks is discussed in the rest of this report.
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1.3.5 Task 5: Experiment of Burn-off in the Core Bottom Structures (KAIST)

This task will measure the oxidation rate and density of the nuclear graphite and developed oxidation
models of the core bottom structures, which would be exposed to air in a LOCA. The main parameters
that affect the rate of oxidation and density of the graphite of the core bottom are kinetics, mass diffusion,
combined effect of kinetics and mass diffusion, moisture, shape and size, and degree of burn-off. The
following activities will be carried out in this task:

e Measurement of oxidation rate of nuclear graphite

e Measurement of density of nuclear graphite with burn-off.

1.3.6 Task 6: Structural Tests of Oxidized Core Bottom Structures (KAIST)—
FY-09 and FY-10 Task

This task involves the fracture model regarding the oxidation of the nuclear graphite. Because of the
density changes in the nuclear graphite, structural characteristics will be investigated and the fracture
model of the core bottom structures will be developed by fracture test, including the internal pressure test,
uniaxial compression test, diametrical compression test, and fracture toughness test. The following
activities will be carried out in this task:

e Fracture test of nuclear graphite with burn-off

e Development of fracture model of burnt-off bottom reflector.

1.3.7 Task 7: Coupling Neutronic-Thermal Hydraulic Tools (KAIST)—FY-09
Task

This task involves enhancing the thermal-hydraulic capability of GAMMA code. Thermal power
distribution in the reactor core is needed to improve the reliability of thermal-hydraulic analysis. The
knowledge of accurate thermal distribution is also needed to generate an exact cross-section of nuclei.
Neutronics/thermal-hydraulics feedback effects will be therefore investigated and the feedback
parameters will be implemented into an upgraded GAMMA code. The following activities will be carried
out in this task:

e Set up parameters for neutronics/thermal-hydraulics code coupling

¢ Code coupling of COREDAX with GAMMA.

1.3.8 Task 8: Core Neutronic Model (KAIST) —FY-08 and FY-09 Task

This task involves an advanced neutronics code for both steady and transient analysis of a VHTR core.
Korea Advanced Institute of Science and Technology (KAIST) developed COREDAX code to analyze
the hexagonal-z three-dimensional (3-D) geometry. The COREDAX code is based on analytic function
expansion nodal (AFEN) method, which does not use the transverse-integration procedure, but uses
analytic basis functions to represent solution with upmost accuracy. The COREDAX and GAMMA
coupled code will provide accurate analysis of initial condition power distribution of VHTR via feedback
calculation with each other. In this task, the COREDAX code will be developed to deal with the
hexagonal-z 3-D geometry. COREDAX code will be used to investigate the feedback between neutronics
and thermal-hydraulics. The following activities will be carried out in this study:

e Development of a VHTR core neutronics analysis code in hexagonal 3-D geometry

¢ Investigation of neutronics/thermal-hydraulics feedback effects.
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1.3.9 Task 9: Coupled Core Model V&V (KAIST) — FY-10 Task

This task involves the verification of GAMMA code coupled with COREDAX code and the
validation of prediction results of thermal power distribution in the hexagonal reactor core. The following
activities will be carried out in this task:

e Verification of GAMMA and COREDAX coupling

e Validation of coupled code with reference data.

1.4 Research and Development Collaboration

The research proposed in this report was carried out as collaboration between Idaho National
Laboratory (INL) in the United States and KAIST in Korea. Both INL and KAIST provided project
management and integration in addition to performing work on technical tasks. This collaboration
exploited unique capabilities and resources available at these organizations.

The individual task responsibilities of INL and KAIST are indicated in Table 1-1. All tasks where
INL and KAIST shared the leadership and technical performance responsibilities, each of the activities
were planned and executed with a high degree of coordination between the organizations.

Table 1-1. Organization responsibilities by task.

Task No. Lead INL Responsibilities KAIST Responsibilities
0.0 Shared Project management at INL Project management at KAIST
0.1 Shared Prepare annual reports Prepare annual reports
1.0 INL Analysis of stratified flow Review and comments
2.0 INL Experiment on stratified flow Review and comments
3.0 INL Experiment and analysis on Review and comments

graphite oxidation
4.0 INL Full air ingress analysis for Modeling and method validation
reference reactor Review and comments

Method development for air-
ingress mitigation

5.0 KAIST Review and comments Experiment on burn-off of bottom
reflector graphite
6.0 KAIST Review and comments Fracture test and analysis
Generating backup data
7.0 KAIST Review and comments Coupling neutronic-thermal hydraulic tool
8.0 KAIST Review and comments Development of core neutronic model
9.0 KAIST Review and comments Validation of coupled code
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2. TASK 1: DENSITY-DIFFERENCE INDUCED STRATIFIED
FLOW ANALYSIS (INL)

2.1 Introduction

The potential for air to ingress into the VHTR vessel stems from consideration of postulated LOCAs.
The VHTR is located in a reactor cavity that is filled with air under normal operational conditions. If a
LOCA occurs, air may be able to move into the reactor vessel. It is presently thought that the worst-case
scenario will occur if a double-ended guillotine break (DEGB) in the hot duct is postulated. The
probability of a DEGB is still a subject of discussion as to whether it can and should be considered a
licensing basis event. This issue is not addressed in this study and is arguably treated more appropriately
using probabilistic methods but, as a worst-case event, simulation of the DEGB may provide useful
information about the trajectory of a ‘cliff-edge’ air ingress sequence. The hot duct is a large pipe (exact
dimensions presently not defined, but the outer diameter is over a meter) that connects the reactor vessel
with the vessel housing the power conversion equipment.

For a DEGB, the transient will commence with a depressurization from operating pressure (assumed
to be approximately 7 to 9 MPa) as helium is discharged into the reactor cavity. During the
depressurization phase hot helium from the vessel will mix with the air in the reactor cavity. Hence, a
helium-laced air mixture will be available to move into the reactor vessel once the pressure gradient
across the break has been equalized, thus changing the flow behavior at the break from a momentum-
driven flow out of the reactor vessel into the reactor cavity to a density-gradient driven stratified
countercurrent flow with helium moving out of the reactor vessel into the cavity while helium-laced air
moves into the reactor vessel from the reactor cavity.

The potential for density-gradient governed stratified air to ingress into the VHTR following a
large-break LOCA was first described in the Next Generation Nuclear Plant Methods Technical Program
Plan (Schultz et al. 2006) based on stratified flow studies performed with liquid (Liou et al. 1997, 2005).
Studies on density gradient driven stratified flow in advanced reactor systems has been the subject of
active research for well over a decade because density-gradient dominated stratified flow is an inherent
characteristic of passive systems used in advanced reactors.

The work done on Generation 3+ systems, although for LWRs, is conceptually identical and directly
applicable to the phenomenological behavior that will occur in the Next Generation Nuclear Plant
(NGNP). Even though the earlier studies were based on Generation 3+ systems using water as the
working fluid, the governing equations are identical. The boundary conditions change to reflect the
differences in the working fluid and the reactor vessel geometry. Recently a simple computational fluid
dynamic calculation was made to mimic the LOCA between two tanks filled with helium and oxygen,
respectively, as shown in Figure 2-1.

He Air H Ai He Air
. e ir <
(a) Depressurization. (b) Onset of density driven flow (no  (c) Density driven flow (Reverse
flow at the bottom of the break). flow at the bottom of the pipe).

Figure 2-1. Density-driven induced stratified flow.
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Earlier studies of the mechanisms leading to air ingress into the reactor vessel focused on diffusion as
described by Fick’s Law (Takeda 1997, Takeda and Hishida 1996, Oh et al. 2006, Kim et al. 2007, NO et
al. 2007) and ignored the effects of density gradients on the interactions between helium (low density)
and air or helium-laced air (high density) flows.

Air ingress into the reactor vessel stemming from density gradient driven stratified flow occurs over a
shorter time scale than diffusion and results in a depressurized conduction cooling scenario with a
different set of boundary conditions than previously assumed. Hence, experiments are needed to study
these phenomena as noted in the NGNP Methods Thermal-Fluids Experiment Plan (Schultz et al. [2006]).
Subsequent to the break in the hot duct hypothesized in depressurized conduction cool-down, air present
in the reactor cavity will enter the reactor vessel. Because of the significantly higher molecular weight
and lower initial temperature of the reactor cavity air, the air-helium mixture in the cavity is always
heavier than the helium discharging from the reactor vessel via the break into the reactor cavity. Once the
air-helium mixture enters the reactor vessel, it will pool at the bottom of the lower plenum then move
from the lower plenum into the core via diffusion and the density-gradient induced by heating. When
density gradient driven stratified flow is considered as a contributing phenomena for air ingress into the
reactor vessel, the following factors contribute to a much earlier natural circulation-phase in the reactor
vessel: (a) density gradient driven stratified flow is a much more rapid mechanism (at least one order of
magnitude) for moving air into the reactor vessel lower plenum than diffusion, and consequently, (b) the
diffusion dominated phase begins with a much larger flow area and a much shorter distance for air to
move into the core than earlier scenarios that attribute all air ingress from the reactor cavity into the core
to diffusion only.

In essence, the stratified flow assumption is based on the formation of a wedge of air at the lower
portion of the hot duct break which will advance into the reactor vessel as a function of the density-
gradients once the blow down has depressurized. Such flows are well characterized by the densimetric
Froude number F, which correlates the densities of helium and the air mixture to a constant value
representative of the flow condition at different times in the scenario.

F= @2-1)

where u = discharge velocity of air, d = hydraulic depth of air, and g’ = reduced gravity defined by

' g(pz_pl)
_ 2-2
) 22)

2

The buoyancy induced by the density difference of the two fluids necessitates the use of reduced
gravity g’ instead of the standard gravity g. The magnitude of F indicates the magnitude of inertia force
relative to the buoyancy created by stratification, and is a controlling parameter in stratified flows. This
idea and experimental confirmation can be found in Liou et al. (1997) and Yih (1980).

A stratified flow experiment is required to better understand this phenomenon and provide data for
validation of codes that will be used in conjunction with systems analysis codes to model this inherently
multidimensional phenomenon. It is expected that the densimetric Froude number will be found to be a
function of

vault
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where a = orientation of the break with respect to the vertical, L = length of the separated hot duct on the
reactor vessel side, D = diameter of the hot duct, V = volume, Pr = Pressure coefficient, and R = Reynolds
number.

Thus, as shown in Figure 2-1(a), outward flow of helium into the reactor cavity from the reactor
vessel continues until the reactor pressure is sufficiently reduced such that the blow-down flow subsides.
Thereafter, air begins to intrude into the pipe through the lower portion of the break as depicted in
Figure 2-1(b) and Figure 2-1(c). In a rectangular flow cross section, it can be shown theoretically that the
volumetric flow rates of the two fluids through the break are the same (Liou 1997). It is therefore
assumed that the helium volumetric flow and air volumetric flow are equal. The heavy air will enter the
vessel and collect (allowing dome turbulent mixing) at the bottom of the VHTR in the lower plenum. The
air in the lower plenum will heat up and create a density gradient that causes a buoyancy force that drives
the air further up into the reactor core. This density gradient will trigger a natural circulation in the reactor
with the potential for subsequent oxidation of the graphite structures, perhaps leading to loss of structural
integrity. If the stratified air flow induces the natural circulation flow to begin earlier than previously
thought, graphite oxidation will occur earlier and at a more rapid rate. Earlier predictions from the
GAMMA code (NO et al. 2007) predict oxidation between 150 and 200 hours following pipe rupture,
depending on the initial air volume in the containment. Calculations using MELCOR code predict that
oxidation begins at 220 hours (Yih 1980) following pipe rupture. However, recent CFD calculations (Oh
et al. 2008), using the stratified flow approach, predict that natural circulation commences much sooner
than 150 hours, emphasizing the importance of clarifying the understanding of this phenomena and its
effect on reactor safety.

1. Depressurization 2. Stratified Flow (Stage 1) 3. Stratified Flow (Stage 2)

Helium

Air Helium Air Helium Air

STRATIFIED FLOW 4. Natural Convection

STAGE 1: Initially, density gradient is driven by ‘

a factor of 26 and temperature of 25°C vs.
900°C (750°C is considered later).

STAGE 2: Air moves up into the reactor core
and initiates the onset of natural convection.

Figure 2-2. Air-ingress Scenario (INL’s current understanding).
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Some preliminary CFD analyses were performed in FY-08 for DEGB situations that focused on
stratified flow. In these analyses, sensitivities and their relative importance for various parameters,
including molecular mass, temperature, pressure, scale, turbulence model etc., were roughly estimated.
These analyses indicated that molecular mass and temperature differences are the most important
parameters affecting the stratified flow in the air-ingress accident. According to recent findings, the
temperature gradient appears to be more important than the molecular diffusion during the whole air-
ingress process. In addition to this preliminary CFD work, the whole air-ingress scenario was analyzed by
using FLUENT and GAMMA code sequentially, which considered various air-ingress scenarios. Finally,
the effects of these scenarios on the air-ingress consequences were compared to each other. As a result,
the core maximum temperature, one of the most important safety parameters, appears to be insensitive to
the air-ingress scenarios or the onset-natural-circulation time, while the supporting graphite corrosion and
structural integrity were significantly influenced by the scenarios. These conclusions prompted graphite
experiments, including oxidation and fracture, which produced valuable results and parameters. Based on
those experimental results and parameters, the failure of supporting graphite structures caused by
corrosion was estimated using GAMMA system analysis code and ABAQUS structure analyses code.

Recently, a new air-ingress scenario was established based on the density gradient driven flow as
illustrated in Figure 2-2. According to this scenario, after the pipe break, the coolant (helium) in the vessel
is rapidly blown into the reactor confinement with depressurization because the inside vessel pressure is
much higher than the outside (Figure 2-2 (a)). After depressurization, if the overall pressures between
inside and outside vessel is equilibrated, the outside air (or air/helium mixture) will move into the inside
vessel forming stratified flow by density gradient (Figure 2-2 (b)), which was named “Stage 1 stratified
flow.” In Stage 1, the density gradient is generated mainly by molecular mass differences between helium
coolant and air, and secondly by temperature gradient. After the helium-air mixture fills up the reactor
bottom, “Stage 2 stratified flow” begins (See Figure 2-2(c)). In Stage 2, the density gradient flow is
generated solely by the temperature gradient between the inside and outside of the reactor. The
temperature gradient drives cold air into the lower plenum, and the cold air expands by heating. Once the
air is heated in the lower plenum, it (air or air-helium mixture) will have a buoyancy force to push the
helium coolant up into the reactor core. The air will then slowly flow into the inside of the core. Once the
reactor top is full, global natural circulation will begin (See Figure 2-2 (d)). It appears, from the FY-08
preliminary CFD analyses, to only take several minutes from post-depressurization to onset-of-global-
natural-circulation.

2.2 Review on the Previous Gravity Current Flow Studies

This section summarizes previous investigations on the gravity current, which appears to have similar
flow mechanisms to those of air-ingress accidents. The gravity current, also known as density gradient
driven stratified flow, is the flow of one fluid through another by density differences that are caused by
temperature differences, dissolved materials, or suspended particles. This type of stratified flow happens
when a heavy fluid intrudes into a lighter fluid or vice versa. This gravity current flow is easily seen in the
natural surroundings. Thermal stratification during the emergency coolant injection in advanced reactors,
thunderstorm outflows, growth of lava domes, and avalanches are widely known natural examples of
gravity currents. Wastewater discharge into rivers, oil spills in the ocean, accidental release of toxic
industrial gases, and smoke movement are some examples of man-made gravity current (Simpson 1999).
Figure 2-3 depicts the controlled lock-exchange experiment performed by Shin et al (2004) for small
density differences (Boussinesq flow). This figure clearly shows that a dense gravity current of salted
water (dark side) travels to the right along the lower boundary while the lighter current of pure water
(light side) travels to the left along the upper boundary.



o4

i 13

3@

5@

0

Figure 2-3. Gravity current produced by lock-exchange in a rectangular channel (Shin et al. 2004).

The study of gravity currents has a long history. The first modeling for the gravity current flow was
carried out by von Karman (1940), who was one of the pioneers in the fluid dynamics field. He
considered energy conserving current in his derivation, which is propagated in an ambient fluid of infinite
depth, and proposed a theoretical correlation predicting the frontal speed (U) of the current flow as

F,=——=== (2-4)

where
g' =reduced gravity (g'=g(1-7%))
h = depth of the current (m)
¥ =density ratio (0, / p, , the low density / the higher density fluid)

In 1958, Keulengan indicated that the speed of the current was independent of the ratio of the channel
width (w) and depth (%) from his lock-exchange experiment. He also observed a small increase of Froude
number (Fy) with increase of Reynolds number (Re). Based on his experiment, he proposed the
correlation

=

F, = =0.42 (at Re = 600) (2-5)

oo
T

=0.48 (at Re > 150000) (2-6)
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where
H = channel depth (m).

The Reynolds number in Equations (2-5) and (2-6) was defined by
_UH

1%

Re 2-7)

where

v = kinematic viscosity (m%/s).

Yih (1965) proposed that the depths of the two currents are equal and have the value of half the
channel depth along their entire lengths, and that the speeds of both gravity currents are the same for the
Boussinesq flow (y ~ 1) where the density difference between two fluids is very small, like water and
salted water.

Bar (1967) carried out experiments for both a free and a rigid upper surface. In separate tests,
temperature and salinity were used to provide a density difference. His results showed that Fy increases
with Reynolds number. The variations were significant for low Re numbers between 200 and 1,000, but
the change was slight for higher Re numbers (Re > 1,000). He also found that the free-surface cases have
higher values of Fy.

E ]
|
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Figure 2-4. Diagram of idealized gravity current in the rest frame of the current (Shin et al. 2004).

Benjamin (1968) first developed a theory for the propagation of a steadily advancing current by using
conservation of mass and momentum flux in a frame of reference moving with the current (Figure 2-4).
Therefore, the front was set to be at rest in this reference frame. His derivation assumed inviscid flow
where the Grashof number (Gr) is infinite. His derivation showed that there were various possible
solutions, depending on the depth of the current as follows:

U? _hQQH =h)(H =h)(p,/p,=1) _(1=y\ h(2H —h)(H —h)
gH H>(H+h) oy H*H+h) )

27

Benjamin (1968) also showed that if there is no dissipation in the flow (if the energy fluxes into and
out of the control volume is the same), the solution reduced to

h h 1
—=0o0or —=—. (2-8)
H H 2



The first solution is reduced to the exactly same solution derived by von Karman (Equation (2-4)) in
the limit h/H — 0 obtained as H — 0. The second solution leads to the nondimensional front speed
correlation from Equation (2-7)

Uu* 1Q-
- = _M A (2_9)
gH 4y

For Boussinesq case (y ~ 1), Equation (2-9) shows the Froude number defined in terms of the reduced
gravity, as Equation (2-5) is

g U

1
&'H 5

He also argued that the gravity current occupying less than half the channel depth do not conserve
energy and the maximum energy flux is reached when / = 0.347H. Figure 2-5 shows the dimensionless
net energy flux based on Benjamin’s theory. This figure shows that the energy flux increases from 0 with
h, reaches a maximum when h = 0.347, and then decreases to O when h = 0.5H. For the case h > 0.5H, the
energy leaving the downstream section is greater than that entering from upstream. This flow is clearly
impossible unless there is an alternative energy supply within the control volume. Therefore, Benjamin
(1968) argued that the depth of the gravity current should be less than half of the channel depth (H).

(2-10)
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Figure 2-5. Dimensionless net energy flux plotted against dimensionless current depth #/H (Shin et al.
2004).

Britter & Simpson (1978) observed that most of the mixing took place along the interface between the
two fluids behind the head, and the Kelvin-Helmbholtz billows were shed behind the head. Hupper &
Simpson (1980) developed an empirical model that incorporates mixing at the front. The correlations
suggested from their experiments are

F, - Y 119 (h/H < 0.075)

N
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and (2-11)
13
F = L = l . (ﬁj (0.075 <h/H<0.5) (2-12)

Gardner & Crow (1970) and Wilkinson (1982) showed the existence of half-depth by their
experiments with air cavities intruding into a water filled channel (large density differences and
immiscible flow). They also observed that the cavities could occupy half the depth and the free surface is
smooth without energy loss, when the surface tension effects are small. They extended Benjamin’s
analysis to account for surface tension effects and showed that surface tension slows the cavity.

Linden & Simpson (1986) showed that mixing behind the head significantly affects the dynamics of
the current.

Keller & Chyou (1991) formulated a hydraulic theory for the entire density ratio range (from 0O to 1.0).
They assumed that for the small density differences, both gravity currents are energy conserving and they
are connected by a combination of a long wave of expansion and an internal bore. But, they assumed that
for large density differences, the light current is energy conserving, the heavy current dissipative, and the
gravity currents connected only by a long wave of expansion. Figure 2-6 summaries their models for
various density ratios.
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Figure 2-6. Wave speed plotted versus density ratios (r=pp/ ps) (Keller & Chyou 1991).
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For density ratio (r > 0.281), Keller & Chyou (1991) described the complete lock exchange flow as
shown in Figures 2-7 and 2-8. The velocities of relevant waves were expressed as:

(a) Front speed of the left-running gravity (loss-free) current (u;: See Figure 2-7)

u 1
F = ! =— 2-13
1 [h} ! 213

Figure 2-7. Gravity current of low-density fluid penetrating into a channel that initially contained high-
density fluid (Keller & Chyou 1991).

(b) Front of the right running (dissipative) gravity current (u,4: See Figure 2-8)

M)

where

& = fractional depth (W/H)

internal
hydraulic jump

Figure 2-8. Loss-free gravity current of high density fluid penetrating into a horizontal channel originally
filled with low density fluid (Keller & Chyou 1991).

In the Equation (2-13) and (2-14), the value of & is determine by Figure 2-9. In this figure, the

coefficient A represents the relative amount of energy loss. The mathematical representation where Case
A =1 corresponds to a loss-free flow in the lower layer and case A = 0 to the special case of no recovery of
kinetic energy is

PP = ﬂ"p_;((”m _us)z _(uzA _us)z). (2-15)



A O O T T B

0 05 1.0
—_—

Figure 2-9. Fractional depth (£ ) versus density ratio (r) (Keller & Chyou 1991).

Grobelbauer et al. (1993) conducted lock-exchange flow experiments with gases of density ratios
down to 0.046. They used an unevenly divided horizontal channel of half height (h = 0.15 m). They used
various combinations of helium, air, argon and CO, gases for their experiment.

Klemp et al. (1994) calculated the behavior of lock exchange gravity current using both shallow-
water theory and two-dimensional (2-D) numerical simulation. They argued that dissipation must be
included in the modeling and an energy conserving gravity current cannot be physically realized based on
their theory. They also argued that the maximum achievable depth of the heavier current is 0.347H, which
Benjamin (1968)’s theory gives for the current with the maximum speed and the maximum dissipation.
They also explained that the inviscid gravity depth can never be greater than 0.347 of the channel depth.
However, Gardner & Crow (1970), Wilkinson (1982), and Keller & Chyou (1991) clearly showed that the
air cavity has both the shape and speed predicted by Benjamin’s energy conserving gravity current. They
argued about the fact that the differences in speeds between the fastest allowable current and Benjamin’s
energy conserving current are too small to discriminate in an experiment. However, the measurement of
the current depth showed that their observations are much closer to the energy conserving value than to
the fastest allowable gravity current. In addition, recent research by Shin et al. (2004) showed that there is
very slight dissipation in the gravity current.

Parson & Garcia (1998) showed the importance of the Grashof/Reynolds’ numbers on the evolution
of the gravity current. They found that mixing is intensified at large Reynolds numbers.

Chen & Lee (1999) used Reynolds-averaged Navier-Stokes (RANS) model for lock release flows.
The challenge related to the use of RANS models to the gravity current is that practically all these models
(RANS) are calibrated for fully developed turbulent flow and are not capable of accurately predicting
transition and relaminarization, which is essential for simulating gravity current flow.

Simpson (1999), who extensively reviewed the gravity current, explains that the current moves at an
almost constant speed, depending on the depth of the water and the density difference. According to his
summary, as the gravity current advances, the current front is formed at the leading edge of the flow and
is slightly raised above the bottom surface with intense mixing between the front of the current and its
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surrounding. He also explained that the head of the current is approximately two times as deep as the
following flow depth. He also said that the characteristic head would control the mixing behavior, current
velocity, and current profile. The current induced mixing is considered to be caused by two types of
instabilities; (a) billows, and (b) lobes and clefts as shown in Figure 2-10. Billows roll up in the region of
velocity shear above the front of the dense fluid, and lobes and clefts are formed by the influence of the
ground on the lower part of the leading edge.

Lobes & Chefts

. ﬁ Mixing Region
p /’D Billow {
illows e —F - — . —

Entrapped Less ~ —
Dense Fluid -

Nose

Less Dense Fluid ____,:K_:

Figure 2-10. Typical gravity current front advancing along a horizontal plane (Mok et al. 2003).

Hartel et al. (2000) showed that the current can be explained using shallow-water theory if
sufficiently accurate front conditions are prescribed for the nonhydrostatic flow at the head of the current.

Recently, Lowe et al. (2002) repeated experiments on symmetric intrusions propagating along a sharp
density interface conducted by Britter & Simpson (1981). They observed in their experiment that the
shape and speed of the intrusion were in good agreement with Benjamin’s theory. These experiments
suggest that Benjamin’s energy conserving gravity currents are observed for Boussinesq, miscible fluids.

Shin et al. (2004) performed experiment with freshwater and sodium chloride for both full and partial
lock exchange (Re > 1,000, y > 0.9, 0.11 < h/H < 1). In the experiment, they found that the speed of the
front head is constant and the shapes of the light and heavy currents are symmetric about the centerline.
They measured the speed of the current head and current depth and concluded that Benjamin’s energy
conserving theory predicts their experiments very well. The measured Fy, for the full depth experiment
was 0.5 within 5-10% maximum error. The depth of the current ranged between 0.35 and 0.5H. The
0.35H represents the maximum dissipation depth predicted by Benjamin’s theory, which was obtained by
changing gate-valve slope and giving initial disturbance in the flow (See Figure 2-11). Their experiment
showed lots of evidence that Benjamin’s previous theory describes the phenomena satisfactorily.
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Figure 2-11. Full depth lock exchange experiment with the lock gate at an angle (Shin et al. (2004)).

Shin et al. (2004) also expanded Benjamin’s model to the partial lock exchange cases. In their theory,
they argued that energy and momentum can be transferred along the interface by internal waves. They
showed that energy and momentum can be transferred towards the current front for partial depth locks
less than about 0.76H, but for deeper locks, the current travels faster than long interfacial waves. So, he
suggested that for lower fractional depths, Benjamin’s theory be modified to allow energy transfer. For
partial depth cases (See Figure 2-12), based on the mass and momentum conservation, he obtained the
expression

U® _((p,=p)DD~h)H ~h)
gH \ 2hH(p,(H-h)+ph) )

(2-16)

By applying energy conservation assumption, they obtained the solution

h=—. 2-17
5 2-17)

Substituting Equation (2-17) into Equation (2-16) gives

U* _( (p,-p)DQRH - D)
¢H \2H(p,2H-D)+pD))

(2-18)
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Figure 2-12. Schematic of a partial-depth lock exchange in a
channel (a) before release and (b) after release (Shin et al. [2004]).

The above energy-conservation solution was derived without using the Boussinesq approximation.
Therefore, it is theoretically valid for any pair of densities; however, Shin et al. (2004) was not sure if it is
valid for non-Boussinesq cases. For the Boussinesq cases, Equation (2-18) can be rearranged as

F, = v__1 D(z—BJ. (2-19)

Jer 2\E" H

In the limit of full depth case (D=H), Equation (2-19) reduces to Benjamin’s theory (Equation (2-10)).
Shin et al. (2004) compared their experimental data with the model, and showed very good agreement
between them. They also argued that Benjamin’s theory cannot apply for partial depth problem with D <
0.76H. For the gravity current in a deep ambient fluid, they suggested

F,=——=1. (2-20)

Lowe et al. (2005) performed experiments and modeling for the entire density ratio range. They also
repeated Keller & Chyou’s (1991) theory, and derived another solution that involves only an expansion
wave connecting the two gravity currents. To validate the models, they used their experimental data and
Birman et al. (2005)’s computational solutions employing a combination of spectral and compact finite-
difference methods. Their comparisons indicated that the theory without the bore gives the best agreement.
They showed that the speeds of the current front were still constant for the non-Boussinesq cases, but the
heavier current traveled faster than the light current (see Figure 2-13). The light non-Boussinesq current
traveled at about the same speed as the Boussinesq current. The symmetry was also lost for the
Boussinesq cases. But the depths of the leading parts of the two currents were close to the half depth of
the fluid.
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Figure 2-13. Lock exchange experiment for non-Boussinesq cases (y = 0.681).

Based on Keller & Chyou’s (1991) observations and suggestions, there are two possible flow
configurations for the non-Boussinesq lock-exchange flow (Lowe et al. (2005)). Figure 2-14 shows the
schematics of the flow configurations. The flow configuration of Figure 2-14(a) occurs when y* <y < 1
and that of Figure 2-14(b) occurs when 0 <y < y*. The speeds of the front are summarized below for each
case (Lowe et al. 2005). Lowe et al. (2005) suggested the critical density ratio (y*) has the value 0.281.
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Figure 2-14. Schematic of two lock exchange configuration for non-
Boussinesq flow.
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(ay<y<1.

The speed and height of the left-propagating current are given by Benjamin’s energy conserving
current theory as

1

UL=§VO—VMH (2-21)
1

h, = 3 H. (2-22)

Figure 2-15 shows the comparisons of the light current for various density ratios (Lowe et al. (2005)).
In this figure, solid line is the value calculated by Equation (2-21) , and the points are experimental data
obtained by previous investigations (Grobelauer et al. (1993), Keller & Chyou (1991), Birman et. al
(2005)). The Reynolds numbers of the experiments varies from 10,000 to 100,000. Therefore, the results
of Figure 12 shows that the speeds of the speeds of light current is independent of Re number and the
model is in good agreement with the experimental data.
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Figure 2-15. Speed of the light current for various
density ratios (Lowe et al. (2005)).

(b)0<y<y”
For the right-propagating current, the speed and the depth are expressed by

U, :l mg}] (2-23)
2V 7y

1
h, = 5 H (2-24)

The speed of the left-propagating current is the same as that expressed by Equation (2-21). However,
the heavy current has the different speeds calculated as

172
U, :,/(1_y)gH[lh_H(2_h_Hjﬂ:| . (2-25)

y H H)1+h,/H

2-15



Figure 2-16 shows the comparisons of the speeds of the heavy currents for various density ratios. The
theory in this figure shows good predictions for y > 0.281, but for less than that, the model over-predicts
the experimental results a little bit. Figure 2-17 shows the comparisons of the theoretical front height and
the experimental data (Lowe et al. 2005).
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Figure 2-16. Speeds of the heavy currents (Lowe et al. 2005).
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Figure 2-17. Flow depth of the heavy current (Lowe et al. 2005).

Etienne et al. (2005) performed direct numerical simulation for the exchange flow of large density
ratios (See Figure 2-18), and they compared the calculation results with the experimental data provided by
Grobelbauer et al. (1993). Their simulation using a dynamic mesh adaptation covered the whole density
ratio of the experiments and showed very good agreement with the experimental front velocities and
Froude number variations.

2-16



(€} -7 0 10 17

Figure 2-18. Nondimensional vorticity maps for the steady flow by
DNS (Etienne et al. 2005).

Eugeny et al. (2007) argued that the solution by Shin et al. (2004) is valid only at sufficiently large
values of the Reynolds number in which the viscous effect is not important. They carried out some
experiments on the propagation speed of gravity currents at moderate values of gravity Reynolds numbers
(1,600 < Re < 28,000), and developed a semi-empirical model to predict the front propagation speed for
various Re number ranges. Their model showed good agreement with the experimental results, but the

applicability of such approach to general cases of decelerating flows with dissipation is still an open issue.
They recommend

1/2
U Cé& ? cé
Fr(a,&,Re) = W = KR—G ¢(a)j +(1- a)} R 0@ (2-26)
(@)=1"% 1+( g ja (2-27)
pla= a’? l-o
where
a=hlH (2-28)
, H 3 1/2
Re= (g ; ] (2-29)
v
¢E=L/IH (2-30)
C =2.4 (recommended by Eugeny et al. (2007)). (2-31)
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2.3 Analytical Estimations for VHTR Air-ingress Accident

One of the main objectives of Task 2 is to identify what is the most important mechanism in the air-
ingress process. As already described in Section 2.1, the air-ingress scenario is divided into four steps:
(1) depressurization, (2) stratified flow in pipe (Stage 1), (3) stratified flow into reactor core (Stage 2),
and (4) overall natural circulation (See Figure 2-2). The depressurization process is dominated by forced
convection driven by large pressure difference. There is no argument that the dominant mechanism in the
depressurization step is forced convection. However, for two stratified flow steps (Stage 1 and Stage 2),
there are still some disagreement among the researchers about the detailed understandings and
interpretations of the phenomena. This section therefore focuses on the post-depressurization process.

As previously mentioned in this report, there are two important physical mechanisms mainly affecting
air-ingress process after depressurization: molecular diffusion and density gradient driven stratified flow.
To compare the relative importance of these mechanisms, time scales were calculated for each at the
different air-ingress steps. First, the relative time scales were estimated for molecular diffusion and
density gradient driven stratified flow, and then they were compared to each other. If the time scale is
larger, it indicates that the mechanism is relatively slower and thus less important than the other. If the
time scale is smaller, it indicates that the mechanism is faster and can be considered more important. The
time scale comparisons thus provide a qualitative indication of which mechanism is more important. All
the analytical calculations in this section are based on a simplified version of the gas turbine modular
helium reactor (GTMHR) 600 MW ‘reference’ design.

2.3.1 Time Scale Comparisons in Stratified Flow—Stage 1

Figure 2-19 shows the schematics of Stage 1, which follows the depressurization process. In Stage 1
there are two air-ingress mechanisms: density gradient driven stratified flow and molecular diffusion. The
density gradient driven stratified flow, known as gravity current, is driven by the density differences
between air (reactor outside) and helium (reactor inside) in the VHTR. In this case, the heavy gas (air)
intrudes into a light gas (helium) along with the hot-leg bottom. On the other hand, molecular diffusion is
generated by concentration gradient of air between the reactor’s inside and outside.
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Figure 2-19. Schematic of Stage 1 (post-depressurization).

2-18



To compare the time scales of the stratified flow and the diffusion process, the species transport
equation was adopted (Welty et al. 1984) as

aaCtA =—v-VC,+D,V°C, (2-32)
where

C, = gas concentration (k-moles/m”)

t = time (sec)

1% = velocity (m/s)

Dy diffusion coefficient (m’/s).

Since the y-directional flow is ignorable compared to x-direction in Figure 2-19, only x-directional
flow were taken into consideration. Then, Equation (2-32) is reduced to

oC dc d*C
atA =l dxA Do dsz @39
where

U | = velocity in x-direction (m/s).

In Equation (2-33), the term in the left-hand side represents the concentration variations with time.
The first term and the second term in the right-hand side represent contributions of convection and
diffusion for species transport, respectively.

From Equation (2-33), the scaling formula can be obtained

C, C C

AU A4+Dp,, —4 2-34
At L T "L? (339
where

At = overall time scale (sec)

L, =length scale of convection (m)

L, =length scale of diffusion (m)

In this equation, the symbol, (~) means that the left-hand side and the right-hand side have the same order
of magnitude. Equation then (2-34) reduces to
1 1 1

- . +— . (2-35)
At L /U, L,”ID,

Therefore, the time scales for the convection (stratified in this case) and the diffusion can be defined by
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Atgc ~L /U, (2-36)
and

At, ~L,"ID,,. (2-37)

(a) Estimation of Stratified Time Scale (Az,, ) in Stage 1

In this section, the time scale for the stratified flow has been estimated in Stage 1. According to
Equation (3-36), the velocity (U,) and the length (L,) should be first determined in order to estimate the
stratified flow time scale in Stage 1. The speed of the gravity current in the heavy side is generally
determined by the following two equations as described in Section 2.2 (Lowe et al. 2005).

Hy*<y<1

U:l wg[_] (2-38)
2\

where

U = speed of heavy gravity current (m/s)
¥ =density ratio (0, / p,)
7/* = critical density ratio (= 0.281 (suggested by Lowe et al. (2005)))

H = channel depth (m).

g = gravity constant (9.8 m?/s).

() 0<y<y*

U—\/(l—]/) H_l£[2—£jﬂ " (2-39)
8 va:l H)1+h/H

where

h = current depth (m).

For the GTMHR reactor design, the maximum density ratio between inside (helium, 900°C, 1 atm)
and outside (air, 25°C, 1 atm) of the vessel is estimated to be 0.036 in the air-ingress situation. It means
that this flow is in the highly non-Boussinesq flow regime and therefore it will follow Equation (2-39) or
Figures 2-20 and 2-21. The channel depth (H) was determined to be 1.5 m based on the GTMHR cross
duct design (See Figure 2-22).
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Figure 2-20. Speeds of the heavy currents (Lowe et al. 2005).
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Figure 2-21. Flow depth of the heavy current (Lowe et al. 2005).
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To estimate the air current speed (U) and depth (#), the interpolation of the experimental data in
Figures 2-21 and 2-22 were used rather than analytical model Equation (3-39). The estimated current
speed and depth in the GTMHR design are as follows.

U=5269m/s, (2-40)
and
h=0.06m. (2-41)

The Reynolds number of this flow is estimated and the result is

Re = PUH 5269 kg/m’-5269 m/s-1.5m
i 1.78x107 Pa - s

=5.08x10°. (2-42)

The estimated Reynolds number, 5.08x10° is quite high value in the gravity current flow, and in these
high Re numbers, the viscous effect is not generally important since the inertia force is much larger than
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the viscous force. Therefore, the previous model assumptions (energy conservation and inviscid) are valid
(Eugeny et al. 2007) in this high Reynolds number regime (Re > 10,000).

To estimate the stratified flow (convection) time scale, the length scale (L;) was determined to be a
distance between the pipe break point and the center of the lower plenum. In this section, a minimum
length scale of 3.4 m which is a half of the lower plenum total length in the GTMHR reactor has been
arbitrarily determined to be the reference value. However, because the exact break point is flexible in the
real situation, the sensitivity of length scales was taken into consideration in the parametric studies. In the
parametric studies, the length scale, L;, was varied from 3.4 m to 8 m. Examples of the time scale
calculation for the base case (L; = 3.4 m) include:

e The length scale is
L =34m (2-43)
e The superficial velocity of the air-ingress can be calculated by

y =2

X

=021m/s (2-44)
e Base on the above numbers, the calculated stratified flow time scale is

At, ~L,/V=34m/021m/s=19.5sec. (2-45)

The physical meaning of this time scale is the duration for the air convective flow to fill one-half of
the lower plenum in Stage 1.

(b) Estimation of Diffusion Time Scale (At, ) in Stage 1

To calculate the diffusion time scale, the diffusion coefficient (D4p) and length scale (L;) should be
determined. The theoretical expression for the diffusion coefficient for gas pairs of nonpolar, nonreacting
molecules (Welty et al. 1984) is

1 1
18.58- T2 —+ ——
M A M B
D,, = > (m/s) (2-46)
P-o,,/Q,
where
T = temperature (K)
M = molecular weight (kg/kmol)
P = absolute pressure (atm)
o,; = collision diameter (Lennard-Jones parameter) (Angstroms)
Q, = collisionintegral.

For air and helium molecules, the diffusion coefficient can be calculated as

D =7.92x107" m* /s (at 900°C, 1 atm). (2-47)

air—helium
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Since the diffusion length scale is not constant during the diffusion process, it is difficult to determine
as a single number. For this reason, a different method to calculate the diffusion time scale was used. The
main idea is to obtain the equivalent time scale, which has the same physical meaning as the convection
time scale. The time scale of the diffusion is physically equivalent to that of the convection, when the
average air concentration in the lower plenum becomes one-half of the external air concentration. The
local air concentration (Cy;,) in the lower plenum is mathematically expressed (Welty et al. 1984) as

C,. (z,t)=-C,,
air (20 = Clipo leerf| — 2 (2-48)
CAir,s - CAir,O 2 Dairfheliumt

where

zZ = distance from air source (m)
t =time (sec)

C, (z,0)=C,, att=0,forallz
C,, (z,0)=C,, atz=0,forallt
C,,(z,)=C,, asz—o,forallt.
The definition of the error function in Equation (2-48) is
2 & 2
erf(x)=— L e’ drt. (2-49)
V4

From Equation (2-48), the average concentration in the lower plenum can be expressed as

(CAir (Z’t) - CAir,O

j average,LowerPlenum

1 Z
=— l-—erf| ——1-dz (2-50)
CAir,s - CAir,() DLP LowerJ;enum [2 V DABt \]
where
D,, =diameter of the lower plenum (m).

Therefore, the time scale of the diffusion can be calculated by solving the following equation.

1 4
— l—erf| ——|-dz=0.5 (2-51)
DLP Lowerl.’[enum [zm}

In this work, the solution of Equation (2-51) was calculated using MATLAB. The result of the
diffusion time scale is as

t=Ar, =1 29x10" sec (2-52)
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(c) Comparisons of Time Scales

Based on the results of Equation (2-45) and Equation (2-52), the convection time scale (=19.5 sec) is
estimated to be about 785 times larger than the diffusion time scale (=1.29x10" sec), which means that the
convection process is at least about 785 times faster than the diffusion process. If the overall time scale is

calculated by using Equation (2-35), it is
At ~19.5sec.

Figure 2-23 shows the relation between length-scales and relative time scales (Af/At,.). The relative

time scale increases linearly with the length scale indicating that the stratified flow is the dominant
mechanism in Stage 1, allowing the diffusion mechanism to be neglected.
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Figure 2-23. Correlation between length scale and relative time scales.

2.3.2 Time Scale Comparisons in Stratified Flow—Stage 2

After air flows into the reactor in Stage 1 by
density gradient driven flow, the lower part of
the core (lower plenum) is filled with air as
shown in Figure 2-24. Once the air occupies the
lower plenum, the main driving force which
was generated by molecular mass differences
(between air and helium) will disappear;
however, temperature gradient between inside
and outside reactors will still maintain density
gradient even though the driving force is weaker
than in Stage 1. It finally leads to another

stratified flow or a local natural circulation flow.

Since the temperature gradient is maintained
during the whole air-ingress process, this
stratified flow (Stage 2) will be continued until
the overall on-set of natural circulation starts.
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Figure 2-24. Schematics of Stage 2 air-ingress.
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In Stage 2, the majority of the inflow (blue arrow in Figure 2-24) is expected to return to the reactor
outside (red arrow) through the channel upper part. However, some portion of the flow is expected to be
moved into the reactor core (yellow arrow) slowly by a buoyancy force. This buoyancy force is generated
when the cold air moves into the lower plenum. If the cold air ingresses into the inside of the reactor, the
air will interact with hot supporting structures. The air will be heated and expand, making it less dense
than the unexpanded air, giving it a buoyancy force. If the buoyancy force is sufficient to overcome the
static head in the core, the air will be able to move into the reactor core. If not, the air-ingress into the
core will be controlled solely by molecular diffusion and turbulence mixing. Therefore, pressure build-up
in the lower plenum and the static head was compared in the core to estimate the main air-ingress
mechanism in Stage 2. It can be simply described as:

e Pressure Build-up (Buoyancy Force) > Hydrostatic Head : Convection Dominant

e Pressure Build-up (Buoyancy Force) < Hydrostatic Head : Molecular Diffusion Dominant.

The pressure build-up was estimated by energy conservation law and previous gravity current
correlations described in Section 2.1. In this estimation, the friction loss and local heat transfer were not
considered. The temperatures inside the reactor were assumed to be constant throughout the whole core.
The temperatures inside and outside of the reactor were assumed to be 900°C and 25°C, respectively. In
this temperature condition, the density ratio is estimated to be 0.25 in non-Boussinesq flow regime.

The total kinetic energy of the flow in the lower plenum is defined by
1 2 3
KE, = EpA U, (Jm’) (2-54)

where
P, = density of the flow in the lower plenum ( kg/m’)
u,, = velocity of the flow in the lower plenum (m/s).

In this derivation, it was assumed that the air has enough time to be heated up to the same temperature
as the reactor inside. Therefore, the Kinetic energy of the air in the lower plenum can be derived by
inserting Equation (2-38) into Equation (2-54) and the mass conservation law as

KE, =1p .[l-(li}gﬂj/yz. (2-55)
2 4 V4
Therefore, Equation (2-55) reduces to
KE, =P8 H -[117) (2-56)
8 /4

The Kinetic energy of the returning flow in the horizontal pipe can then be estimated by Equation (2-21)
as

1 1
K.E., =5 Pa ~[Z~(1—;/)~g~Hj. (2-57)
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Therefore, Equation (2-57) reduces to

:M.(l

K.E., ;

-7). (2-58)

The pressure build-up can be estimated by energy conservation equation

AP=KE.,-KE,=—-(p, -g~H-(1—7))-[i3—1J. (2-59)

/4

0 | —

In this estimation, effects of viscous dissipation and potential head were neglected.

The static head of the core can be calculated by the following hydraulic head equation.

Hydrostatic Head = (p.,,, — P,...) 8 " H, (2-60)
where

P.or. = density of the coolant in the core (kg/m’)

P.... = density of the coolant in the riser (kg/m”).

In this section pressure build-up and static head was estimated for two different designs, one being the
GTMHR 600 MWth reactor and the other is the NACOK (an acronym of German words that stand for
“Natural Convection in the Core with Corrosion”) experiment (Schaaf et al. [1998])). Table 2-1
summarizes the results. In the GTMHR, the pipe diameter is 1.5 m and the core height is 11 m. It has
quite large pipe diameter but relatively shorter core height; however, the NACOK experiment has a
0.125 m pipe diameter and 7.334 m core height, which is a relatively large height compared to the pipe
diameter. The pipe diameter is closely related to the pressure build-up as shown in Equation (2-59). As
the diameter increases, the pressure build-up increases proportionally. On the other hand, the core height
is related to the static head (See Equation (2-60)) where if the core height is increased, the static head is
increased as well. According to the estimation in Table 2-1, the pressure build-up (24.18 Pa) in a GTMHR
is larger than the average static head (10.01 Pa), indicating that the air will move into the core in Stage 2
for the GTMHR design. On the other hand, the pressure build-up (1.101 Pa) in the NACOK experiment is
much smaller than the average static head (9.6 Pa), indicating that the air won’t be able to move into the
NACOK ‘core’. The process therefore appears to be controlled by molecular diffusion in the NACOK
experiment, even though there is a small stratified flow generated by the temperature gradient. This
physical interpretation is consistent with previous NACOK experimental data.

Table 2-1. Comparisons of pressure build-up and static head for GTMHR and NACOK experiment.

Parameters GTMHR NACOK
Air Density Ratio (y) 0.253 0.323
Pipe Diameter (D) 1.5m 0.125m
Core Height (Hv) 1Mm 7.334m
Pressure Build-up (dP) 2418 Pa 1.101 Pa
Static Head 10.01 Pa 9.6 Pa
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The criteria of air movement into the core in Stage 2 was developed based on Equation (2-59) and
Equation (2-60). According to the previous description, the criterion for the air movement into the core is

AP > Hydrostatic Head (2-61)
Therefore, Equation (2-61) can be rewritten as

AP
Hydrostatic Head

>1. (2-62)

If Equation (2-59) and (2-61) are inserted into Equation (2-62), the result is

3
I, =l[£)( P j((l—V)Q”’ )J>1, (2-63)
8 Hv pCore - IORiser 7/

The physical meaning of nondimensional parameter, II, in Equation (2-63) is the ratio of the buoyancy

force (pressure build-up) to the static head in Stage 2. If this value is larger than 1, the air will have
enough buoyancy force to generate flow into the core. On the other hand, if the value is less than 1, the air
will not have enough buoyancy force to generate flow into the core. The implication of this with respect

to air-ingress mitigation is that decreasing the II, value is beneficial in the mitigation of the air-ingress

process. The following modifications can, in theory, are shown to decrease the I1, value,

e Decreasing the diameter of the horizontal pipe (H),

e Increasing the height of the core (H,),

e Increasing the O, — Pr;.. Which can be achieved by increasing the riser temperature in the
accident conditions or decreasing the core temperature in the accident conditions, and

¢ Increasing the density ratio ( 7 ), which can be achieved by increasing cavity temperature or
decreasing lower plenum temperature.

(a) Calculation of Convection Time Scale (At,)

From the comparisons between buoyancy force and static head, it was found that the air will move
into the reactor core by convective force. However, to estimate the relative importance of the mechanisms
between molecular diffusion and the convective flow, the speed of the air movement into the core should
be quantified. To estimate this velocity, three equations were set up for the following three flow paths
(See Figure 2-25).

e Path-1: from core top to reactor outside
e Path-2: from core bottom to core top

e Path-3: circulation flow in the lower plenum

The Path-1 (See Figure 2-25) can be expressed by the following Bernoulli’s equation if the heat
transfer effect in the riser is ignored.

1 1
P1+Ep1'u12:P2+Ep2’“22+pA'g‘HV (2-64)
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Since there are no heat-transfer and very slight pressure differences between locations 1 and 2, the
densities can be assumed to be almost the same between those two locations.

P =P, (2-65)
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Figure 2-25. Schematics of the VHTR reactor for analytical modeling.

Therefore, through mass conservation, the following can be obtained:
uA =u,A, (2-66)
Since the friction effect cannot be ignored in the core, Path-2 (See Figure 2-25) can be expressed by

ﬂ : uavg ! Hv .
T + hydrostatic head (2-67)

P,—P, =32
Since it was assumed no heat transfer in the core region (uniform temperature), the velocities in the

core and location 2 (core top) may be considered to be the same as

Uy =Uy (2-68)

Depending on the core density (p.), which is an average density of the core fluids, the hydrostatic
head can be expressed by

hydrostatic head =p, - g-H, (2-69)

Path-3 was modeled very carefully. Figure 2-26 shows the assumed flow pattern in the lower plenum
where there is a counter current flow between upper and lower parts of the region and the lower flow
changes its direction at the right side of the core. The contour plot in this figure shows the flow angle in
the lower plenum. Blue indicates a flow in the x direction, red indicates the negative x direction. This plot
supports that the flow direction in the modeling is reasonably assumed.
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Figure 2-26. Circulation pattern in the location 3 (lower plenum).

This modeling assumes that the kinetic energy difference between the lower and upper flows is
converted to the pressure energy with negligible static head differences. The concept of this method is
basically the same as that of pressure build-up modeling. The derivation provides

. 1 1
R—P3=R+§p3~g-D-(1—7)(7—lJ- (2-70)

In this derivation, the hydrostatic head differences between location 1 and location 1’ (See Figure 2-
25) was ignored. Therefore it cannot be assumed that the static pressure in location 1 and location 1° will
be the same. If the effect of the energy loss for turning the direction of the fluid (See Figure 2-26) is
considered, Equation (2-70) can be expressed as

1 1
PI—P3=§p3-g~H-(l—}/)-[7—lJ~7]. (2-71)

In this equation, the symbol n represents the efficiency of energy conversion. From Equations (2-67),
(2-69), and (2-71), to obtain

Mou, - H,
P,—P,=32—2—*+p -g-H,

(2-72)

2 .
1 1 1 A 2
:§p3'g'H'(l_V)’(7_1J'77_Ep2' (Tjj —liu,"+p, g-H,
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Equation (2-72) can be arranged as
C,-uy, +C,u, +Cy =0,
where
1 A Y
C, =5 P, A_J -1
u-H,

D2

C,=32

1 1
Cy=gps ~g~H-(1—7)-(1—7j-n+(pc —p.) 8 H,

The core average density (p.) in Equation (2-76) can be defined as (See Figure 2-27):

Hair Hair
pc = HV 'pair + 1_ HV 'phelium

where
P.. = density of air (or heavy) gas
Preium = density of helium
H, = heightof the air (or heavy gas) in the core
H,6 = total core height.
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L
Figure 2-27. A sketch of the phenomena in Stage 2.
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Therefore, the speed of the flow in the core can be calculated by

_—C,+4C," —4C, - C, 278

u =
? 2C,

If Equation (2-78) is applied to the GTMHR 600 MWth core dimensions, the initial and average
speeds of the core flow are calculated to be 0.487 m/s and 0.26 m/s, respectively when the initial core is
filled with only helium coolant and A/A; = I. This speed is decreased with an increase of air height in the
core. Figure 2-28 shows a sketch of the phenomena in Stage 2 and the velocity profile calculated by
FLUENT 6.3 in the reactor core in the Stage 2 period of the stratified flow. Even though the temperature
in the core is not uniform in the model (varying 500 to 950°C), the average velocity (0.3 m/s) in this
calculation is the same order as estimated by the simplified analytic solution (~0.26 m/s). Still, further
validation work is required afterward.

0.6

0.5

o
~
|

y-velocity (m/s)

x-direction (m)

Figure 2-28. Calculated y-velocity profile in the reactor core during Stage 2 (FLUENT 6.3).

Based on the estimated core flow velocity (= 0.26 m/s), the convection time scale by density gradient
flow in Stage-2 was estimated as follows:

At ~ 42sec (2-79)

(b) Calculation of Diffusion Time Scale (At )

To calculate the diffusion time scale, the diffusion coefficient (D,p) and length scale (L) should be
determined as done in the previous section. For air and helium molecules, the diffusion coefficient is

D =7.92x107* m* /s (at 900°C, 1 atm). (2-80)

air—helium

The diffusion time scale in Stage 2 was calculated by the same method as carried out in Equations (2-
50) and (2-51) in the previous section. The calculated time scale of the diffusion process to deliver the
same amount of air into the core as the convection did during the convection time scale (= 42 sec) is
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At, ~2.7x10% sec (at 900°C, 1 atm). (2-81)

(c) Comparisons of Time Scales

Based on Equation (2-79) and Equation (2-88), the convection time scale is estimated to be
approximately 642-times larger than the diffusion time scale. It means that the convection process is
about 642-times faster than the diffusion process. If calculated, the overall time scale is

At ~ 42sec . (2-82)

This time scale is the same as the convection time scale, which means that Stage 2 is dominated by a
stratified flow process. The diffusion effect may therefore be neglected. The results are summarized in
Table 2-2.

Table 2-2. Time scales for the GTMHR (Stage 2).

Parameters Values
Channel depth (D) (m) 1.5
Core height (Hv) (m) "
Average core flow velocity by buoyancy force (sec) 0.26
Convection time scale (tc) (sec) (within Hai) 42
Diffusion time scale (td) (sec) 2.70e4
td/tc 642

2.4 2-D Preliminary Partial Break Analyses by FLUENT Code

The air-ingress caused by a small pipe break is an important issue because it has a higher probability
of occurrence than the DEGB. The purpose of this simulation is to (1) determine what mechanism
dominates the initiation of air ingress, whether by molecular diffusion or density-gradient induced flow
and to (2) find the timing of the natural convection that fills the reactor with air. It is strongly believed
that the air ingress mechanism is dependent on the geometry and conditions of the break. This calculation
pursues an interest in the air ingress mechanism, the flow path, and the timing of natural convection.

A design basis event (DBE-10) for the failure of a release valve that is less than 10 inch® was
investigated. Air ingress analysis of a small pipe break (82 cm®) on the top of the steam generator was
assumed (See Figure 2-29). This event has a higher probability of occurrence than other accident
scenarios related to the depressurization LOCA and is considered by the General Atomics to be a Design
Basis Event.

This analysis is also based on a single failure of the check valve, which can happen when the
corrosion materials and graphite particles are stuck into the hinge of the check valve. A 2-D FLUENT
model was developed based on the gas turbine modular helium reactor, GTMHR design. The simulation
continues, and some preliminary results are presented in this section.
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Figure 2-29. VHTR partial break schematic.

FLUENT (Version 6.3) was used with a simplified (2-D) model of the GTMHR into a 2-D geometry
that includes GTMHR confinement, a reactor pressure vessel, and a steam generator. The break was
assumed to occur at the top of the steam generator, which mimics a small break of the relief valve failure.
Initial pressures at the break location were assumed to be the same between reactor inside and outside.
The initial temperature distribution was obtained by GAMMA code calculation for depressurization. The
options and models adopted in the analyses are summarized as:

e 2D

e Unsteady

e Segregated solver

o 2" order accuracy in time and space

e Noniterative time advancement

e Absolute velocity formulation

e Cell based gradient

e Physical velocity (in the porous media formulation)
e Laminar viscous model

¢ Energy equation solving

e Species transport equation solving
- Two gas species: Air/Helium
- Multicomponent diffusion model (same as binary diffusion model in this case)
- No consideration for thermal diffusion
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e  Pressure-velocity coupling method : PISO
e Pressure discretization method : PRESTO!
e Momentum : 2" order upwind

e Species : 2" order upwind

Figure 2-30 shows the fluent simulation result (10 sec) of the partial break simulation. In this
simulation, it was visualized that the air-flow entered into the steam generator by density gradient. The
flow, however, was not quite stratified because of the conflict between inflows (air) and outflows
(helium). Figure 2-31 shows the velocity profile in the break location; the x-axis represents horizontal
locations, and the y-axis represents y-directional velocity. A positive velocity indicates upward flow
(helium outflow) and a negative velocity indicates downward flow (air inflow). According to the
FLUENT calculation, the average air inflow velocity is about 0.2 m/s while helium outflow is about
0.6 m/s. This velocity gets slower with time, owing to the decrease of density gradient by mixing.

(b) y-velocity

Figure 2-30. Fluent simulation of partial break situation (20 sec).
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Figure 2-31. Velocity profile at the break location (10 sec).
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Figure 2-32 shows the air mass fractions in the VHTR calculated by FLUENT code. According to this
figure, the air (1) enters the steam generator through the broken section located at the top of the steam
generator; (2) moves to the steam generator bottom by gravity force (30 sec); (3) moves through the
steam generator core and hot-leg, and finally (4) moves into the lower plenum and core (100 sec). Once
the air goes into the reactor core, it is heated and easily moved up to the top (200 sec). The air ultimately
goes back to the steam generator through the cold-leg, which is the outer channel of the horizontal coaxial
duct (200 sec ~). This FLUENT simulation shows that the air-ingress process in the partial break situation
is still very fast and highly dominated by density gradient flow rather than molecular diffusion.

000500 9

r‘\

Y

Figure 2-32. Air-mass fractions in the VHTR in the partial break situation (FLUENT results).

Figure 2-33 shows averaged air mass fractions in the reactor lower plenum and the core. For the
initial 200 seconds, air moves from the broken part to the lower plenum. From 200 to 500 seconds, the air
mass fractions in the core and the lower plenum rapidly increased. After 500 seconds, the air mass
fractions slowly increase with a global natural circulation. According to this result, after the global natural
circulation starts, the air ingress speed decreases with time. This is because the density difference between
the inside and outside of the reactor at the broken part also decreases. It is also possible that the global
convective motion is preventing the air from coming in through the break at a significant rate.

The wall thickness effect in the FLUENT model in Figure 2-33 was ignored because considering the
small wall will make the model size unnecessarily huge. In this section, the effect of the wall thickness
was estimated by using two different FLUENT models as shown in Figure 2-34. These FLUENT models
basically consist of two tanks in vertical arrangement. Between the two tanks, there is a small hole with
10 cm. The upper tank is initially filled with air and the lower tank with helium. One model has the wall
with 10 cm thickness, the other does not. The pressure and the temperature in the models were assumed to
be 1.0 atm and 25°C, respectively.
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Figure 2-33. Average air mass fraction in the core and the lower plenum.

Figure 2-35 shows the results of the FLUENT calculations by plotting the averaged air mass fractions

100 cm
100 cm

100 cm

no wall with wall
Figure 2-34. FLUENT models for wall thickness effect.

in the lower tank during 10 second simulations. This plot shows three different data sets: no-wall, with-
wall, and diffusion. The diffusion case was calculated by deactivating the gravity force in the FLUENT

model. As shown, the averaged mass fractions of the with-wall case showed a similar trend to those of the
no-wall case, even though specific flow distributions and patterns are not exactly the same. The diffusion

case showed very different results from the other two cases. According to the estimation, the air-ingress
speeds in the density gradient flows (no-wall and with-wall cases) were much faster than the diffusion
case, even in the small hole. This indicates that even in the partial break situation, the density gradient
effect is much more dominant than molecular diffusion.
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Figure 2-35. Effect of wall thickness in the partial break.

2.5 3-D DEGB Analyses by CFX Code

A 3-D CFD analysis with CFX-12 was performed for the air ingress accident of the GTMHR
600 MWth reactor under the assumption of a DEGB in order to understand the air ingress behavior in
detail and estimate the onset of natural circulation time. According to previous research, FLUENT 2-D
results show that the onset of natural circulation time is about 200 seconds, which differs greatly from the
1-D GAMMA results of about 150 hours (Oh et al. 2008). The 1-D option of the GAMMA code was not
able to capture the stratified flow and the flow recirculation in the lower plenum. The FLUENT 2-D
analysis used a simplified porous model with a friction factor correlation and an approximated thermal
equilibrium model to simulate the hydraulic resistance because of a friction and form loss and the heat
transfer between the air and the solid structure in the lower plenum and the core block. The 3-D CFD
analysis with the real grid model, especially for the lower plenum, was introduced to verify the 2-D
FLUENT results.

The air ingress phenomenon is usually driven by the stratified flow (Liou et al. 2005) and the pressure
build-up in the lower plenum during air heat up and reduced inertia in the recirculation pattern. Air
ingress may also be interrupted by the hydraulic resistance that takes place when the air passes a
complicated geometry in the reactor. Therefore, it is not expected that an exactly simulated grid model for
the complicated geometry of the lower plenum and core block can accurately predict the propagation of
the air ingress inside the reactor. A grid interface function that connects two nonconformal meshes was
used to complete the 3-D grid model because of the complicated nature of combining the consecutive
mesh generation for the lower plenum, core blocks, and coolant riser within a single model.

The grid interface implemented in the CFX-12 (ANSYS 2009) is superior to that of other CFD codes
(Kang 2006); however, the 3-D DEGB analysis by CFX-12 cannot simulate the helium blow-down phase
with a decay heat generation in the core blocks. This is because CFX-12 has trouble obtaining fully
converged solutions for the large pressure difference between the reactor and the confinement in the
blow-down phase, and there is presently no implemented model for decay heat generation. The CFD
calculations were therefore made at the pressure equalization between the confinement and the reactor
vessel following the high pressure helium blow down to the confinement. The 3-D CFX analysis should
therefore be carefully used to only predict the air ingress behavior because of the density driven stratified
flow, buoyant flow by heat transfer, and hydraulic flow interrupted by complicated geometry. If the 3-D
CFX analysis is able to predict the physical characteristics of an air ingress accident, the 3-D CFX
analysis may also be used to find a mitigation method for the air ingress accident.
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2.5.1 3-D Grid Model

In order to calculate the air inflow from the confinement into the reactor vessel through the broken
pipes, a half symmetric grid model (see Figure 2-36, (a)) simulating the confinement and the reactor
vessel internal was generated based on the design data of the GTMHR 600 MWth (Oh et al. 2008). The
inner and outer reflector was also modeled to simulate the solid heat structure and the flow path formed
from the core block upper region to the coolant riser upper region in the air ingress accident. A
hexahedral mesh was separately generated by ICEM-CFD software (ANSYS 2008) for all regions in the
reactor and confinement except the lower plenum, and then all separated models were connected by using
the grid interface function of CFX-12. The lower plenum grid model was initially generated by using
GAMBIT with hexahedral, tetrahedral, and pyramidal meshes (Johnson 2008). It was transformed to the
grid model for CFX-12 by ICEM-CFD.

b 121m \20.78 cm
A
PLIJpper Outer Core Block Inner
enum Reflector Reflector
Coolant
Riser
Core Block
252m
Lower
Plenum
| 2.90m |
«—>
Rx Bottom — ¢ 4.78m >
z V' v < 6.80m >
< 7.80m N
X (a) Side view of 3-D grid model (b) Top view of Rx vesselin the 3-D grid model

CoolantHoles

Support Block

(c) Lower plenum model

Figure 2-36. 3-D grid model for the DEGB analysis.
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All meshes were densely distributed in a fluid region of the grid model, except the confinement, to
prevent numerical diffusion and assure a low courant number (Equation (2-83)). About two millions mesh
cells were generated for all the core blocks to predict the air ingress more accurately because the expected
flow regime in the core blocks is a buoyant flow because of heat transfer between the core block walls
and the air. The 2-mm bypass gaps between the core blocks were neglected to avoid the large number of
cells required to resolve a 2-mm gap. The expected CFD results with the bypass gap are not expected to
differ greatly from those without the bypass gap. In the confinement, a coarse mesh distribution was used,
except around the broken pipes and the reactor vessel wall, because locally precise CFD results are not
necessary for the regions far from the broken pipes and the reactor vessel walls. Thirty CFX parallel
licenses are being used to compute the air ingress phenomena in the HTGR reactor and the confinement
with a total of 8.5 million meshes.

Courant Number = VAt / Ax (2-83)
where

V = Fluid velocity (m/s)

At = Time step (sec)

Ax = Mesh length (m).

The shutdown cooling system located in the reactor bottom region and several guide tubes in the
upper plenum were neglected in the grid model because the anticipated advantages of those models are
not essential in predicting the air ingress from the confinement into the core blocks and the coolant riser.
The detailed information of the mesh distribution and the geometry are shown in Table 2-3.

Table 2-3. Number of mesh and volume data for each region in the 3-D grid model.

Reactor Internal Confinement

Volume : 60.35 m3 (Volume Porosity : 0.185)
Core Blocks Height : 10.82 m
Hexahedral mesh : 2,248,560

Volume : 15.29 m3

Height: 1.84 m

Lower Plenum Hexahedral mesh : 677, 917
Tetra mesh : 25,940
Pyramids mesh : 1,103

Volume : 961.05 m3

Hexahedral mesh : 621,183

Volume : 66.27 m? Fluid volume ration the

Upper Plenum Radius : 3.4 m confinement to the reactor
Hexahedral mesh : 712,023 internal : 3.81
Volume : 6.98 m3(2.328 m®x 3) Total meshes number : 8,517,835
Coolant Riser Height : 9.87 m

Hexahedral mesh : 287,820 (2.328 m3x 3)

Volume : 82.33 m3

Rx Bottom Hexahedral mesh : 651,963
Reflector and Volume : 204.58 m?
Solid Regions Hexahedral mesh : 3,075,831

2-40




2.5.2 Initial, Boundary, Porous Media Conditions and Properties

This 3-D DEGB CFX analysis assumed that the helium discharge from the reactor into the
confinement through the broken pipes is already complete and that global pressure equilibrium has
occurred between the confinement side and inside the reactor. All initial conditions of the concentration,
temperature, and pressure were computed using the GAMMA code and those values were used in CFD
calculations as initial conditions. This was done because a large computation time would be necessary to
get a well converged solution for the helium blow-down phase.

Initial conditions (see Figure 2-37) for the air mass fraction, the temperature, and the pressure for the
confinement and reactor, including the inner and outer reflectors, were given according to the GAMMA
results and hand calculation results for the blow-down phase (Oh et al. 2008). The air mass fraction of 0.5
for the confinement was simply calculated by considering the pressure and volume difference between the
confinement and the reactor with the ideal gas law during the blow-down phase. The initial pressure
distribution along an elevation was automatically calculated by CFX-12 with a gravitational direction and
a density value.

Based on the GAMMA results, a constant temperature condition (see Figure 2-38) for the wall
boundary condition was applied along the core block walls, the surface of the core support block, and the
surface of the reactor vessel. In the core wall temperature condition, the temperature of the core upper
region (see Figure 2-38, A) is lower than that of the core lower region (see Figure 2-38, B) because the
helium passes from the upper region into the lower region at the normal operation. The constant wall
temperature conditions may be verified because the solid structure temperature is not changed, at least for
several minutes. The symmetric condition is also applied on the 180 degree cut plane of the grid model.
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(Contours are plotted on the plane of y = 0.01m. Symmetry plane is y = 0.0 m)

Figure 2-37. Initial air mass fraction, temperature, and pressure conditions for 3-D CFX analysis.
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Figure 2-38. Wall temperature conditions for the core blocks, support blocks and reactor vessel.

A porous media condition was applied to the core blocks to simulate a pressure drop through the core
blocks when helium or air flows along the core blocks. This was done to simulate 108 coolant channels
with diameters of 12.7 and 15.8 mm per core block (Oh et al. 2008). The porous media condition was
given in terms of a permeability (Kpem), a loss coefficient (Ko) and a volume porosity (Equation (2-84)).
The velocity (V;) used in the Equation (2-84) is a true velocity that can be obtained by dividing the
superficial velocity with the volume porosity (Equation (2-85)). The true velocity concept of the porous
media model may be important in the air ingress accident. The calculated turbulent viscosity based on the
true velocity gradient can have an effect on the diffusion term of the species transport equation.

9

P yik, Py, (2-84)
a‘xi perm 2

True Velocity = Superficial Velocity / Volume Porosity (2-85)

Experimental data are needed to give the accurate porous conditions simulating the core pressure drop
under the air ingress accident because no other test data is available. Thus, conceptual design data
regarding the core pressure drop (GA 1996) at a normal operation condition were introduced to generate
the porous condition values. A theoretically obtained porous condition should also be verified by the
comparison of the calculated pressure drop values and the conceptual design data before applying it to the
air ingress accident analysis. A steady-state calculation was performed using normal GTMHR operating
conditions (GA 1996) to show the pressure drop of the core blocks and the reactor vessel from the cold
duct to the hot duct. The calculated pressure distribution is shown in Figure 2-39 and the comparison
results of the core pressure drop and reactor pressure drop between the conceptual design data and CFD
results (Table 2-4) show good agreement (within 10%). Therefore, it is not possible to judge that these
porous conditions may be used for the air ingress accident analysis.

The properties of the air and helium, such as thermal conductivity, molecular viscosity, and specific
heat used for the 3-D CFX analysis, were cited from those of the FLUENT 2-D analysis, except for
helium specific heat (ANSYS 2009). The National Aeronautics and Space Administration (NASA) format
correlations in Table 2-5 were used for the helium specific heat property in the 3-D CFX analysis. The
binary molecular diffusivity shown in Figure 2-40 was calculated by Equation (2-46). The air and helium
density was obtained by the ideal gas law. The graphite properties for thermal conductivity and specific
heat for the inner and outer reflectors were quoted from the FLUENT 2-D analysis.
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Figure 2-39. Pressure distribution results with the porous conditions under the normal operation

conditions.

Table 2-4. Pressure drop results using the porous media conditions.

Porous Conditions:

e Volume porosity : 0.185

e Permeability : 9.706 x 10-4 m?

e Resistance loss coefficient : 1.367 m-1

GTMHR 600 MWth Normal Operation Conditions [GA 2006]:
e He mass flow rate : 320 kg/s
e He average temperature through the core block : 743.65 K

Conceptual Design Data CFD Results
Pressure drop of Rx vessel (Cold Duct to Hot Duct) 71 kPa 78.8 kPa
Pressure drop of active core 51 kPa 50.9 kPa
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Figure 2-40. Binary diffusion coefficient between air and helium.
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Table 2-5. NASA format correlation for specific heat of helium.
e Cp/R=al +a2T+a3T* + a4T’ + a5T"*

e R =2077 [J/kg K] for helium

¢ Lower temperature = 300 [K], Midpoint temperature = 1000 [K], Upper temperature = 5000 [K]
e Lower interval coefficient:

a1=0.02500000E+02 [], a2 = 0.0E+00 [K"], a3 = 0.0E+00 [K?], a4 = 0.0E+00 [K~¥],

a5 = 0.0E+00 [K*], a6 =-0.07453750E+04 [K], a7 = 0.09153488E+01 []
e Upper interval coefficient:

a1=0.02500000E+02 [], a2 = 0.0E+00 [K"'], a3 = 0.0E+00 [K2], a4 = 0.0E+00 [K-],

a5 = 0.0E+00 [K+#], a6 = -0.07453750E+04 [K], a7 = 0.09153489E+01 []

2.5.3 Flow Field models and Numerical Models for the 3-D CFX Analysis

The air ingress accident under the DEGB was treated as a convective flow, a compressible flow, a
turbulent flow, a species flow, a buoyant flow, and a transient flow. The governing equations
(Equation (2-86)—(2-92)) used in this study are the continuity, Navier-Stokes, energy, and the species
transport equations with a coupled solver algorithm (ANSYS 2009). Turbulent flow was modeled by the
standard k-¢ turbulent model with the scalable wall function, and the buoyancy flow was modeled by the
density difference (see Equation (2-87)) (ANSYS, 2009). The governing equations used for the porous
media are changed to Equation (2-93) by adding the volume porosity (A) and area porosity tensor (K) into
the general governing equations as follows:

L+ve(pv)=0 (2-86)
) 5 7)1 7 59T oo, ) e
a(phw,)_a_p ol U/ —Ve M o/ o -
ol v (oVn,, )=v (/WT+Pr[ VhJ+V (Veoz) (2-88)
M.;_Vo(pﬁk):vo (,u+&ij +P, — pe (2-89)
ot i o.) |
%w-(p\?s):V'_(Mg—jW_+§(C51Pk—ngps) (2-90)
Hey =ﬂ+cyp§ (2-91)
AP, v, (pVp)=ve [DAB + ﬂ)w (2-92)
ot Se,
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9 -
@+Vo(pK-V¢)—Vo(FK-V¢):rS (2-93)
t
where
1% = Velocity vector (m/s)
g = Gravitation vector (m/s%)
h, = Total enthalpy (J/kg)
D,, = Binary diffusion coefficient (m’/s)
k = Turbulent kinetic energy (m*/s”)
E = Turbulent dissipation rate (m*/s’)
A = Thermal conductivity (W/m K)
M = Effective viscosity (Pa sec)
) = Variable
r = Diffusion coefficient.

The transient calculation for a total time of 80 seconds with a time step of 0.001-0.005 seconds was
performed to carefully simulate the buoyant flow behavior because of the heat transfer from the solid
structures into the air and helium. As a calculation method, about 3—10 iterations were performed per the
time step until the mass, enthalpy, and velocity residual of the air reached a value below 1.0x10™*. The
RMS Courant number was maintained below 2.5. The numerical models used for the 3-D CFX analysis
are summarized as:

e Pressure-velocity coupling

e Linear equation solver: Algebraic Multigrid

* Convection scheme: Upwind 1*: ¢, =¢,,
e Transient scheme: Backward Euler 1*: ai J-/)¢dV = V[W]
£ t

e Reynolds analogy: Pr,=0.9, Sc, = 0.9
e 30 CPU parallel computation.

2.5.4 Discussion on the CFD Analysis Results

The 3-D CFD results of the air ingress accident are shown in Figures 2-41-2-43. The air mass
fraction contours according to time (see Figure 2-41) show the air inflow pattern from the confinement
side into the reactor internal side. Figure 2-41 shows the air entering into the hot and cold duct as soon as
the CFD calculation starts. This is because the static head of the confinement side is slightly larger than
that of the reactor internal side at the same elevation as much as the density difference between the air and
the helium (see Figure 2-42, (a) and (b)). Figure 2-42 (a) shows the normalized pressure from the
confinement (6.05 m from the center of the lower plenum) to the inlet point to the lower plenum (3.5 m
from the center of the lower plenum) while z=6.7 m represents the midpoint of the broken pipe height.
The vertical line in Figure 2-42 (a) is the pipe breach point and the curved line represents the curvature of
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(Contours are plotted on the plane of y = 0.01lm. Symmetry plane is y = 0.0 m)

Figure 2-41. Variation of the air mass fraction according to time.
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Figure 2-42. Velocity profile, density, and pressure distribution at 0.0 seconds and 0.18 seconds.
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the inlet pipe to the reactor vessel. Figure 2-42 (b) shows a sudden density change at the breach point.
Figure 2-42 (c) shows the recirculation flow pattern at the breach point. Gravitational force directs the air
inflow downward (see Figure 2-42, (c)). Finally, an instability may be developed on the interface between
the air and helium when the air flows into the helium by Rayleigh-Taylor instability (Lowe et al. 2005).

As seen in Figure 2-41, the air arrives on the right end of the lower plenum at about 6 seconds and,
after filling up the lower plenum and being heated by the support block, starts up into the core blocks
right side at about 10 seconds. It takes approximately 50 seconds for the air in the lower part of the core
block to move upward to the upper part by the buoyancy force generated by the density variation because
of the heat transfer from the core block wall into the air. The air then arrives at the top of the coolant riser
about 70 seconds after filling up the volume of the upper plenum near the core upper region (see
Figure 2-41 and Figure 2-43; see A). The air that fills the upper plenum flows up through the reactor core,
shown as two blank boxes in Figure 2-43. The air then moves downward along the coolant riser at about
80 seconds (see Figure 2-43, A), and is also located at the lower part of the coolant riser (Figure 2-43, B).
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9.86 22065 40.015s 80.00's

Upper
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Coolant
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r I

-

Figure 2-43. Air mass fraction of upper plenum, coolant riser, cold duct header, and reactor bottom.

Cold Duct
Header

It is believed that this air came from the confinement through the cold duct after filling up the reactor
bottom region by the gravitation force effect (see Figure 2-43, C). From the air mass fraction contours, it
can be expected that the air located on the upper region of the coolant riser can sufficiently reach the
lower region of the coolant riser just 100-200 seconds after mixing with the air in the lower region.

Figure 2-44 shows the air mass fraction distribution on the hot and cold duct surface from a front
view point. The air flows into the cold duct header through the lower region of the broken cold duct at the
same time the helium counter-currently discharges through the upper region of the cold duct during the
whole period. As time passes, the helium (blue color) in the helium discharge cold duct area steadily
decreases. Figure 2-45 (a) and (b) show air mass fractions and velocity vectors in the lower plenum at
5.96 seconds. As can be seen, a portion of air velocity vector moves to the reactor core. When the flow is
recirculated at the end of the plenum wall, it loses the momentum, resulting in pressure build-up, which
makes the air move upward, if the hydrostatic force is less than the pressure build-up.
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Figure 2-44. Air mass fraction of the hot and cold duct (front view).
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Figure 2-45. Air mass fraction and velocity profile in the lower plenum at 5.96 seconds.
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The rate at which the helium area decreases is proportional to the helium inventory volume in the
reactor vessel and the velocity of the air inflow. In the hot duct side, the same situation of the counter-
current flow driven by the density occurs just as on the cold duct side. The helium discharge through the
upper region of the hot duct (see Figure 2-45, (c)) continues until about 20 seconds. These different time
scales for the discharge of helium through the cold and hot duct can be certified in terms of the volume
averaged air mass fraction of the lower plenum, the reactor bottom, and the cold duct header as shown in
Figure 2-46. The filling of the lower plenum with air is completed by about 20 seconds, whereas those of
the reactor bottom and the cold duct are not completed until 80 seconds because the air through the cold
duct moves downward and fills up the reactor bottom first.
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Figure 2-46. Volume averaged air mass fraction of the lower
plenum, the reactor bottom, the cold duct header and the
coolant riser (Maximum value of the air mass fraction is 0.5).

The complete time of the helium discharge is very short when considering the lower plenum volume
of 15.29 m’ and the helium discharge velocity of about 1.0— 2.67 m/s (see Figure 2-45). This situation
may be caused from the helium located in the lower plenum at early stages that moves upward into the
core blocks by the effect of the natural circulation along the core blocks. The development of the helium
natural circulation along the core block because of the initial temperature difference (see Figure 2-38, (b))
may be confirmed in terms of the volume averaged velocity of the core block (see Figure 2-47). The
velocity value shown in Figure 2-46 rapidly increases to about 1.1 m/s for 3.0-7.0 seconds, and then
decreases to about 0.2 m/s at about 30.0 seconds. This natural circulation at an early stage may entrain the
helium located in the lower plenum, and accelerate the helium circulation from the upper plenum region
into the coolant riser.

Figure 2-48 shows the air mass fraction variation of the lower plenum, core, and core lower region
according to time. An interested phenomenon is that the air mass fraction of the core starts to increase
from about 10 seconds, even though about 80% of the lower plenum volume was already filled with air in
the first 10 seconds. This may be caused by the discharging helium stream along the lower plenum upper
region, thus preventing air penetration into the core blocks, or the air buoyancy force developed by the
heat transfer from the support blocks being weak compared to the momentum of the helium discharging
flow. However, it is possible to know from the volume averaged temperature variation results of the lower
plenum and the cold duct header (see Figure 2-49) that the starting time of the air flowing into the core
block is closely related to the lower plenum temperature variation. The temperature graph of the lower
plenum starts to increase at about 11 seconds from its continuous decreasing trend (see Figure 2-49, A),
whereas the temperature of the cold duct header steadily decreased to the end of the CFD calculation
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Figure 2-47. Volume averaged velocity of the core blocks.
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Figure 2-48. Volume and area averaged air mass fraction of the
lower plenum, core blocks, and core inlet (maximum value of the
air mass fraction is 0.5).
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Figure 2-49. Volume and area averaged air temperature of the
lower plenum, core blocks, and core inlet.
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because it did not have the heat structure of the support block in the lower plenum. The temperature
increase from the decreasing trend can also be confirmed by the temperature contours at the plane of

z = 6.7 m in the lower plenum (see Figure 2-50, (g)). This may mean that the air heating time by the
support block is an essential period for the air to have the buoyancy force because the buoyancy force can
be developed by the density difference between a local value and an averaged value. It can therefore be
expected that the starting time of the air flowing into the core block may be delayed if the air temperature
of the lower plenum is maintained at a lower value.

@ b ) : X
(g) 12.86 sec (Tayg = 541.79K, AMF,y, = 0.483) () 15.11 sec (Tayg = 557.85K, AMF,, = 0.487)

Figure 2-50. Temperature distribution on the plane of z = 6.7 m in the lower plenum (LP bottom:
z =7.624 m, LP top: z = 7.624 m, temperature and air mass fraction are averaged over the area of the
plane at z = 6.7 m)
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2.5.5 Conclusions and Further Works

The 3-D CFX results of the 3-D DEGB analysis by CFX-12 show that air can actively ingress the
reactor vessel because the air inflow momentum generated by the stratified flow and the buoyant flow
because of the heat transfer from the solid structures inside the reactor vessel sufficiently overcome the
hydraulic resistance when the air passes the lower plenum and core blocks. This confirms that the
previous FLUENT 2-D results with the porous media model are reasonable. The expected onset of natural
circulation time estimated by 3-D CFX analysis is approximately 100 seconds, which is 50% of that of
FLUENT 2-D analysis results.

To confirm the starting time of the air flowing into the core blocks, a supplemental CFD calculation
should be performed by changing the support block temperature. To reduce the uncertainty of the 3-D
CFX results, several sensitivity calculations should be conducted by changing the numerical model for the
convection term, the turbulent model, and the reference density value for the buoyant flow. The effect of
the reference density value in the buoyant flow should also be carefully examined because the buoyant
flow is a main driving force in the air ingress accident and its model is simply calculated by the density
difference value based on the reference density value and the gravitational vector.

The qualitative results of the 3-D CFX analysis may not be changed because a lot of the heat
structures definitely existed in the lower plenum and the density driven counter-current flow of air and
helium is already verified by these experiments.

2.6 2-D Preliminary Analyses on the Effect of Chemical Reaction

Large amounts of graphite materials are used in VHTR cores, reflectors, and supporting structures.
These graphite materials are very reactive to oxygen. The two main reactions between graphite and
oxygen are

C+0, > CO, (R-1)

c+io, 5 co (R-2)
2 2

The R-1 reaction is dominant in low temperatures (<750°C). The R-2 reaction is dominant in high
temperatures (See Figure 2-51). In the low temperature, the reaction is controlled by reaction kinetics and
in the high temperature it is controlled by mass transfer rate (See Figure 2-52). In this work, the following
equations were implemented into the FLUENT code by a user defined function.

(1) Overall graphite oxidation rate (Oh et al. 2006).
—_— =t — (2-94)

where

R, = Overall graphite oxidation rate (kg/s)
R, = Graphite oxidation rate estimated by Arrhenius model (kg/s)

R, = Graphite oxidation rate estimated by mass transfer (kg/s).
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Figure 2-51. Ratio of CO/CO, with temperature (Oh et al. 2006).
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Figure 2-52. Effect of temperature on the graphite oxidation rates and
oxidation regimes.

(2) Kinetics effect (Arrhenius model) (Oh et al. 2006).
218,000
R

R, = 2552000 exp(~ ) Doy 6,V (2-95)

where

R = Gas constant (8.315 kJ/kmol K)
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T = Graphite surface temperature (K)

P,, = Oxygen partial pressure (Pa)

g, = Graphite initial surface density (m*m?)

% = Apparent volume of the graphite structure.
(3) Mass transfer.
R, =2M, -Km(COZ’w _Coz,o)'A (2-96)
where

M, = Molecular mass of carbon, C (12 kg/kmol)

= Mass transfer coefficient of oxygen (m/s)
C 0y = Oxygen concentration in the bulk flow (kmol/m?)
C 0,0 = Oxygen concentration at the graphite surface (kmol/m’).

(4) CO/CO;, ratio (Oh et al. 2006).

(2-97)

69,604
fCO,C03 = 7,396exp[— ] )

R-T

The effect of burn-off in the FLUENT model was neglected because the time scale in the FLUENT
simulation was several minutes in which the effect of burn-off on the reaction rate was negligible. For
consideration of the chemical reaction, six gas species in total were taken into consideration in the species
conservation model. The chemical species include O,, N,, CO, CO,, H,0, and He. The model therefore
solved five more equations than the previous FLUENT model, which did not consider chemical reactions.

In this analysis, the computational speed significantly slowed down, even in the 2-D simplified
geometries. The following summarizes the options and the models adopted in this calculation:

e 2D

e Unsteady

e Segregated solver

e 2" order accuracy in time

e Noniterative time advancement

e Absolute velocity formulation

e Cell based gradient

e Physical velocity (in the porous media formulation)
e Laminar viscous model

e Energy equation solving

e Species transport equation solving:
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- Six gas species: O,, N,, CO, CO,, H,O, He
- Multicomponent diffusion model
- No consideration for thermal diffusion

e Pressure-velocity coupling method: PISO

e Pressure discretization method: PRESTO!
e Momentum: 2™ order upwind

e Species: 2™ order upwind.

The GTMHR was selected to be the reference reactor and DEGB was assumed. The geometry and
mesh are the same as that used in the preliminary 2-D analyses in FY-08. Initial air mass fraction in the
confinement was assumed to be 0.5. The results of the FLUENT simulation are briefly summarized in this
section. Figure 2-53 shows the species concentration profiles in the reactor 13 seconds after
depressurization, at which time the air has already filled the lower plenum and started to move into the
reactor core by buoyancy force. The oxygen in the core is consumed by chemical reactions, resulting in
CO and CO, species being generated. This result also shows that the chemical reactions are mainly
generated at the core bottom region, while little chemical reaction is generated in the lower plenum. This
is because the temperature in the lower plenum is relatively much lower than it is in the core. The
generated CO and CO, gases move up through the core.

0.385

0.115 0.67

N, mass fraction O, mass fraction CO mass fraction CO, mass fraction

Figure 2-53. Species concentration profiles in the VHTR at 13 seconds.

Figure 2-54 shows the comparisons of the FLUENT calculations both with and without chemical
reactions; helium concentrations are plotted in this figure for comparison. The chemical reaction
accelerated the air-ingress process by moving more gases to the top. This occurred because the
temperature in the reactor core is higher than 900°C. CO generation (reaction R-1) is therefore the
dominant reaction in which one oxygen molecule is consumed and two CO molecules are generated.
Therefore, a single gas species is generated by this reaction. Once CO is generated in the core, it will
increase the pressure in the channel under the same temperature conditions. Graphite oxidation is an
exothermic reaction, which increases the temperature at the reaction spot and generates more buoyancy
force in the gases.

This preliminary calculation qualitatively indicates that the chemical reaction will accelerate the air-
ingress process. However, for getting quantitative results, a detailed 3-D model is required as described in
Section 2.5. The chemical reaction models and the user defined functions developed in this section can be
directly implemented into the detailed 3-D CFD model. And, this detailed model will provide a more
realistic and meaningful result. The detailed 3-D calculation for air-ingress with chemical reactions is
currently planned.
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(a) with reaction model (b) without reaction model

Figure 2-54. Comparisons of with and without chemical reaction models.
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3. TASK 2: EXPERIMENTAL STUDY ON THE STRATIFIED FLOW (INL)

3.1 Introduction

A LOCA that allows air to ingress the reactor core will result in oxidation of VHTR structural
graphite. This can occur when a pipe breaks inside the reactor, allowing the air surrounding the reactor to
rapidly ingress into the reactor vessel. This accident scenario will result in chemical reactions between
oxygen and the core graphite structures, which will further heat up the reactor core and if unmitigated
could, damage its structural integrity, resulting in the release of toxic gases such as CO and CO,.

Lots of computational and theoretical work has been done to understand what will happen to a VHTR
in the event of an actual air-ingress accident, but validation data is needed to support the theory and
computational results. Table 3-1 shows the previous and current experimental data used to validate the
computer codes for air-ingress analyses. This table lists 14 different experimental sets covering diffusion,
natural convection, radiation, chemical reaction, and porous media models in the code; however, there are
no good data for validation of stratified flow at this time.

Table 3-1. Previous and current validation data for air-ingress analyses.

Pipe Network, NWU (6]
Blowdown, NWU o (0]
Buncan & Toor’s Experiment (0]

Inverse U-tube single/multiple channel test (0] O

Ogawa'’scirculartube test

Takahashi’'sannulartube test
VENTURApebble bed test
Inverse U-tube airingress experiment (0]

O|O0|0O|0O|0O
(e}

HTTR simulated airingress experiment O

Vertical slotexperiment O

O|0|0 |0

NACOK natural convection test
SANA-1 afterheatremoval test (0]
HTTR RCCS mockup test
SNURCCStest (0] (e}

o
(@]

roln|d|ole|e(N|o | a|slw N

D: Diffusion NC: Natural Convection R: Radiation C: Chemical Reaction
P: Porous Media

Two sets of experiments were planned to understand stratified flow phenomena and validate the
computer codes with physical models. This experimental work covers a separate effort to couple effects
related to the stratified flow.

3.2 Plan for Stratified Flow Experiment (Isothermal)

The current section describes some separate-effect experiments for understanding stratified flow
phenomena in the air-ingress accident and for generating data for validation of computer codes, including
CFD codes or system analysis codes. As a first step, two isothermal experiments are presented: a DEGB
experiment to analyze the phenomena that occurs in the DEGB situation, and a partial break experiment
to analyze a partial break on the cross-duct of a VHTR. Since both experiments are designed to be

3-1



isothermal, i.e. heating or heat-exchange effects will not be considered at this stage. Heating effects will
be considered later in separate non-isothermal experiments.

The density gradient driven flow is a new issue in the VHTR safety analysis field. The detailed
mechanisms for the whole scenario have not been fully understood or validated in previous safety
analyses. In addition, because previous studies were highly focused on numerical simulation,
experimental data is required to validate these calculations and other systems codes used to analyze these
events. All of the planned experiments will be performed to the appropriate quality standards.

3.2.1 Isothermal DEGB Experiment

3.2.1.1 Objectives

The DEGB experiment planned at INL has two main objectives: observe and understand phenomena
driven by a density gradient in the broken pipe, and provide data for the validation of computer codes
such as CFD or a system analysis codes that will eventually be used for VHTR safety analyses.

To meet the first objective, the characteristics of the flow phenomena will be investigated (See
Figure 3-1). The following characteristics are typical to the VHTR DEGB scenario:

e Gravity current in the horizontal pipe
e Gravity current at the expansion point from the pipe to the vessel

e  Gravity current around obstacle rods.

@00
70000
looooo0
=00 0 0 00

Pl

(1) (3)

(1) Stratified Flow in the horizontal Pipe
(2) Expansion Flow at the Pipe and Vessel Joint
(3) Flow around circular structures

Figure 3-1. Flows of interest in the isothermal full-break experiment.
Section 2.1 mentions that the previous gravity current studies are quite similar to the air-ingress
situation. Still, there are also differences between them, the biggest one being the shapes of channel cross-

sections. Figure 3-2 (a) shows the channel shape in previous studies on gravity current, which were
carried out using rectangular channels. In the rectangular channel, the channel height is not changed along

3-2



the horizontal axis, indicating that the current speed will be consistent along the axis and the flow regime
in each horizontal location will be the same. In this configuration it is possible to visualize 2-D flow;
therefore, the experimental results were well matched to the previous theoretical models derived in the 2-
D axis. However, in the air-ingress condition, which consists of a circular channel, the channel height
changes along the horizontal axis (See Figure 3-2 (b)). At the center, the height is large, and at the side,
the height is small. Therefore, at the center, the current speed will vary from the speed near the sides,
providing different flow regimes for different locations in the circular pipe. Thus, the circular pipe
appears to see some 3-D effects on the gravity current flow. It is presently unclear if the previous models
based on 2-D are still valid for the circular geometry.

uniform height

(a) Previous gravity current studies (b) VHTR air-ingress situation

Figure 3-2. Comparisons between previous gravity current studies and VHTR air-ingress condition.

In these experiments, 2-D velocity field and species distributions will be directly measured by particle
image velocimetry (PIV) and laser induced fluorescence (LIF). The measured local velocities and
concentrations will be used to validate computer codes.

3.2.1.2  Experimental Parameters

Based on previous investigations (Von Karman 1940, Yih 1965, Benjamin 1968, Gardner 1970,
Britter & Simpson 1978, Klemp et al. 1994, Keller and Chyou 1991, Simpson 1999, Hartel et al. 2000,
Lowe et al. (2002, 2005), Shin et al. 2004, Birman et al. 2005), the most important parameter in the
gravity currents is the density ratio between two fluids. In most of the cases, the current speed or the
current depth are direct functions of the density ratios, satisfying energy conservation. If, however, the
channel height is too small or the viscosity of the fluid is too high, the Reynolds number becomes
important because the frictional loss is no longer negligible (Eugeny and Gavrilov 2007). The four main
parameters of interest for the DEGB isothermal experiment are:

e Density ratio
¢ Reynolds number
e [Initial pressure differences between the inside and outside of the vessel

e Existence of obstacle rod (diameter).
The importance of the density ratios and the Reynolds number were already described in the above
paragraph. The initial pressure difference was selected for the purpose of estimating the effect of initial

momentum inertia on the gravity current. The existence of obstacle rods was selected to be the main
parameters for visualizing the effect of the lower plenum post on the gravity current.
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3.2.1.3  Experimental Setup

The DEGB isothermal experiment consists of two tanks and a horizontal pipe (See Figure 3-3). The
horizontal pipe connects the two tanks as shown. A sliding gate valve is installed along the horizontal
pipe to separate the tanks. Initially, both tanks are filled with different fluids having different densities,
and the valve is closed. Once the predetermined initial conditions are achieved, the experiments are
started by quickly opening the valve. After the valve opens, a counter-current stratified flow is formed in
the test-section where the heavy fluid intrudes into the light fluid at the bottom and the light fluid intrudes
into the heavy fluid at the top. At the bottom of the two tanks is a port that is linked to the differential
pressure (DP) transmitter to be used for setting up the initial pressure equilibrium and stabilization. Each
tank also has a pressure transducer for independent pressure monitoring. The tanks and the pipe will be
made of transparent acrylic for optical measurements and flow visualization. Both PIV and LIF will be
employed for simultaneous measurement of velocity fields and concentration profiles.

Tank (light gas) Tank (heavy gas)
Gate valve I[I
1m ﬁl 10 mm
1.0m (Thickness)

\
0.2m
5 km \\ B
(Thickness) :{l \H}Ive
(=)

Pressure
transmitter

Pressure
transmitter

[ —1
v

DP transmitter

Figure 3-3. Schematics of the isothermal DEGB experiment.

The GTMHR 600 MWth reactor was selected as a reference reactor for the test-section design. As
shown in Figure 3-3, the pipe diameter (0.2 m) is approximately 0.13 times smaller than the actual
GTMHR hot-duct size. The tank diameter (0.9 m) is scaled to maintain the expansion ratios between the
hot duct and the reactor vessel diameters (dpotguct/Dvessel = 0.22) in the reference (GTMHR) reactor. The
pressure will range between 1 atm and 3 atm. The working fluids in consideration are He, Air, CO,, and
SF¢. Various combinations of those fluids will be considered.

Table 3-2 displays the Test-Matrix. These experiments cover the range of density ratios from 0.03 to
0.46, and Reynolds numbers from 2.3x10* to 6.93x10°. Therefore, the main flow regimes are in the non-
Boussinesq (large density differences) and turbulent flow (low viscous effect) regimes, which are the
same flow regimes predicted in the actual air-ingress accident.

Figure 3-4 shows the experimental regime (Blue Region) and the actual accident regime (Yellow
Region). The actual accident conditions were calculated by assuming and changing the air mass fractions
(0.1-1.0) and temperatures (25-200°C) in the confinement. The pressure was assumed to be ambient
pressure (1 atm) in all cases. This figure shows that the experimental test matrix in Table 3-2 (Blue
Region in Figure 3-4) covers most of the actual accident regime (Yellow Region).
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Table 3-2. Test matrix of isothermal DEGB experiment.

Light Fluid Heavy Fluid Y Re P (Light) [atm] | P (Heavy) [atm]

Air SFs 0.19 1.17E+05 1 1
Air SFs 0.19 2.39E+05 2 2
Air SFs 0.19 3.66E+05 3 3
He SFs 0.03 3.40E+05 1 1
He SFs 0.03 6.93E+05 2 2
He SFe 0.03 1.06E+06 3

Hel SF¢ (5.5:4.5) SFs 0.46 5.10E+04 1 1
He/ SFs (5.5:4.5) SFs 0.46 1.03E+05 2 2
He/ SFe (5.5:4.5) SFs 0.46 1.57E+05 3 3
CO2 SFs 0.3 7.29E+04 1 1
CO. SFs 0.3 1.48E+05 2 2
CO, SFe 0.3 2.25E+05 3 3
CO4/He (2:8) CO, 0.27 2.30E+04 1 1
COq/He (2:8) CO. 0.27 4 67E+04 2 2
COq/He (2:8) CO, 0.27 7.06E+04 3 3
He SFs 0.03 3.40E+05 1 1
He SFs 0.03 6.93E+05 2 1
He SFs 0.03 1.06E+06 3 1

N : i :

Re

Figure 3-4. Estimated accidental flow regime and experimental conditions.

3-5




Since the DEGB experiment will be operated in the pressurized conditions, the pipe and tank
thicknesses must be carefully determined with adequate safety margins. The wall thicknesses of the pipe
and the tanks that provide adequate safety were determined to be 2 mm (0.002 m) and 10 mm (0.01 m),
respectively. Figure 3-5 shows the relations between the wall thickness and the maximum stress. This
calculation assumes that the maximum inside pressure of the pipe and the tanks are 4 atm (experimental
ranges: 1-3 atm). The estimations for maximum stress were based on the stress in a general thick-walled
pipe or cylinder (Crandall et al. 1972). As shown in this figure, maximum stress decreases exponentially
with wall thickness. In the figure, the red-line (at 464 atm) represents the minimum allowable tensile
stress data for acrylic glass. Therefore, if the maximum stress is higher than the red-line, the structure will
be fractured. This figure confirms that the thicknesses determined for this experimental apparatus are
sufficient. The safety factors estimated in the pipe and the tanks are 3.07 and 3.41, respectively.

The obstacle rod was determined to be 0.046 m in diameter, which maintains the Reynolds numbers
scaling between the prototype (actual reactor conditions) and the experiment. The arrangement of the rods
will be determined later.

800

| —o— Horizontal Pipe (d=0.2 m)
700 -

——Tank (d=0.9 m)
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200
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Figure 3-5. Pipe and tank wall thicknesses vs. maximum stress in the wall.

3.2.1.4  Experimental Procedure

The procedure for the DEGB isothermal experimental is as follows:
1. Open the sliding gate valve.
Remove all air in the test-section (both tanks and pipe) using a vacuum pump.
Close the sliding gate valve.
Fill the two tanks separately with two different fluids up to the predefined pressures.
Install LIF/PIV facility at the measuring location.
Stabilize the system.

NS A »d

Open the sliding gate valve to initiate the experiment.
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8. Measure velocities and concentration profiles in the pipe and the tanks.

3.2.1.5 Measurement

In the current experiment, the main measurement parameters are velocity field and species
concentrations. To measure these parameters simultaneously, combined PIV/LIF methods introduced by
Sadanandan et al. (2008), Martin and Garcia (2009), Sanada et al. (2003), Cowen et al. (2001), and
Hishida and Sakakibara (2000) were considered. The combined PIV/LIF methods are designed to
simultaneously measure 2-D velocity fields and species concentrations by using laser sheets and single or
multiple digital cameras. In the current experiment, the method used will be based on a single laser and
two CCD cameras (one for PIV and the other for LIF) proposed by Hishida (2000). Figure 3-6 shows the
basic set-up of the laser and cameras. The laser sheet is movable along the test-section.

Laser
Light
Sheet
02 10

]
ccDCamera -
for PIV ~ P - B _
Optical L/z'
Filter L
CCD Camera aser
for PLIF
Time Counter
Synchronizer
Personal
Computer

Figure 3-6. Set-up of combined PIV/PLIF system.

LIF is a powerful diagnostic tool for the investigation of nonreacting as well as reacting gas and
liquid flows. LIF is a nonintrusive, instantaneous flow visualization technique with high spatial and
temporal resolution and is applied to determine different flow-field variables in the plane of a laser light
sheet; concentration (mole fraction), density, temperature and velocity fields can be derived from
calibrated LIF images.

LIF applies to a large number of molecules and atoms for combustion, spray, and various fluid
mechanical flow studies. The LIF detection of atomic species is also called laser excited atomic
fluorescence. Combustion species like flame radicals and most fuel species can be visualized directly
using LIF. If the flow itself contains no LIF-active species (like N,, CH, or water), fluorescing markers
(tracers) are used to seed the flow for flow-field imaging (Tracer LIF).
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The LIF emission is spread over many wavelengths (emission spectrum), with most of the emission
red-shifted from the laser line. Because of this spectral shift of the LIF emission, unwanted interferences
from stray light or Mie scattering can be effectively suppressed.

LIF is a technique with high selectivity. It is possible to selectively address species to emit light even
in combustion environments where hundreds of different species are present. Single quantum states can
be detected for small, typically diatomic molecules, which allow gas temperatures to be determined even
under nonequilibrium conditions.

LIF imaging is particularly attractive because of the strength of the resonant absorption process
compared with the nonresonant Rayleigh and Raman techniques. Because of this sensitivity, LIF has the
capability to detect flame radicals and other species at the ppm or even sub-ppm level. Sensitivity and
selectivity are the two main advantages of the LIF technique.

Principle of LIF Imaging

In a typical LIF experiment the flow is illuminated by a laser light sheet whose wavelength is tuned to
excite a particular transition within the LIF-active molecule (atom). A fraction of the ground state
molecules absorb the incident light, which are promoted to a higher (excited) electronic energy state. A
fraction of these excited molecules emit light (fluorescence), those which are not dissociated return to the
ground state by transferring the excess energy through nonradiative decay processes like collisional
quenching or intramolecular deactivation.

For LIF imaging, the laser beam is spread into a sheet, passed through the fluid of interest, and the
resulting fluorescence light from the light sheet is imaged through a filter onto a time-gated camera.

PIV, on the other hand, measures whole velocity fields in a laser light sheet by taking two images of
the light sheet shortly after each other and calculating the distance individual particles travelled within
this time. The velocity is calculated from the known time difference between the two images and the
measured displacement. Since the flow can be quite fast, one has to avoid blurred images, which is one
reason to use laser pulses. They are only 6-10 ns long and freeze any motion. The other reason is that
only laser light can be focused into a thin enough light sheet so that only particles in that plane are
imaged. Otherwise the scattered light from particles in other planes would make this measurement
impossible. A special camera is used that it can store the first image (frame) fast enough to be ready for
the second exposure. The dead time between the frames, when the camera is blind, is very short (down to
100 ns).

3.2.1.6 = Comparisons of Experimental Data with CFD

The data obtained in the experiments will be used to validate CFD codes or safety analysis codes.
This section summarizes the method and the procedure to be used for code validation.

Front Speed

The first piece of experimental data to be compared with the code results is a front speed, which is the
most fundamental characteristic parameter in the gravity current. The front speed will be measured in
various locations including the horizontal pipe, the tanks, the connections between the pipe and the tank,
and the obstacle rods. Various viscous models (laminar, k-e, k-w, and Reynolds Stress Model [RSM])
will be considered in the code analyses. Conventional image processing techniques will be used to
determine the front speed.
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Current Depth

The second piece of experimental data to be compared to the code result is a current depth, which is
another main characteristic of the gravity current. The current depth will be measured by PLIF with the
front speed at the same time. Geometrical characteristics of the current will be also taken into
consideration in visualization and assessment.

Concentration Profile

The third piece of experimental data to be used for comparisons is species concentration. The species
concentration profiles will be measured in various local positions including the horizontal pipe, the
junction between the pipe and the tank, and around the obstacle rods. For comparisons, the front locations
of the currents will be matched between the experiment and the calculations. Viscous model effects
(laminar, k-e, k-w, and RSM) on the calculation will be also taken into account. Finally, the average
uncertainty and local uncertainty will be compared, and the best viscous model will be recommended.
The error distributions will be also visualized by contour plots.

Velocity Field

The forth piece of experimental data to be used for comparisons is velocity data in the test-section.
The basic comparison method is the same as that used in the concentration comparisons. Two
dimensional velocity magnitude and direction of the in plane velocity components (Vy, V) will be
compared to the code calculations.

Mixing Parameters

The fifth piece of experimental data that will be compared are mixing parameters. The mixing
parameters include Reynolds stress (u’v’) and turbulent scalar flux (c’u’). The basic method of
comparisons is the same as the concentration and velocity comparisons. The comparison of mixing
parameters is important, especially for validating the turbulence models.

3.2.2 Isothermal Partial-Break Experiment

3.22.1  Background and Objectives

In a VHTR, a partial break of the pipe has a much higher probability of occurrence than the DEGB. It
is therefore important to understand air-ingress mechanisms in the partial break scenario for air-ingress
safety analyses, even though the consequences of the partial break are less serious than that of the DEGB.

This section summarizes a newly designed isothermal partial-break experiment, which focuses on
visualizing the gradient driven flow in the partial break conditions and on generating experimental data
for code validation. According to preliminary CFD analyses, the partial break shows much different flow
characteristics from those of the DEGB, despite both being governed by the same physical mechanism
(density gradient). Computational analyses indicate that the flow pattern is highly dependent on the break
orientation; therefore, depending on the break orientation, completely different regimes are encountered.
Preliminary analyses indicated that there are three different regimes. Figure 3-7 shows the three flow
regimes for three different break orientations. In a bottom break (angle = 0 degrees), the air-ingress is
dominated by diffusion process because the heavy fluid is located lower than the lighter fluid (See
Figure 3-7 (a)) with low air-ingress speeds. However, in a side break (angle = 90 degrees), a stratified
flow is formed by the density gradient with the heavier fluid flowing into the lower part of the lighter
fluid. In this case, the flow ingress speed is quite fast. In a top break (angle = 180 degrees), a stable
stratified flow is not formed, instead, periodic and intermittent flow is formed at the break point. Air
ingress speed is rapidly increased with the angle from 0 to 90 degrees. However, the speed is slowly
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decreased for angles from 90 to 180 degrees. Figure 3-8 shows the general trend of the air-ingress flow
rate with orientation angles. It shows that the break orientation is an important parameter for determining
air-ingress speed. It is therefore necessary to investigate and understand these phenomena.

/4—
‘\A//
.E

(a) Diffusion (b) Stratified Flow (c) Intermittent Flow

Figure 3-7. Flow Regime of Air Intrusion in the Partial Break (Orientation Effect).
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Figure 3-8. Effect of Break Orientation and Flow Rate (Partial Break).

A partial break experiment has three objectives: (1) identify and determine the main parameters
affecting air-ingress mechanisms (flow regimes)—a flow regime map for air-ingress will be developed, if
needed; (2) validate the computer codes (CFD and safety analysis codes) against the experimental data for
the flow regimes or flow and concentration fields; (3) develop models (analytical or empirical) for
quantitative prediction of air-ingress speeds in various conditions.

3.22.2 Experimental Parameters

In the partial break, the main parameters for the flow regimes and the flow ingress speeds are
influenced by various factors such as break orientation, break size, density ratio, and wall thickness. For
this reason, preliminary CFD analyses will be performed with parametric studies before the main
experimental work starts. Through these analyses, the relative importance of each parameter will be
estimated, and the results will be used for refining the test-section design and the detailed test matrix. The
benefit of using preliminary CFD analyses is that it is can develop more efficient and higher quality
results to the experiment by minimizing unnecessary activities and focusing on essential parts.
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3.22.3 Experimental Setup

The concept of the partial break experiment is shown in Figure 3-9 where the test-section consists of
two cylindrical tanks with different diameters. A smaller tank is located in the inside of the larger tank
forming an annular shape. The two tanks are physically separated, and initially filled with different fluids
with different densities. A sliding gate valve is installed at the side of the inside tank so when the valve is
open, the materials can be exchanged between the inside and outside cylinders. The angle of the break
location with the sliding valve can be adjusted by rotating the test-section. The inside and outside tanks
are linked by a DP transmitter. The detailed sizes and dimensions of the test-section are to be determined.
CFD will be used as a design aid tool. The main parameters that will be measured in this experiment are
velocity fields and concentration profiles. For optical measurements, the test-section will be made of
transparent materials such as acrylic or polycarbonate. The test-matrix also will be determined after
preliminary calculations.

Pressure Transducer
Sliding Gate

DP Transmitter
Valve

Rotatable

Figure 3-9. Schematics of the partial break experiment.

3.2.2.4  Experimental Procedure

The test procedure for the partial break experiment is as follows:

Determine break location in the test section.

Install LIF/PIV facility at the measuring location.

Remove air in the test section with a vacuum pump.

Close the sliding gate valve.

Fill the two tanks separately with two different fluids up to the pre-defined pressures.
Open the sliding gate valve.

Stabilize the two-fluid system.

Open the sliding gate valve to initiate the experiment.

Y ° N kWD =

Measure the velocities and concentration profiles in the pipe and the tanks.
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3.2.2.5 Measurement

Velocities and concentration profiles will be measured simultaneously by a combined PIV/PLIF
method proposed by Hishida (2000). His method consists of a single laser and two CCD cameras as
shown in Figure 3-10. The basic measuring technique is the same as described in the DEGB experiment.
The laser is also movable along the test-section.

CCD Camera /

for PIV Y e > .
'/
Optical k_/l

A

Filter Laser
CCD Camera
for PLIF
Time Counter
Synchronizer
Personal
Computer
——————————\
. ]

Figure 3-10. Set-up of combined PIV/PLIF system.

3.22.6 Experimental Data Assessment

Velocities and species concentration profiles in the partial break experiment, are measured in the
inner cylinder. This data can be used to understanding air-ingress mechanisms and validate computer
codes. The data assessment and code validation methods planned in the current experiment are
summarized.

Observations on the Flow Patterns and Developing Flow Regime Map

The first thing to be done with the experimental data is observing flow patterns and understanding
detailed air-ingress mechanisms. In this stage, the experimental data are qualitatively interpreted. After
observation of the flow patterns, the experimental data can be used to develop a flow regime map that
distinguishes diffusion, stratified, and intermittent flow regimes, if needed.
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Comparisons of Average Concentrations with Calculated Results

The second task is to compare average species concentrations, which specifically investigates
concentration variations with time. By comparing the average concentration data between the experiment
and the code analyses, the capability of the code predictions on the partial break air-ingress scenario will
be assessed for the different flow regimes. The various viscous models (laminar, k-e, k-w, RSM) will also
be taken into consideration for code analyses.

Comparisons of Local Velocity Field and Concentration Profiles with Calculations

After comparing the averaged concentrations, some local variables, including velocities and species
concentrations between the experiment and the calculations, will be compared. The local uncertainty will
be estimated by comparisons, and the result will be used to assess if the codes or models apply to the
partial break air-ingress analyses.

Comparisons of Mixing Parameters

Besides local velocities and concentrations, mixing parameters such as Reynolds stress (u’v’) and
turbulent scalar flux (c’u’) will be compared. The comparison methods are the same as those described in
the local concentration and velocity comparisons.

3.3 CFD Analyses of Isothermal Stratified Flow Experiment

The following section details the blind 3-D CFD analysis performed for the DEGB experiment in
Star-CCM+ v4.02.011. One of the main objectives of the DEGB experiment is to provide validation data
for comparison with the results from the numerical codes and to aid in the improvement of predictive
models. In this section, results from simple lock exchange simulations in cylindrical and rectangular
channel geometries are presented as well as preliminary simulation results of the DEGB experiment.

The simulation of different channel geometries for a lock exchange counter current flow allows a
comparison between phenomena present in the different channel geometries. It also enables a comparison
with the predictions of the analytical model for simple counter current lock exchange flows as described
in Section 2.2.

3.3.1 Lock Exchange Simulations

3.3.1.1 Model and Initial Conditions

The model scale used for lock exchange simulations was chosen based on the height scale of the
horizontal pipe of the DEGB experimental facility. The two different channels, one rectangular and the
other cylindrical, had a maximum height (H) of 0.2 m and were 4 m long. The lock exchange interface
was equidistant from the channel ends. The discretized mesh used for both channel models consisted of
polyhedral cells with a base size of 0.005 m. Two prism layers were used along the wall and a high y+
wall treatment was applied in the near-wall region. In total, 2.8 million and 1.6 million polyhedral cells
were used to discretize rectangular and cylindrical models, respectively.

A simplified gate interface was used instead of simulating the thickness of the sliding gate. Att =0,
the gate interface between the two fluid species was removed and the species were allowed to interact.
The two fluids for the simple lock exchange problem were H,O and a saturated mixture of H,O and NaCl.
Atmospheric pressure was used for both fluids.
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3.3.1.2 Numerical Models and Solver Criterion

Based on a literature review of previous work, the counter current stratified flow has significant
turbulence in the form of Kelvin-Helmholtz billows. This turbulent regime, along with the transient nature
of the problem, influenced the choice in models and solver technique.

The numerical models and solver schemes used for the following simulations are as follows:
e 3D
e Mass, momentum, energy, multiple-component fluid, standard k-¢ turbulence
e Segregated (for H,O/NaCl, Coupled for He/CO,) flow and energy solver algorithm
e 2" Order up-winding scheme convection scheme
o Implicit unsteady with 2" order temporal discretization scheme
¢ Global time step: 0.001-0.005 seconds
- Total Calculation Time: 2.5 seconds
e Residual criteria for all variables <10™
e Density ratio (y): 0.83 for H,O and H,O/NaCl solution.

3.3.1.3 Results

Rectangular Channel

The results from the first 2-1/2 seconds following the opening of the lock show a nearly constant
result along the width of the channel and strong interfacial turbulence in the form of Kelvin-Helmholtz
billows (see Figures 3-11 through 3-15.

Volume Fracfion of Phase 2
0.0000 0.20000 0.40000 0.460000 0.80000 1.0000

Figure 3-11. Counter current flow in a rectangular channel at t= 0 (a), 0.5 (b), 1 (c), and 2.5 (d) seconds.
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Figure 3-12. Counter current flow species interface with velocity mapping in a rectangular channel at
t=0.5(a), 1 (b), and 2.5 (c) seconds.

l Velocity: X-Component (m/s)
-0.41000 -0.25200 -0.094000 0.054000 0.22200 0.38000

Figure 3-13. X- velocity component in a rectangular channel at t = 2.5 seconds.
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Figure 3-14. NaCl species volume fraction along horizontal line probe through flow front at
t =2.5 seconds.
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Figure 3-15. X-velocity component along horizontal line probe through flow front at
t =2.5 seconds.

Cylindrical Channel

The results from the cylindrical channel in the first 2-1/2 seconds following the opening of the lock
differed slightly from those of the rectangular channel as shown in Figures 3-16 through 3-20. As seen in
Figure 3-16, the interface velocities in the cylindrical channel do not have the uniformity in the z-
direction as they do in the rectangular channel in Figure 3-11.
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Figure 3-16. Counter current flow in a cylindrical channel at t = 0 (a), 0.5 (b), 1(c),
and 2.5 (d) seconds.
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Figure 3-17. Counter current flow species interface with velocity mapping in a
cylindrical channel at t= (a)0.5, (b)1, and (c)2.5 seconds.
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Figure 3-18. X- velocity component in a cylindrical channel at t= 2.5 seconds.
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Figure 3-19. NaCl species volume fraction along horizontal line probe through
flow front at t = 2.5 seconds.
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Figure 3-20. X-velocity component along horizontal line probe through flow
front at t = 2.5 seconds.
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3.3.1.4 Discussion

The results of the two different channel lock exchange flow configurations show good correlation
with the analytic models presented in Section 2.2. As expected, the width of the rectangular channel had
no effect on front velocity, but, in the case of the cylindrical channel, it is seen that there is a velocity
gradient across the front. Near the lock location, higher velocities in both heavy and light fluids were
located along the interface near the channel walls. This is thought to be the case because of the
conservation of mass and the channel height being reduced in these locations. Towards the flow front, the
maximum velocity shifts back to the center and into the front wedge.

The simulations produced Kelvin-Helmholtz billows, as seen in previous works, and velocity
concentrations in both species were located at these sites. The size and definition of the instabilities in the
rectangular channel were greater than in the cylindrical channel.

In the case of H,O and a saturated NaCl mixture, the density ratio (y ) is approximately 0.83. The
analytical predictions of Equations 2-21 and 2-23, respectively, for the case in which y* <y < 1 are

U, :% (1-y)gH =0.29m/s 3-1

U, =+ /(l_—”gH =0.31m/s. (3-2)
2\ 7

The frontal speeds predicted by the code for the heavy fluid in the rectangular and cylindrical
channels were 0.34 and 0.355 m/s, respectively. Comparing the front location and speed between the two
channel configurations, it is predicted that the front in a cylindrical pipe would ingress at a faster rate than
the analytical model suggests for a rectangular channel in the case where y* <y < 1.

3.3.2 DEGB Simulations

3.3.2.1 Model and Initial Conditions

The model used for the DEGB simulations was the same as that of the DEGB experimental facility.
The discretized mesh used for both models consisted of polyhedral cells with a base size of 0.0049m
within the horizontal pipe and 3.5 cm within the large tanks. Three prism layers were used along wall
interfaces within the tanks, and four were used within the horizontal pipe. In total, 688,000 polyhedral
cells were used to discretize the model.

Just as in the lock exchange simulation, a simplified gate interface was used instead of simulating the
thickness of the sliding gate. Att = 0, the gate interface between the two gas species is removed and the
species are allowed to interact. The gate location can be seen in the facility model, in Figure 3-21(a), to be
1.55 m from the simulated lower plenum tank edge (right tank). Dimensions of the fluid domain satisfied
the same dimensions outlined for the experiment in Figure 3-3 and full schematics may be found in
Appendix A of this report.
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(@) (b)
Figure 3-21. Facility model (a) from which the fluid domain (b) was extracted

3.3.2.2 Numerical Models and Solver Criterion

The numerical models and solver schemes used for the following simulations are as follows:
3-D

Mass, momentum, energy, multiple-component gas, standard k-¢ turbulence

Coupled flow and energy solver algorithm

Ideal gas properties

2" Order up-winding scheme convection scheme

Implicit unsteady with 2" order temporal discretization scheme

Global time step: 0.001-0.005 seconds

- Total calculation time: 2.5 seconds

Residual criteria for all variables <10

Density ratio (y): 0.091 for CO, and He.

3.3.2.3 Results

CFD results of the DEGB experiment have been obtained for the first 0.5 seconds following the

opening of the valve. The results shown in Figures 3-22 through 3-28 are the initial results to be used in
the validation of the code and models with the DEGB experiment.
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Figure 3-22. Mass fraction of CO2 att = 0 (a) and 0.5 (b) seconds.
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Figure 3-23. X-velocity component at t = 0.5 seconds.
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Figure 3-24. Velocity vectors and density gradient at t = 0.5 seconds.
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Figure 3-25. Isosurface of flow interface with velocity mapping at t = 0.5 seconds.
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Figure 3-26. Mass fraction along horizontal line probe through flow front at t = 0.5 seconds; the red line
indicates the initial break location.
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Figure 3-27. Plot of x-velocity component along horizontal line probe through flow front at
t = 2.5 seconds; the red line indicates the initial break location.

0.2

016

e
-
r

01

¥ Position (m)

o4
(=]
@
|
T
|
|
|

0.06

0.04

0.02

04 05 06
Mass Fraction of CO2

Figure 3-28. Plot indicating flow height with mass fraction (mf = 0.5 at interface) at t = 0.5
seconds.

The front height is taken to be approximately 0.068 m from the channel bottom, giving a fractional
height (h/H) = 0.34.
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3.3.2.4 Discussion

The results of the first 0.5 seconds following the simulated break of a pure He/CO, exchange clearly
show that the flow follows the regime indicated in Figure 2-14(b) for flows in which the density ratio is
below a critical density ratio. In this regime, limited instabilities are generated at the stratified interface,
resulting in no Kelvin-Helmholtz billows being produced in the counter current flow.

In the case of He and CO,, the density ratio (y ) is approximately 0.091. The analytical predictions of
Equations 2-21 and 2-25, respectively, for the case in which 0<y < y* are

U, =% (1-y)gH =0.67m/s (3-3)

1/2

yH\" H)1+h,/H

The frontal speed predicted by the current code and models for the CO, in the experimental facility
was 1.60 m/s. The analytical prediction for a density driven counter current exchange in a rectangular
channel was approximately 5% higher. The result of the fractional height matches within 3% of
Benjamin’s theory prediction of depth, 0.35, in a maximum dissipation lock exchange flow.

3.3.3 Conclusions

The results obtained using Star-CCM+ v4.02.011 and models for the lock exchange as well as the
DEGB simulations show a level of consistency with analytical models developed in previous works. The
variations in flow features in the differing channel geometries are readily seen in the lock exchange
investigation, but they are still within a reasonable limit of previous works. The DEGB experiment
consists of many variations in gases as well as pressures. Thus far, the simulation of one case on the lower
end of the density ratios being tested has produced good results that are within 5% of predicted values;
however, further simulations of the gravity driven flows inside the experimental lower plenum and other
gas configurations are needed to verify that the results of air ingress incidents are accurate over a range of
conditions.

3.3.4 Preliminary CFD Analyses on the Partial Break

Some preliminary CFD analyses have been performed to fully understand the partial break accidents
before the detailed experimental design. One of the most important aspects in the partial break situation is
that the flow characteristics are highly dependent on the break angle. Figure 3-29 shows the scheme of the
general partial break situation. The cylinder is initially filled with helium (light fluid) while outside the
cylinder is initially filled with air (heavy fluid.)

In this figure, the first regime is molecular diffusion. In the case where the break is at the bottom of
the pipe, gravitational force keeps the air from mixing with the helium through either of the second two
regimes. For this reason, only diffusion governs the exchange in this case. The second regime is gravity-
driven flow. Heavier fluid goes into the lower part of the hole as a counter current flow that is stratified
with the lighter fluid exiting in the upper portion. The last regime is an unstable gravity-driven flow for an
angle of 180 deg. The helium exit flow is counter currently chocked with the air inlet flow. The air flow
rate is not constant and will be much smaller than in the second regime.
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Figure 3-29. Three different regimes created depending on the break angle of the hole.

The objective of the CFD calculation is to observe these three different regimes, depending on the
angle. These analyses adopted a simple 2-D geometry, which consists of two cylinders with annular
arrangements. Since the zone of interest is the inner cylinder, mesh is more precise in it than in the outer
cylinder. The diameter of the inner cylinder was assumed to be 2.4 m, which is the cold leg diameter in
GTMHR 600 MW'th design. The diameter of the outer cylinder was arbitrarily determined to be 7.2 m.
The break size was assumed to be 0.76 m, which represents 10%. To model the presence of two different
species, the multiphase model in FLUENT was adopted. For a preliminary study, a standard k-¢ turbulent
model was selected here. Second order accuracy in time and space was considered to minimize numerical
diffusion. Initially, the inner cylinder was filled with helium (light fluid) and the outer cylinder with air.
Seven cases were made for the analyses: 0, 45, 90, 112.5, 135, 157.5 and 180 degrees.

Figure 3-30 shows the simulation results for break angle = 0 deg, which represents the first regime
(diffusion). The diffusion regime is very slow as predicted and no noticeable changes occur in a time
scale of 10 seconds.

t = 0 seconds t =5 seconds t = 10 seconds

Figure 3-30. Diffusion regime (break angle = 0 deg).

Figure 3-31 shows the simulation results for break angle = 112.5 degrees, which represents the
second regime (stratified flow). At the beginning, air enters the cylinder because of the density difference.
Gravity forces the flow to follow the bottom part of the inner cylinder. It seems it doesn’t lose so much
energy, as it climbs at the altitude of the hole on the other side of the wall. Its momentum then forces it to
spiral and mix with helium. After 6 seconds, a boundary begins to stabilize at the height of the hole. Wave
motion can be seen on the interface. On the other hand, helium, which is lighter than the air, rises in the
outer cylinder. A bubble of gas is created 1 second after the beginning and then mushrooms after
2 seconds. Next, the exiting plume straightens out.
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Figure 3-31. Stratified flow regime (break angle = 112.5 deg).

Figure 3-32 shows the simulation results for break angle = 180, which represents the intermittent flow
regime. The 180 degree case is totally different from the previous one. Air cannot flow directly along the
bottom of a helium flow because of the orientation of the hole. The initial interface is unstable and the
interface will roll-up. This helium bubble created within the outer tank is mirrored by an air bubble within
the inner volume. The process of this exchange creates a pulsed flow across the break.

Figure 3-33 shows the relations between break angles and maximum air flow rates. Air flow initially
increases with break angle and peaks around 125 deg. The flow rate then rapidly drops with angle, owing
to the flow conflict between inflows and outflows as seen in the intermittent flow regime. When the break
angles reach 180 deg, the flow rate is decreased to 25% of the maximum flow rate.
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Figure 3-32. Intermittent flow regime (break angle = 180 deg).
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Figure 3-33. Break angle vs. maximum volumetric flow rate.
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3.4 Isothermal Wedge Flow Experiment in University of ldaho

3.4.1 Apparatus and Procedure

An air-water-brine flow test loop was used to demonstrate the air ingress event under laboratory
conditions as shown in Figure 3-34. A 38.1 mm (1.5 inch) internal diameter and 1,143 mm (45 inch) long
clear glass pipe connects two reservoirs. The top of one of these reservoirs is open to the atmosphere
while the other has a cap. Pressured air can be supplied to the level liquid surface in the capped reservoir.
Both water-brine and, separately, oil-air were used for the demonstration; water and brine are miscible
and the difference in specific gravity between them is small. Oil and air are not miscible and the
difference in specific gravity between them is large. Intrusion of the heavier fluid underneath the counter
flowing lighter fluid can be demonstrated as a moving wedge and a well defined head of a density current.
Also observable are interfacial mixing and interfacial wave propagation.

Prior to initiating a water-brine test, the open reservoir is filled with brine, colored purple with
potassium permanganate, to a level above the crown of the connecting pipe. The capped reservoir at
atmospheric pressure is filled with fresh water to a level above the crown of the pipe, but below the level
of the brine. The connecting pipe is closed at the brine end by placing the base of a paper cup against the
pipe opening. The higher head on the brine side presses the cup base against the reservoir wall and keeps
the two fluids separated. A test starts by applying air pressure to the water surface of the capped reservoir
and drives the fresh water into the brine reservoir via the pipe. Upon the onset of the fresh water flow in
the pipe, the cup is pushed away and the brine starts to intrude into the lower portion of the pipe cross-

Figure 3-34. Air-water-brine test loop.

section against the fresh water flow. Subsequently, a wedge of brine is seen advancing toward the capped
reservoir. Instability and mixing across the brine-water interface can be created by increasing the air
pressure in the capped reservoir.

In oil-air tests, the open reservoir is filled with bio-diesel to a level above the pipe crown. The oil-end
of pipe is closed by having the oil push the base of a cup against the reservoir wall. A test starts by
supplying pressurized air to the capped reservoir. With sufficient air pressure, the cup base is pushed
away by the air flow and oil starts to advance into the pipe as a wedge.
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3.4.2 Results

Qualitative data has been obtained from the air-water-brine test loop. The formation of a distinctive
head feature at the flow front was present in the case of dynamic intrusion. This head can be seen in
Figure 3-35 followed by relatively steady flow. In Figure 3-36, quasi-static wedge intrusion takes place
and the presence of faint Kelvin-Helmholtz billows are seen following the wedge front.

Figure 3-35. Dynamic intrusion of a gravity driven flow.

Figure 3-36. Quasi-static wedge intrusion of a gravity driven flow.

3.4.3 Discussion

In this study, University of Idaho has successfully constucted and tested flow loop designed to
produce measurable gravity driven flows for both dynamic intrusion and wedge regimes. The onset of the
intrusion principle, as seen in Figure 3-37, was tested and confirmed to reliably initiate an intrusion in the
setup. The features seen in the preliminary set of data for the dynamic intrusion case confirmed the
presence of the head phenomena described in Section 2.2.
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Figure 3-37. Onset of intrusion by momentum principles.

Despite being a preliminary data set, it can still be seen that even for a small density difference
(y = 0.9) the gravity driven current is very fast. It is therefore reasonable to say that for a higher density
difference as is present in an air ingress accident scenario, the current speed will be even faster than seen
in this preliminary study.

3.5 Validations on the CFD code for Density Gradient Driven
Stratified Flow

3.5.1 Description on the Experiment

In this section, the CFD results are compared to the experimental results obtained by Grobelbauer et
al. (1993) in ETH Zurich as a part of code validation works. Their experiments are based on both a series
of lock-exchange flows with gases of different densities in a closed channel of a square cross-section.
They focused on the quantitative measurement of front velocities of the gravity current flows. The
experiment results cover the full range of gas intrusions, heavy as well as light, for the gravity current
flows in the lock-exchange situations.

Figure 3-38 shows the experimental set-up. A closed channel of cross-section 0.3 x 0.3 m” and total
length of either 3.8 or 4.5 m is divided into chambers of unequal size separated by a quick-operating gate.
The chamber lengths are 3.8 and 0.8 m (or 1.5 m) respectively. The chambers were filled with gases of
different densities, and to this end they were equipped with valves at the end walls. A gas heavier than air
was supplied through the low valve and air let out through the top valve; vice versa for gases lighter than
air. The concentration of gas in the chambers was monitored during the filling process. Prior to a test it
would be above 95% for the large chamber and above 97% for the smaller chamber. The temperature was
monitored. Prior to a test the temperature difference relative to the ambient was always less than 2°C.
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Figure 3-38. Experimental arrangement (Grobelbauer et al. 1993).

According to Grobelbauer et al. (1993), the experimental scatter is mainly contributed by the
manually opened gate. However, the time required to open the gate was very short compared to the
characteristic flow times. The gate velocity was reported to be 3—4 m/s, while flow velocity was reported
to be 0.2-1.8 m/s. The velocity of the front was measured by using seven hot-wire probes placed along
the floor (for heavy gas) or along the ceiling (for lighter gas). These probes were used as trip wires to give
the signal of the arrival time of the current front. Figure 3-39 shows the propagation velocities of the
fronts of heavy gas and light gas. The experiment was conducted with combinations of five different
gases: air, argon, carbon dioxide, Freon 22, and helium, producing density ratios ranging from 0.046 to
0.9. Seven different gas combinations were taken into consideration (See Table 3-3). Each gas
combination was tested in two configurations: first with the heavy gas in the smaller chamber and with
the light gas in the larger, and then vice versa.
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Figure 3-39. Propagation velocities of dense gas and light gases (Grobelbauer et al.
1993).

Table 3-3. Gas combinations used for Grobelbauer et al. (1993)’s experiment.

Gases Density Ratio (pi/ pn)
CO,/Argon 0.90
Argon/Air 0.72
R22/Argon 0.46
R22/Air 0.33
Air/Helium 0.14
Argon/ Helium 0.1
R22 / Helium 0.046

The test-section was made of transparent material to allow visualization. The current depths were
another interest in the experiment besides the current speed. Some initial visualization trials were made
using smoke from commercial smoke pellets. These pallets, however, generated smoke by burning and
the heat released changed the density distribution. A second trial has been performed by the method based
on the evaporation of oil from a vertical wire. By this method, they obtained nice photos that visualize
that the flow is not symmetric and that the light-gas front is less blunt and appear more stable than the
heavy-gas fronts. However, they could not obtain the good quantitative data for the current depth.
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3.5.2  Numerical Simulations and Comparisons

FLUENT 6.3, a general purpose CFD code, has been used for simulating the experiments. Figure 3-
40 shows the geometry and mesh of the FLUENT model. Since the experiment by Grobelbauer et al.
(1993) is based on the simple lock-exchange flows in the rectangular channel, the 2-D assumption is quite
valid here. The model consists of two boxes of different sizes. The left one is 0.3 m high and 3.0 m long.
The right one is 0.3 m high and 0.8 m long. The mesh type is hexagonal, and three different sizes of mesh
were considered in the grid sensitivity study: coarse, normal, and fine. The mesh sizes are 0.04 m
(coarse), 0.02 m (normal), and 0.01 m (fine) for each grid.

(a) Geometry

A
N
A
v

3.0m 0.8 m

(b) Mesh (Fine)

Figure 3-40. Geometry and FLUENT mesh.

The following summarizes the FLUENT options and models used for the base calculations.
e Solver:

- Solver: Pressure Based
- Formulation: Implicit
- 2-D double precision
- Unsteady
- Velocity Formulation: Absolute
- Gradient Option: Green-Gauss cell based
- Pressure-Velocity Coupling: Simple
- Pressure: Standard
- Momentum: 2™ Order
- Turbulence Kinetic Energy: 2™ Order
- Turbulence Dissipation Rate: 2" Order
- Species: 2™ Order
- Energy: 2™ Order
e Viscous Model:

- Turbulence model: k-e realizable
- Wall function: standard wall function
e Energy equation
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e Species transport model:

- 2 species: Air and Helium (for base case, see Table 1)
e Property Models

- Density: Incompressible ideal gas
- Heat capacity: mixing law

- Thermal conductivity: mixing law
- Viscosity: ideal gas mixing law.

Figure 3-41 shows the initial simulation condition. The left hand side was filled with helium and the
right hand side with air. Therefore, this simulation demonstrates the heavy fluid intrusion into the light
fluid. Initial temperature was set as 300 K and pressure as 1 atm.
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5.00e-02
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Helium Air

Figure 3-41. Initial Air mass fractions.

Figures 3-42, 3-43, and 3-44 show the contour plots of air mass fractions at different times for fine,
normal, and coarse meshes, respectively. These figures clearly show that air rapidly intrudes into the
helium side. According to these figures, the front speed of the air looks constant along with time. They
show that air travels almost the same distance in the same time intervals. It strongly supports the invicid
flow assumptions used in the previous theoretical derivations.



Figure 3-42. FLUENT simulation (air mass fraction (fine mesh)).
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Figure 3-43. FLUENT simulation (air mass fraction (normal mesh)).
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Figure 3-44. FLUENT simulation (air mass fraction (coarse mesh)).

A grid sensitivity study was performed for simulation. Since the front speed is the main comparison
parameter in the current validation, the current speed in the simulation was first defined with the same
method used in the experiment. In the experiment, the locations of the current were determined by hot-
wires installed at the bottom of the test-section. So, the current locations in the simulations were also
determined by the air concentrations at the bottom plane of the bottom. Figure 3-45 shows the air mass
fractions at the bottom plane, and includes five different curves for different times: 0.5, 1.0, 1.5, 2.0, and
2.5 seconds. The current locations were determined to be the intersections between air mass fraction
curves and x-axis.

air mass fraction

location (x)

Figure 3-45. Air mass fraction at the bottom plate (current locations).
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Based on Figure 3-45, the propagation distances were obtained for different times. Figure 3-46
compares the calculated propagation distances for three different quality meshes. As shown in this figure,
the calculated propagation distances are quite close to each other, even though the quality of the meshes is
different. Especially, if looking at the data at t = 2.5 seconds, three different models predict almost the
same propagation distances (within 1% ).

4

45 L |—®—FineMesh | L
—— Normal Mesh

8 [ |—8—Coarse Mesh| ~~~~~~

Time (sec)

Figure 3-46. Comparisons between different mesh sizes.

A method based on the Richardson extrapolation (Roache et al. 1998) was used to quantitatively
estimate the grid convergence. The objective of this CFD analyses was to determine the current front
speed along with the channel. Table 3-4 indicates the grid information and the calculated front speeds by
CFD calculations. Each solution was properly converged with respect to iterations. The column indicated
by spacing is the spacing normalized by the spacing of the finest grid.

Table 3-4. Grid information and front speed.

Grid Normalized Grid Spacing Front Speed (m/s)
1 Fine 1 1.19
2 Normal 2 1.18
3 Coarse 4 1.16

From the above information, the order of convergence is calculated as
p=In(1.16—1.18)/(1.18-01.19))/In(2) =1. (3-5)

Apply Richardson extrapolation using the two finest grids to obtain an estimate of the value of the front
speed at zero grid spacing as

Vh=1.19+(1.19—1.18)/(21—1):1.2m/s. (3-6)
Figure 3-47 plotted the simulated front speeds and the estimated front speed at zero grid spacing. The
grid convergence index (GCI) for the fine grid solution was computed using a factor of safety of

Fs = 1.25. The GCI for grids 1 and 2 is

GCI,, =1.25x(1.19-1.18)/1.19) /(2" =1)x100=1.050% (3-7)
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Figure 3-47. Simulated front speeds and estimated front speed at zero
grid spacing.

and the GCI for grid 2 and 3 is
GCl,, = 1.25%(1.18-1.16)/1.18) /(2" =1)x100=2.119% (3-8)
The formula used to check that the solutions were in the asymptotic range of convergence is

2.119/(2' x1.050) =1.0085 (3-9)

which is approximately one, indicating that the solutions are well within the asymptotic range of
convergence.

Based on the calculation in Equations (3-5) through (3-9), the front speed is estimated to be 1.2 within
an error of 1.050%. The front speed estimated in the dine mesh is only deviated from this value with an
error of 0.84%, indicating that the simulated results by fine mesh are quite reliable.

More calculations were carried out to look at the turbulence model effect on the results. Figures 3-48,
3-49, and 3-50 show the contour plots on the air mass fractions for k-w, standard k-e, and RSM,
respectively. All the simulations have been performed by using fine mesh grid and the same model setup
as the base calculation except for turbulence models. The three figures show that the overall qualitative
flow behaviors are not dependent on the different turbulence model. Figure 3-51 shows the comparisons
between the CFD simulation results and the experimental data. The compared parameter is the front
location of the heavy current (air). This figure shows that the realizable k-¢ and RSM models are well
predicting the front locations and that the data in the beginning shows more deviations than those in the
later. It is because in the actual experiment, the opening gate is not instantaneous, and the gate opening
process disturbs the flow field. After 1 second, the experimental data and the CFD results show quite
good agreement. Table 3-5 summarizes the comparisons of the front speed between the experiment and
the CFD simulations. To estimate the front speeds correctly, only the data after 1.5 seconds were used by
ignoring initial disturbed data. In the experiment, the air current speed was estimated to be 1.25 m/s. The
calculated CFD results are 0.92 m/s (standard k-e), 1.19 m/s (realizable k-e), 1.12 m/s (k-w), and 1.20 m/s
(RSM). As shown in the table, the realizable k-e and RSM models show good predictions of front speeds.
The errors of the k-e model and the RSM model are 5.04% and 4.2%, respectively.
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Figure 3-48. FLUENT simulation (air mass fraction, k-w model, fine mesh).
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Figure 3-49. FLUENT simulation (air mass fraction, standard k-e model, fine mesh).
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Figure 3-50. FLUENT simulation (air mass fraction, RSM model, fine mesh).
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Figure 3-51. Comparisons between CFD results and experimental data (front location).

Table 3-5. Comparisons between CFD results and experimental data (current speed).

Current Speed (m/s) Error (%)
Experimental Data (Grobelbauer et al. 1993) 1.25 —
Standard k-e model 0.97 28.9
Realizable k-e model 1.19 5.04
k-w model 1.12 11.6
RSM model 1.20 4.2
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In the above validation, heavy gas intrusion (air) into light gas (helium) has been taken into
consideration, and the calculation results showed very good agreement with the experimental data. In the
following section, the opposite case has been considered when the light gas (helium) is intruding into
heavy gas (air). All the basic simulation set-ups are chosen to be the same as those used in the above
simulation except for the initial air mass fractions. Figure 3-52 shows the initial air mass fractions
assumed in the simulation. In this simulation, the left-hand side is initially filled with air while the right-
hand side is filled with helium. The realizable k-e model has been selected to be the reference turbulence
model. The fine mesh has been used for calculations.
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Figure 3-52. Initial air mass fraction for light gas intrusion (helium).

Figure 3-53 shows the calculated contour plots on air mass fraction for different times. The red color
represents air and the blue color represents helium. Helium is smoothly intruded into the air side with
almost constant speed occupying half of the channel height. It looks like the light current (helium) is
showing perfect energy conserving flow satisfying Benjamin’s theory. This simulation result is also
consistent with the previous experimental observations by Lowe et al. (2005).

To determine current locations, the helium mass fractions on the upper plate have been plotted for
different times (see Figure 3-54). The intersections between helium mass fraction curves and x-axis were
chosen as the current locations.

Figure 3-55 shows the comparisons on the current locations (helium) between experiment
(Grobelbauer et al. 1993) and FLUENT simulations. The calculated results showed very good agreement
with the experimental data. Table 3-6 summarizes the estimated current speeds. The current speed
obtained by experimental data to be 0.68 m/s and that of simulation 0.72 m/s. This result indicates that the
deviation of the simulation results is only 5.56% from the experimental data.
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Figure 3-53. FLUENT simulation for light gas intrusion (air mass fraction,

realizable k-e model, fine mesh).
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Figure 3-54. Helium mass fraction at the upper plane for light gas intrusion.
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Figure 3-55. Comparisons between CFD results and experimental data (light
gas intrusion).

Table 3-6. Comparisons between CFD results and experimental data (light gas intrusion).

Current Speed (m/s) Error (%)
Experimental Data (Grobelbauer et al. [1992]) 0.68 —
FLUENT (Realizable k-e model) 0.72 5.56
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4. TASK 3: ADVANCED GRAPHITE OXIDATION STUDY (INL)

4.1 Introduction

Graphite oxidation in an air-ingress accident is presently an important issue for VHTR safety because
of its potential to degrade structural graphite, heat up the core, and release fission products. The oxidation
process of graphite is affected by various factors, including temperature, pressure, oxygen concentration,
types of graphite, graphite shape and size, flow distribution, etc. The effects of these factors have been
documented by a number of previous investigations (Kim and NO 2006, Fuller et al. 1997, Moorman
1984, Ogawa 1993, Contescu et al. 2008, etc.), and good models have been developed for estimating the
graphite oxidation process in an air ingress accident.

One of the main issues regarding graphite oxidation is the potential core collapse problem that may
occur following the degradation of the mechanical strength of the graphite. In analyzing this phenomenon,
it is very important to understand the relationship between the degree of oxidization and strength
degradation. In addition, the change of oxidation rate by graphite oxidation degree (burn-off: ratio of the
oxidized graphite density to the original density) should be quantified because graphite strength
degradation is followed by graphite density decrease, which highly affects oxidation rates and patterns.
Because the density change is proportional to the internal pore surface area, these parameters should be
quantified in advance. Regarding those issues, the following tasks have been performed FY-09:

e Experiment on the fracture of the oxidized graphite and validate the previous correlations
e Experiment on the change of oxidation rate using graphite density and data collection

e Measure the surface area of the graphite using the Brunaur-Emmett-Teller method.

Based on previous results, stress and fracture analyses for VHTR core supporting structures have
been performed in FY-09 by using GAMMA system analysis code and ABAQUS stress analysis code
that is based on the new air-ingress scenario. In addition to this, conservative criteria for graphite burn-off
have been proposed for some computational analyses and can be implemented in system analysis codes.
They are summarized in this section.

4.2 Modeling of Graphite Oxidation and Fracture in Air-ingress

The inherent safety feature of the VHTR graphite core design could be compromised if the core
supporting structures collapse and damage the fuel blocks, potentially leading to release of fission
products. Because graphite does not easily oxidize and the amount of oxygen available in the reactor
confinement structure is limited, such a failure is likely a very low probability event, perhaps well beyond
design basis. But because the consequences are severe, the event does warrant some study. Graphite
oxidation will occur to some extent after any air-ingress accident. Unless mitigating action is taken, the
graphite support structures may gradually erode over time altering their shapes and mechanical properties.
To determine the time scale of the graphite support structure failure, a computational stress analysis was
performed with ABAQUS (ver. 6.75) using the transient corrosion depth, temperature and graphite burn-
off predicted by the GAMMA.

4.2.1  Stress Analysis Strategy

As shown in Figure 4-1, the core is made of several layers of graphite blocks. To finish the
computational analysis in a reasonable amount of time, instead of modeling the entire core, only one
vertical column of the support block and plenum directly below the fuel blocks, the parts subjected to
most stress and oxidation damage, was analyzed (indicated by green arrows in Figure 4-1).

4-1



As shown in Figure 4-2(b), each block is usually surrounded by six adjacent blocks. However, the
presence of adjacent blocks was ignored because there is approximately 2 mm clearance between the
block surfaces (GA 1997). Because of the gap, they are not exerting force on each other, so the vertical
columns of the blocks were assumed to be independent of each other.

22 ft-5in.
Maximum Diameter

Top Replaceable
Reflector

Permanent Side
Reflector

Replaceable Side
Reflector

Fuel Assembly

44 ft - 7 in. Overall Length

Central Replaceable
Reflector

Support Block
(replaceable reflector)

Plenum

Figure 4-1. GTMHR core side view (Shenoy 2007).
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Figure 4-2. Top cutaway view of the core (Cocheme 2004).

Figure 4-3 shows the whole and cut views of the support block and the plenum that were analyzed.
Oxidation damages the graphite structure by two different means: burn-off and corrosion. Burn-off refers
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to the oxidation of the graphite’s internal body, causing reduction of density, leading to reduction of
stiffness (young’s modulus) and mechanical strength. Corrosion refers to oxidation taking place on the
outer surfaces of the structure exposed to airflow. The corrosion decreases the cross-sectional area
available to support the weight. As corrosion continues, the cross-sectional area decreases until the stress
exceeds the mechanical strength of the graphite, leading to fracture failure of the structure.

Support Block

Plenum Head

Plenum

z
Yo

Figure 4-3. ABAQUS generated whole and cut view of the support block and plenum.



4.2.2

4.2.2.1

Structural Dimensions

Support Block Dimensions

The support block is modeled using the dimensions of General Atomics’ GTMHR fuel block design
shown in the Figure 4-4. The support block is almost identical to the fuel block except, the support block
does not have fuel or LBP holes. Parts without exact dimensions given were approximated from the
appearance of the drawing, indicated with an asterisk.
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Figure 4-4. The dimensions of a General Atomics’ GTMHR fuel block. (GA 1997, Cocheme 2004,

GA 2003).
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4.2.2.1 Plenum Dimensions

The dimensions used for modeling the plenum, shown in the Figure 4-5(a), are based on the order of
magnitude estimates for geometric ratios suitable for normal operation of a 600 MWth GTMHR
(McCreery 2004). The information on how the coolant channels converge into the jet hole was not
available; therefore, they were personally designed using rotational symmetry such that an equal number
of channels converge into each jet holes as shown in the Figure 4-4 (b).

Le=032m

Rj=00817 m
)

L==07m

H=1.84m

t—

Dp=0212m

(a) (b)

Figure 4-5. Plenum (a) side views (with dimensions), and (b) wireframe top view.
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4.2.3 Change of Temperature, Burn-off, and Corrosion Thickness

The graphs in Figures 4-6, 4-7, and 4-8 show the corrosion depth, temperature, and burn-off as
function of time for sections of the support block and plenum. The corrosion and burn-off start almost
immediately after the LOCA because the natural convection starts almost immediately, supplying oxygen
into the core. The temperature and availability of oxygen play key roles in oxidation damage. The heat
from an exothermic oxidation reaction causes the temperature to rise, which also increases the oxidation
rate. The corrosion is highest on the lower plenum sections because air enters from the bottom and rises
up. The corrosion decreases toward higher sections because of depleted oxygen, but from section 6 and
above, the temperature is significantly higher to offset this trend.

Mechanical failure occurs first in section 6 and above because these parts have numerous coolant
channels, and the cross sectional area to support the load decreases significantly with corrosion on the
channel walls. Even though the corrosion and burn-off is highest in lower plenum sections, they are not
enough to exceed mechanical strengths or cause buckling.
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Figure 4-6. Corrosion depth and section assignments.
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Temperature vs Time
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Figure 4-7. GAMMA result temperature over the time.
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Figure 4-8. GAMMA result burn-off over the time.

4.2.4 Material Database

Mechanical properties are important to the accuracy of the analysis, so a detailed material database
was built to address the effects of temperature, burn-off, and irradiation.

4.2.4.1  Properties in Standard Conditions

The GTMHR’s core was assumed to be made of IG-110, a high-strength, fine-grained graphite with
isotropic mechanical properties (Ishihara et al. 2004). Thermo mechanical properties of the IG-110 in its
normal state are shown in Table 4-1. Because the ultimate strengths exhibit statistical variations, the
minimum compressive and tensile strengths were determined from statistical treatment of the strength
data such that it can be said with 95% confidence that 99% of the graphite samples survive beyond the
specified values (Ishihara et al. 2004).
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Table 4-1. Basic thermo mechanical properties of IG-110 at standard conditions.
(Ishihara et al. 2004, Burchell 1991).

Density 1780 kg/m3
Mean Young's Modulus 7.9 GPa
Poisson Ratio 0.14
Mean Compressive Strength 76.8 MPa
Minimum Compressive Strength 61.3 MPa
Mean Tensile Strength 25.3 MPa
Minimum Tensile Strength 19.4 MPa
Mean Thermal Expansion Coefficient (293-673°C) 4.06x108 K"
Thermal Conductivity (600°C) 80 W/m-K

4.24.2 Tensile and Compressive Strength vs. Burn-off

The experimental data for the change of tensile and compressive strength because of burn-off are
shown in Figures 4-9(a) and 4-9(b). The relationship between the strengths and the burn-off is
exponential. Also, the ratio of the instantaneous compressive strength to initial compressive strength,
S/So, for both tensile and compressive strengths shows a virtually identical trend to that of function of
burn-off.
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Figure 4-9. (a) Tensile strength as function of the bun-off; (b) compressive strength as
function of the burn-off (Ishihara et al. 2004).



4.2.4.3

As shown in the Figure 4-10, the Young’s modulus ratio appears to show square root relationship
with the tensile strength. Considering that S/So ratios for tensile and compressive strength behave almost
exactly the same as function of burn-off, their behaviors with respect to the temperature change might be
very similar with each other. Therefore, the S/So ratio for compressive strength was assumed to behave

Tensile and Compressive Strength vs. Temperature

the same as the S/So ratio for the tensile strength as function of temperature.
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Figure 4-10. Tensile strength as function of
temperature (Eto et al. 1986).

4.2.4.4

The experimental data and coalitions for the change of Young’s modulus because of temperature and
burn-off are shown in the Figure 4-11.

Young’s Modulus vs. Temperature and Burn-off
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4.2.4.5 Young’s Modulus and Mechanical Strengths vs. Irradiation

A change of mechanical properties from irradiation is expected to be negligible because of low
neutron dose experienced by the support block and plenum. Ishiyama et al. performed mechanical tests on
IG-110 samples that were irradiated up to neutron fluence of 3.8x10** n/cm” (neutron energy >0.05 MeV)
at a temperature of 600°C, resulting in neutron dose of ~25 dpa (Burchell et al. 1996). Figures 4-12(a) and
4-12(b) show the change of Young’s modulus and mechanical strength as a function of dpa.
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Figure 4-12. Young’s modulus (a) and mechanical strength (b) as function of dpa caused
by irradiation (Burchell et al. 1996).

As a reference example, the central replaceable reflectors indicated in the Figure 4-1 experience the
neutron fluence of 6.7x10%° n/cm? per year (neutron energy > 0.1 MeV) with a neutron dose of 0.56 dpa
per year (Bratton et al. 2005). In contrast, the support block and plenum experience neutron fluences of
9.1x10" n/cm’ per year [E > 0.1 MeV] and 3.7x10"" n/cm” per year, respectively, with negligible neutron
dose in dpa for both sections (Bratton et al. 2005). Using the central reflector case as the reference and
taking the neutron fluence ratio, the neutron dose received by support block and plenum are 7.606x10°
and 3.1x10™ dpa per year, respectively. Considering the projected plant design life is 60 years (Bratton et
al. 2005), the total neutron dose received by the support block and the plenum is 4.56x10 and
1.85x10” dpa, respectively. As is apparent on Figures 4-12(a) and 4-12(b), mechanical property changes
because of irradiation at these dpa are probably negligible, therefore the effect of irradiation was ignored
for the stress analysis.

Normal operation temperatures for support block and plenum are about 1,000°C, and 1,000-1,200°C,
respectively (Bratton et al. 2005). Because they experience irradiation at temperatures higher than the
irradiation temperature in Ishiyama et al.’s experiment, the Young’s modulus and strength might behave a
little differently than the data shown in Figure 3-12; however, considering mechanical properties tend to
recover back toward the original values at higher temperature because of the annealing effect (Burchell et
al. 1996), it is most likely that the effect of irradiation on the Young’s modulus and strength is less at the
higher irradiation temperatures at which the support block and plenum normally operate.



4.2.5 Treatment of Material Properties during Analysis

4.2.5.1 Young’s Modulus vs. Strain

The IG-110 is treated as an ideal brittle ceramic material for this application because it exhibits elastic
behavior with a constant Young’s modulus and does not undergo any plastic deformation before reaching
the strength limit. As a relative example, Figure 4-13(a) shows the compressive stress-strain curve of
UNS31803 steel, a ductile metal. As a ductile metal, its stress-strain curve is characterized by its ability to
undergo plastic deformation up to a large strain value. It initially shows elastic behavior, but after about
700 MPa, starts to plastically deform until it eventually fails at the strain of 0.35. Figure 4-13(b) shows
the stress-strain curve for IG-110. Please note the scale of the strain, which is 10-times smaller than that
in Figure 4-13(a). Unlike the steel, IG-110, being a brittle ceramic material, is not able to handle much
strain before failure and shows almost no plastic deformation. Plotting the IG-110 stress-strain curve on
Figure 4-13(a) appears as almost a straight line.

1000 | | |
UNS31803 Steel
800 |- . T
100
1G-110
= 600 } . 8ol ]
% 5 60
=400 - - %
v B
5 4o}
[e5]
200 | i
20|
1G-110
0 I I I 0 I
0 0.1 0.2 03 0.4 0 001 0.0z
(a) Strain [-] () Stran [-]

Figure 4-13. (a) Compressive stress-strain curve for UNS31803 Steel (Rasmussen 2001), and
(b) Compressive stress-strain curve for IG-110 (Fuji et al. 1997).

4.2.5.2 Effect of the Temperature, Burn-off, and Irradiation

During the analysis, the young’s modulus and density were estimated for the section number, the
respective temperature and burn-off of the time point shown in Figures 4-6, 4-7, and 4-8, respectively,
where the effect of irradiation was ignored since it is probably negligible.

4.2.5.3 Failure Criteria

For this report, the principal stress failure criterion is used as the failure criteria. The failure is
assumed to occur if the minimum principal stress (maximum compressive stress) exceeds the ultimate
compressive strength, or if the maximum principal stress (maximum tensile stress) exceeds the ultimate
tensile strength.

4.2.6 Initial Un-oxidized State Results

4.2.6.1 Load Stress

As the first step, the support block and plenum in unoxidized condition was analyzed to understand
general stress distribution. Figure 4-14 shows the maximum compressive stress distribution on the
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support block and plenum in unoxidized condition, analyzed using 1/6 cyclic symmetry. As shown in
Figure 4-14, the maximum stress is concentrated on the root of the plenum, indicated in red color, which
corresponds to 1 MPa, far below the mechanical strength limit of undamaged IG-110. Although not
shown on the figure, the maximum tensile stress is 0.1 MPa, again far below the tensile strength limit.
Because the corrosion and burn-off on the lower part of the plenum and the upper part of the support
block is negligible, stress distribution on these parts would be about the same on other time points, and it
is unnecessary to include them in the analysis. For this reason, only the parts between points L1 to L2,
indicated in the Figure 4-14, were analyzed to reduce the size of the model and computation time.
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Figure 4-14. Compressive stress distribution on an unoxidized support block and plenum.

4.2.6.2  Analytical Validation

It is important to check the validity of the result obtained from finite element analysis by comparing it
to the analytical estimate. For the middle of the support block and the middle of the plenum, analytical
solutions to compressive stresses in z-axis direction (top to bottom) can be calculated by the simple stress
relationship

mg
o=—2 4-1
1 4-1)
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where
m = Total mass of objects being supported by the area (kg)

g = The gravitational constant, 9.81 (m/s”)

A = The cross sectional area perpendicular to the loading (m?)

The two locations were chosen because the
stress distribution on the cross sectional areas at
these points are redistributed to be very uniform,
and the loading scheme is almost uniaxial in z-axis
direction such that analytical solution using the
above equation should yield the same result as
Figure 4-15. As shown, there are nine different
stress components in 3-D principal stress that are
accounted for to determine the maximum tensile
and compressive stresses at a given point. However,
when the loading scheme is simple, such that all of
stress components except one normal stress
component are negligible, the analytical solution
using Equation (4-1) is approximately equal to the
principal stress. At the middle of the support block
and the middle of the plenum, all of stress
components except the normal stress in z-axis are
negligible.

4 x

Figure 4-15. The principal stress components
(Beer et al. 2006).

As shown in the Table 4-2, there is reasonable agreement between the result of the analytical
calculation and the ABAQUS result, which suggests the finite element analysis was done correctly.

Table 4-2. Comparison of the analytical solution to the ABAQUS result.

Cross-Sectional Compressive
Supported Mass Area Stress ABAQUS Result
Location (kg) (m?) (Pa) (Pa)
Middle of the support block 1,500 0.09148 1.636e5 1.625e5
Middle of the plenum 1,800 0.0353 5.002e5 4.915e5
4.2.6.3 Thermal Stress

Thermal stress analysis was done for a small representative part of the support including three coolant
channels, indicated in Figure 4-16(a). When the coolant channel’s outer surface experiences an
exothermic surface oxidation reaction, this is the most likely location for the thermal stress fracture. The
temperature difference between the outer surface and the inner body is expected to be in order of tens of
degrees, therefore the coolant channel surface temperature of 1,300°C and internal body temperature of
1,250°C were assumed.

As apparent in the Figure 4-16(c) and 4-16(d), both the compressive and tensile stresses are below
strength limits. Considering that the actual temperature difference between the coolant channel surface
and the internal body is most likely much smaller than 50°C, the thermal stresses are likely smaller and
thus negligible. Combined loading and thermal stress analysis was done for the nonuniform oxidation
case for which the effect of thermal stress was again negligible.
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Figure 4-16. (a) Upper part of support block with triangular prism; (b) Mesh and
temperature distribution; (c) Compressive stress; and (d) Tensile stress.

4.2.7 Oxidized State Results

4.2.7.1 Oxidized State Model

For oxidized states, simple modifications were made to the height of the plenum head section and
support block to make them more structurally sound. Stress concentration would occur at the contact
surface between the support block and plenum head (critical location in Figure 4-17), primarily because
of the chamfer feature, which significantly reduces the size of cross sectional area available to support the
load in heavily corroded states. The structure could last longer if the interacting surface is relocated to a
higher place where oxidation damage is negligible. This is accomplished by adjusting the height of the
plenum head and the support block by 25 cm.
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=)

(a) (e)
Figure 4-17. Modification of plenum head’s height block by 25 cm.

Among the dimensions used for the plenum, some of them are not yet set in stone and are open to
modifications, such as the height of the plenum head and support block. The plenum head’s height was
increased by 0.25 m, which consequently decreased the support block’s height by 0.25 m. From a
manufacturing standpoint, there should be no difficulty in making these modifications. Most of the fuel
and support blocks have straight channel holes drilled 0.8 m long. With the height modification, instead
of drilling a 0.05 m long hole from the top of plenum head, it is now increased to 0.3 m, which is still
much shorter than 0.8 m. With the height of the plenum increased by 0.3 m, the chamfer and interacting
surface are relocated away to a place where corrosion and burn-off are almost negligible. With the
interacting surface and chamfer relocated, the cross-sectional area at the critical location is increased,
which relieves the stress concentration. And because the critical location is now placed in the middle of a
continuous body, it is more structurally sound.

Figure 4-18 shows the 1/6 cyclic symmetry unit of the modified plenum head at particular times
during transient. As corrosion progresses and the coolant channels collapse together, the plenum head
eventually develops pillars, which are the remains of the thickest parts of the plenum head. Table 4-3
shows the material properties used for each day.

9.2d

Figure 4-18. Assumed 1/6 cyclic symmetry units of the modified plenum head for each day.
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Table 4-3. Material properties at each day.
T Burn-off | Density E Compressive Strength | Tensile Strength

Day [K] [-] [kg/m3] [GPa] [MPa] [MPa]
9.2 962 0.0743 1,648 4.7403 36.8721 11.6692
10.5 950 0.0861 1,627 4.2800 34.0125 10.7641
11.5 950 0.0960 1,609 3.9292 31.7850 10.0592
12.5 950 0.1050 1,593 3.6323 29.8870 9.4585
12.9 950 0.1090 1,586 3.5068 29.0802 9.2032

4.2.7.2 Oxidized State Model

Figures 4-19 and 4-20 show the maximum compressive and tensile stresses for two different
locations, the edge and inside, indicated in the Figure 4-21b and 4-21c for compressive stress and
Figures 4-22b and 4-22c for tensile stress. From observing Figure 4-21a and 4-21b, it can be seen that the
bottom half of the pillar is slanted to the left, which creates a counter clockwise bending moment, causing
compressive stress (Figure 4-21b) toward the left side and tensile stress (Figure 4-22b) toward the right
side. In contrast, the top half of the pillar is straight, and because of the counter clockwise bending
moment of the bottom half, the top half of the pillar is subjected to compressive stress on the right side
and tensile stress on the left side. Local maximum near the edge occurs because the bending moment
causes the greatest stress on the outer edge, which gets exacerbated by the decreasing cross-sectional area
toward the edge because of the triangular shape. The stress is relieved toward the inner section where the
cross-sectional area gets relatively larger.

Note that exceeding the strength limit on the edge does not necessarily lead to failure, because, after
edge portion crumbles, the stress get redistributed to the inner section, and the inner section’s cross
sectional area is most likely wide enough to handle the additional loading without much change in stress
concentration. But, exceeding the mechanical strength of the inner section is a definite sign of failure
because failure of the inner section results in significant loss of cross sectional area to handle the load.
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Figure 4-19. Maximum compressive stress over time.
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Figure 4-20. Maximum compressive tensile stress over time.
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Figure 4-21. Compressive stress distribution of non-uniform corrosion model, 12.25 days after LOCA.
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Figure 4-22. Tensile stress distribution of non-uniform corrosion model, 12.25 days after LOCA.

The stress concentrations are increasing almost exponentially over time because they are inversely
proportional to the cross sectional area, which is also decreasing over time because of corrosion. The
compressive strength shown in Figure 4-19 and 4-20 is exceeded first on the edge after 11.5 days, and
both mechanical strengths are exceeded on the inside after 12.9 days.

4.3 Estimation of Conservative Burn-off Criteria for Graphite
Structure

Degradation of graphite structural integrity by oxidation is currently subject of research in VHTR
safety. The degradation is processed by two different mechanisms. Internal corrosion in the graphite pores
lowers the graphite compressive strength with pore collapses, and the external corrosion leads to the stress
concentration with overall size reduction. If left unabated, this degradation can result in the major failure
of core structures.

In this section, simple simulations were carried out to estimate how much graphite should be burned
before it fails. So, this study is aimed at providing the maximum allowed burn-off limit in certain
conditions and conservatively accounts for the additional thermal energy released in the oxidation
reaction. There are some advantages in this approach. First, this method provides direct estimation of
structural failure in the VHTR core. The failure criteria can be directly implemented in the code.
Therefore, this method is much faster and convenient than the approach used in the previous section.
Second, it provides much more conservative predictions than the previous section. If the calculation result
is within the criteria, there can be some confidence for the graphite structures to be secure.



The modeling and simulation in this section is based on the GTMHR 600 MW'th core design, but the
same methodology can be applied to the other reactor types. Figure 4-23 shows the basic pattern in the
GTMHR bottom reflector, which is the most vulnerable to oxidation damage from an air-ingress accident
(Kim et al. [2008]). In addition, the bottom reflector suffers from the highest mechanical stress on it.

Figure 4-23. Unit block schematics.

As mentioned above, oxidation generally causes structural problems in two ways: the decrease of size
will increase the stress concentration for unit surface area, and the increase of internal pore size will
weaken the structure by decreasing its compressive strength. Eventually, if the stress exceeds the
compressive strength, the structure can be considered fractured. Therefore, predicting graphite
compressive strength and cross-sectional surface area are the essential parts of estimating graphite
fracture.

The changes of graphite compressive strength can be calculated by predicting the change of graphite
density because density is the main variable of graphite’s compressive strength. Changes in graphite
cross-sectional areas can be calculated by predicting the corrosion depths of the flow channels. In this
study, the changes of the graphite density and cross-sectional area were modeled as detailed below.

First, the oxidized mass of the outside (by external corrosion) and inside (by pore oxidation) can be
respectively expressed as

dM , = p-(xrL)-dr

(4-2)

dM, =-A-L-dp (4-3)
where

am ,,, _ Oxidized mass change of graphite on the external surface (kg)

am,, = Oxidized mass change of graphite in the inside of the pores (kg)

p = Density of graphite (kg/m’)

r = Radius of the flow channel (m)

L = Length of the channel (m)

A = Cross-sectional area (m?).
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dM,,, and dM,, can be expressed by the total mass changes, dM,,, as

dMsur = f ’ thot

(4-4)
M, =(1-f)-aM,, (4-5)
where

M ,, = Total oxidized mass change of graphite at a certain time (kg)

f = Fraction of surface reaction to total reaction.

The fraction, f in Equation (4-4) and (4-5) is a very complicated function determined by oxidation
and flow variables such as temperature, pressure, flow velocity, and oxygen concentration. Therefore,
Equation (4-2) and (4-3) can be rewritten by

dr f
dM,, p-(rrL) (4-6)
and

dp _ (-f)
M, A-L _ 4-7)

The cross-sectional area A in Equation (4-6) and (4-7), where the load is imposed on, can be expressed by

V3 1,

A=—p’——7xr
4 2 4-8)

The total graphite burn-off, B,, can be defined as

— M or M tot
1ot Lo Ve Po- Ao L (4-9)
where
M, _ Total oxidized mass of graphite (kg)
Po = Initial density of graphite (kg/m’)
L = Length of the channel (m)
A = Initial cross-sectional area (mz).
Therefore, the total oxidized mass is express by
M, =p,-A,-L- er_ (4-10)
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If the density of the oxidized graphite were normalized at a certain time, it can be expressed by

Po (4-11)

Inserting Equation(4-8), (4-10), and (4-11) into Equation(4-6) and Equation(4-7) derives two differential
equations:

|

dB,, P (4-12)
and
dp' ( 1
A -5
dB,, A/, (4-13)

By solving those two differential equations, the changes of graphite cross-sectional area (A) and

normalized density (’0 ) can be estimated as a function of total graphite burn-off ( B ). The stress on the
structure can be estimated by the information of the cross-sectional area (A), and the compressive stress
can be estimated by the changes of the normalized densities (p’). The stress and the compressive strength
can then be calculated as

p W
A (4-14)

where

P = Stress (Pa)

W = Load on the structure (N)
and

— . n'B

S=S8,-p (4-15)
where

S = Compressive Strength (Pa)
So

B

The correlations between local density and compressive stress were obtained by Oh et al [2008].
Figure 4-24 and 4-25 show the data for IG-110 and H451, respectively. According to the research, the
constants, 3 are 6.5 for IG-110, and 6.25 for H-451 graphite. The initial compressive strength of those
graphite materials are 70.5 and 52.7 MPa, respectively.

Initial compressive strength (Pa)

= Constant depending on the graphite types.
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To judge the fracture of the graphite structure, the following three criteria were used in this research.
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Criteria (a) represents that if the stress (S) imposed on the structure exceeds the compressive strength
(P) of the oxidized graphite, it will fail. Criteria (b) represents that if the normalized density (p’) exceeds
a certain limit (p ), it will fail. The normalized density limit was obtained from the data measured by
Oh et al. [2008]. They experimentally measured the burn-off level in which the graphite losses its
mechanical strength, and provided the data for IG-110 and H451 graphite. The normalized density limits
are 0.35 and 0.18 for IG-110 and H451, respectively. Criteria (c) represents that if the adjacent two flow
channels are collapsed, it will fail.

To simulate the fracture of the graphite structure, MATLAB SIMULINK was selected in this
research. Figures 4-26, 4-27, and 4-28 show three different models developed: constant f, randomly
sampled f (uniform distribution), and randomly sampled f (Gaussian distribution). The f-value represents
the ratio of the external surface reaction to the total reaction. As mentioned, this value depends on various
fluid and flow conditions, and therefore varies significantly during an air-ingress accident. In this
research, the f value between 0 and 1 at every time-step were randomly picked because the value cannot
yet be determined. Theoretically, randomly selected f value based on uniform distribution provides the
largest uncertainty because the deviation from the mean value is the largest in this distribution. However,
in the uniform distribution, the average f-value converges to 0.5, which is the mean value of the
probability distribution function. For this reason, the Gaussian distribution was also used with different
mean values ranging from O to 1. Statistically, the randomly selected f-value will cover all possible
scenarios of air-ingress accidents. The constant f value case, in which the f value was maintained constant
at every time-step, was used for base data. Table 4-4 summarizes the input parameters used in the
simulation. In this simulation, the input parameters were determined based on the GTMHR 600 MWth
reactor.
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Figure 4-26. Modeling of graphite fracture by corrosion damage (constant f).
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Table 4-4. Input parameters for graphite oxidation and structural integrity.

Parameters Values
Initial cross-sectional area (m?) 0.00037
Load for a unit cell (N) 66.26

Initial compressive strength (MPa)

70.5 (IG-110), 52.7 (H451)
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Figure 4-29 shows the calculated data for f-values (f) vs. total fractured burn-off (B,,) based on the
IG-110 graphite properties. In this calculation, the maximum allowable burn-off (0.6) was viewed at
f-value = 0, meaning that the graphite becomes the most vulnerable to the oxidation damages when the
whole reaction is dominated in the inside pores. As the f-value increases, the fractured burn-off also
increases almost linearly. It indicates that the reduction of compressive strength by internal corrosion
plays a significant role in the graphite fracture mechanism. The allowable burn-off was estimated to be
0.93 at f = 0.8. After f = 0.8, the fractured burn-off was estimated to decrease because of different fracture
criteria (Criteria (c): flow channel collapsing). Thus, at large f-values, the external surface reaction plays a
main role in the fracture because at even very high burn-offs, the compressive strength of the graphite has
not reached the maximum stress imposed on the structure.

Figures 4-29 and 4-30 show that the data obtained from random f-value are in good agreement with
those from constant f-value within 4% maximum error (red line). Therefore, conservatively, the
maximum allowable total burn-off can be determined from the lowest value of the lower red line. The
estimated allowable burn-off is 0.58 with 99% confidence level. It indicates that the graphite structure
will not be failed at lower than 0.58 in total burn-off.

Figures 4-31 and 4-32 show the calculated results for H451 graphite. The same methodologies used in
Figures 4-29 and 4-30 were applied to these analyses. The results show that the minimum allowable total
burn-off for this material is 0.57, almost the same as that of the IG-110 graphite.
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Figure 4-29. Relations between f-value (f) vs. fractured total burn-off (IG-110).
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4.4 Implementation of Advanced Graphite Oxidation Model into

GAMMA code and Analyses

In FY-09, the graphite oxidation models in the GAMMA code have been updated. In the updated
models, the reaction kinetics, mass transfer, moisture, burn-off, and conservative failure criteria have been
considered. The following summarizes the models.

The overall graphite oxidation rate is affected by two mechanisms; reaction kinetics and mass
transfer. At low temperatures lower than about 700°C, the reaction kinetics dominates the oxidation rate.
Therefore, the overall rate follows Arrhenius model very well at this range. However, at high temperature
above about 950°C, the oxidation rate is dominated by the mass transfer of oxygen molecules in the
working fluids. In the intermediate temperature ranges, the oxidation rate is affected by both kinetics and
mass transfer (See Figure 4-33).
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@ 0 0 o0 o / (Mass Tranfer Model)
m) *
144 4
7 8 Kinetics Dominant
E’ (Arhenius Model)
=, 16 -
i
£ |
Oxygen Concentration
-18+ o0 25% ,
o 5%
A 10%
ol * 20% i
T T T T T
0.5 0.6 0.7 0.8 0.9 1.0 1.1
1000/T (K)

Figure 4-33. Overall graphite oxidation rate (Oh et al. 2006).
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The overall graphite oxidation rate can be determined by (Oh et al. 2006)

1 1.1 (4-16)
R, R, R,
where

R, = Overall graphite oxidation rate (kg/s)

R, = Graphite oxidation rate estimated by Arrhenius model (kg/s)

R, = Graphite oxidation rate estimated by mass transfer (kg/s).

R, and R,, in Equation (4-16) can be determined by the following equations.

The oxidation rate by kinetics effect can be calculated by the Arrhenius equation form (Oh et al.
2006)

18,000

2
R, = 2552000- exp(—v) Por My (B)-6,-V (4-17)
where
R = Gas constant (8.315 kJ/kmol K)
T = Graphite surface temperature (K)
P,, = Oxygen partial pressure (Pa)

M ,(B)= Multiplication factor involved in the burn-off degree

6, = Graphite initial surface density (m*/m?)

<
I

Apparent volume of the graphite structure.

The multiplication factor, M(B) in Equation (4-17) can be determined by the relationship between
the burn-off and oxidation rate shown in Figure 4-34.
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The burn-off (B ) in this figure is defined by

P PO (4-18)
p 0
where

£ = Initial graphite density (kg/m’s)

p(t) = Graphite density at time, t (kg/m’s).

Graphite oxidation rate by the mass transfer can be calculated by a general mass transfer model
R,=2M . -K,(C, .—Cp ) A (4-19)
where

M, = Molecular mass of carbon, C (12 kg/kmol)

K, = Mass transfer coefficient of oxygen (m/s)

C 0, = Oxygen concentration in the bulk flow (kmol/m®)

C 0,0 = Oxygen concentration at the graphite surface (kmol/m®).

In the mass transfer dominant condition in which the temperature is very high, the surface
concentration of the oxygen, Cp;, is assumed to be zero. The mass transfer coefficient, K, is a function of
flow parameters; temperature, pressure, and velocities. When the effect of moisture is considered, the
mass transfer rate is corrected as (Kim et al. 2008).
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R =0.5-R . (4-20)

m,moist m

The rate of graphite oxidation is affected by an oxidation history following density and overall size
changes. It is therefore necessary to track the density and the size of the graphite structure in calculation.
The changes of graphite overall size and density can be estimated by (Kim et al. 2008)

% = (= )R, IV(1) (4-21)

and

dz(t)y _ 1 fR,

= (4-22)
di AW p()
where
f = Ratio of external reaction rate to total reaction rate
V(t) = Apparent volume of graphite structure at time, t (m’)
z(t) = Corrosion depth of the graphite structure (m)
A(t) = Apparent reacting surface area of graphite (m?).

Equations (4-21) and (4-22) calculate the density changes and corrosion depth changes by oxidation,
respectively. The volumes and surface areas are updated in each time-step based on the original
geometries and the corrosion depth calculated. The ratio of external reaction to total reaction can be
calculated by (Kim et al. 2008)

/R,

T=1R 1R,

(4-23)

As mentioned in previous sections, one of the important issues in VHTR safety is fracture of the
graphite structure by oxidation damages in the air-ingress accident. The oxidation damages generally
degrade the structural integrity of graphite in two ways. Internal oxidation in the graphite inside pores
degrades the graphite compressive strength, which is a resistive force under the compressive force.
External oxidation in the graphite structure outside concentrates the stress on the smaller region by
reducing the cross-sectional surface area where the compressive force is imposed. In Section 4.3, the
minimum allowable total burn-off for IG-110 and H451 was estimated to be 0.58 and 0.57, respectively.

The total burn-off can be calculated and updated in the computer codes by

dM (1)
— = 4-24
7 . (4-24)
V.—-M (¢
B (1)= Poo—é() (4-25)
PV
where
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M

14

Graphite mass in the unit cell (kg)

B

1

Total graphite burn-off.

All the graphite oxidation models were implemented into the GAMMA system analyses code.
Figure 4-35 shows the flowchart of the advanced graphite oxidation models in the upgraded GAMMA
code.
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Figure 4-35. Flowchart of the advanced oxidation model.
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The air-ingress analyses in this section were performed by the GAMMA code with the upgraded
graphite oxidation model. The initial conditions of air-ingress after onset-natural-circulation were
estimated by the FLUENT code. For this calculation, FLUENT code output data such as quasi-steady
state value of air distribution, temperature and flow rate were implemented as initial GAMMA code
values.

Figure 4-36 shows the code input nodalization where 2-D geometry models are used for the reactor
cavity to consider the heat removal by natural convection flow, and for the solid structures including the
core and reflector blocks to consider multidimensional heat conduction. Heat transport in the prismatic
core is greatly complicated by the combined effect of solid conduction in the fuel, the graphite matrix and
gas, and contact conduction and radiation in the fuel and fuel block gaps. In this simulation, the coolant
channel and the fuel compact were separately treated by 1-D fluid equations and 2-D heat conduction
equation from the graphite matrix, respectively. A porous media approach was applied to the reactor core,
reflector, and plenum regions. The radiation heat exchanges were considered in every cavity and plenum.
The air-cooling reactor cavity cooling system was modeled using the 1-D pipe network for the air flow
loop and the 3-D tube model for the cooling tubes. Following the accident, since a reactor trips
immediately, the core power is determined directly from the decay heat curves.
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Figure 4-36. GTMHR 600 MWth code nodalization (GAMMA).

A summary of the modeling follows:
e 1-D (previous calculation) /2-D (current) flow modeling, 2-D axi-symmetric solid modeling

e Six gas species (He, O,, N,, CO,, CO, H,0)
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e Irradiation/radiosity method at the cavity and plenums
e Porous media in the core and plenum
e Natural convection in the cavity

¢ Infinite air inventory in the cavity.

Figure 4-37 shows the results of the core maximum temperature with time where the core maximum
temperature does not exceed 1,600°C, the temperature limit in the VHTR core for fuel security. This
result is consistent with that obtained in FY-08.

Figure 4-38 shows the total burn-off variations in the bottom reflector, in which the graphite is the
most seriously damaged. In this analysis, the graphite was assumed to be IG-110, isotropic grade graphite
produced by Toyo Tanso Co., Ltd. The red line in each figure shows the minimum allowable burn-off,
which is 0.58 for IG-110. Figure 4-38 also shows that the total burn-off goes beyond the failure criteria
after 88 hours. It indicates that the graphite supporting structure risks failure at about 88 hours after
depressurization. Figure 4-39 shows the variations of graphite total burn-off in the lower plenum with
time. According to the calculation, the lower plenum was estimated to start having a risk of failure at
about 112 hours after depressurization.
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Figure 4-37. Time vs. core maximum temperature.
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Figure 4-39. Time vs. Total Burn-off (Lower Plenum — 1G-110).
Figure 4-40 shows the comparisons of failure between IG-110 and H-451 graphite. According to this
figure, IG-110 and H-451 are estimated to have failed at 88 hours and 105 hours, respectively. It indicates

that the H-451 graphite is a little bit more secure than the IG-110 graphite. The main reason is that H-451
is less oxidizable than IG-110 especially in the higher burn-offs.
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5. TASK 4: AIR INGRESS MITIGATION STUDY (INL)- FY-10 Task

Even though Task 4 is an FY-10 task, ideas were initiated and some scoping analysis was done on the
top of the helium injection proposed and calculated by Yan et al (2008). This section summarizes the
comments made on their calculations.

During operation, near-isotropic or isotropic grade graphites are subject to complex stresses such as
thermal stresses and stresses caused by neutron-damage induced dimensional changes. Moreover, seismic
and static forces act on the graphite component. Acting singularly or in combination, these stresses might
cause microstructural cracks and fractures.

If the depressurized cooldown conduction event occurs because of a pipe and/or instrumental lines
break, air ingresses into the lower plenum through the break. The supporting graphite is then exposed to
oxygen, resulting in graphite oxidation. Many nuclear graphites have internal pores. For example, the fine
grained IG-110 used in HTR-10 in China has many internal pores (2.19x10'° per m®) and its mean pores
size is 4.1 um. With the microstructural cracks and fractures described above, graphites will be more
exposed to the oxygen, causing an exothermic chemical oxidation that will reduce the mechanical
strength of the supporting graphite in the lower plenum and core.

Figure 5-1 shows the graphite oxidation regime map, depending on the temperature. At the high
temperature (900°C and above—Zone-III), the graphite surface is too hot for oxygen to penetrate the
pores. Because of the hot surface, oxygen reacts only on the graphite surface, called “diffusion limited”.
At low temperatures (700°C or below), oxygen is able to penetrate the internal pores, enlarging them by
oxidation and eventually combining neighbor pores. This will reduce the mechanical strength of the
graphite, which is called “chemical kinetics controlled” regime (Zone-I).
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Figure 5-1. Graphite oxidation regime map.

There are several ways to mitigate air ingress and minimize graphite oxidation if the break occurs in
the inlet pipe line. This work was previously performed by Yan et al (2008). Their approach was to inject
helium at the top of the VHTR vessel. The helium was injected through an orifice located downstream of
the helium storage tank. After investigating Yan’s work, it was concluded that it does not work for a
DEGB because:
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e An axi-symmetricity was assumed using GTHTR-300 design. As shown in Figure 5-2, the GTHTR
has a large cross duct with a 2 m in diameter. When an axi-symmetric assumption was made in Yan’s
calculation, the inlet pipe surface did not represent the actual cross duct, therefore it was simulated
based on a thin slit geometry instead of a 2 m diameter inlet pipe.

e The momentum created by the top helium injection was calculated using the following equation and
the supersonic velocity helium through the orifice flow area of 0.011 mm?.

kel

] 2 |kt
m = A-P-|k-——|—— (5-1)
R-T |k+1
where
m = mass flow in kg/hr
A = the orifice cross sectional area
P = the helium storage tank pressure,
k = the ratio of heat capacity at constant pressure and volume.

The value of the mass flow needs to be converted to kg/sec and multiplied by the sound velocity of
helium, which is 1,134 m/s at the ambient condition.

The momentum created by the helium top injection is 0.062 Newton. The buoyancy forces created in
the lower plenum of the VHTR is 155 Newton. Therefore, the buoyancy force is much larger than that of
the top injected flow by a factor of 2,500, making it infeasible for the top injection to prevent air flow into
the reactor core region.

Injection of an inert gas into the lower plenum could lead to air ingress mitigation and minimization
of graphite oxidation as shown in Figure 5-3 by diluting the oxygen concentration and reducing the
buoyancy force by lowering fluid temperature in the lower plenum. The CFD calculation has begun for
this scenario, but, since the mitigation task is FY-10, more detailed calculations will be included in FY-10
report.

Outlined here how to mitigate the air ingress in terms of the change of geometry and operating
condition described in Section 2.3.2. Equation 2-63 is the ratio of the buoyancy force (pressure build-up)
to the hydrostatic force. Air ingress can be minimized to make the denominator term in equation 2-63
larger to make the hydrostatic force less than the pressure build-up force.

Also consider minimization of oxidation by filling/coating the graphite internal pores with either
nanoparticles or an inert gas such as nitrogen. Once the internal pore surfaces of the graphite are coated
with the inert gas or nanoparticles and then the oxidation will take place in the Zone-III, which is not as
severe as that of the Zone-I.

The pore sizes of the IG-110 and H-451 are 3.5 micro meters and 4.1 micro meters, respectively. The
size of the nitrogen atom is 65 pm in radius (130 pm in diameter = 1.3e-4 micro meter:
http://en.wikipedia.org/wiki/Nitrogen). Therefore, the size of the graphite pore is about 2500-3100 times
larger than the size of nitrogen atom. This idea of filling pores with nanoparticles was submitted to the
INL patent office and was registered as IDR-1652. Therefore the details cannot be summarized in this
report.
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6. TASK 5: EXPERIMENT OF BURN-OFF IN THE BOTTOM
STRUCTURE (KAIST)

The object of this task is to measure the oxidation rate and density of the nuclear graphite and to
develop oxidation models of the bottom reflector that will be directly exposed to the air-ingress event.
The main parameters that affect the rate of oxidation and density of the graphite of the bottom reflector
are kinetics, mass diffusion, combined effect of kinetics and mass diffusion, moisture, shape and size, and
degree of burn-off. Several types of candidate graphite were selected for the experiment.

6.1 Graphite Selection

Candidate graphite materials have been proposed for the NGNP (NGNP graphite testing and
qualification specimen selection strategy [Robert and Timothy 2005]). Some of the candidates are listed
in Table 6-1. This year, IG-110 and 1G-430, which are isotropic and fine-grained graphite produced by
Toyo Tanso, were selected for the experiment. Most of the data for IG-110, except the effect of burn-off
on the reaction rate, were obtained from previous research (Oh et al. 2006). General properties of IG-110
and IG-430 are presented in Table 6-2.

Table 6-1. Graphite selection matrix (Robert and Timothy 2005).

Graphite Vendor Proposed Use Remarks
IG-110 Toyo Tanso | Prismatic fuel element, replaceable Historical Reference; currently being
reflector, and core support pedestals used in the HTTR and HTR-10
PCEA Graftech Prismatic fuel and replaceable block AREVA wants to construct the entire
International | pebble bed reflector and insulation blocks | graphite core out of the same graphite
IG-430 Toyo Tanso | Prismatic fuel element, replaceable Japan Atomic Energy Agency wants to
reflector, and core support pedestals use this graphite in the GTHTR 300
PGX Graftech Prismatic large permanent reflector AREVA may use this material; preference
International is to use PCEA or NBG-17 for permanent
reflector. HTTR permanent structure
NBG-25 SGL Core support candidate Isostatic fine grain
NBG-10 SGL Prismatic fuel element and replaceable pebble bed modular reactor’s (PBMR)
reflector original choice for replaceable reflector
Pebble bed reflector structure and Price/performance will be the basis
insulation blocks between NBG-18 and NBG-10

Table 6-2. Properties of IG-110 and IG-430 manufactured by Toyo Tanso in Japan.

Material 1G-110 1G-430
Vendor Toyo Tanso Toyo Tanso
Bulk density (g/cms) 1.77 1.88
Young’s Modulus (GPa) 9.8 10.8
Compressive strength (MPa) 78 90
Tensile strength (MPa) 25 37
Hardness (HSD) 51 55
Thermal conductivity (W/mK) 120 140
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6.2 Kinetics

Kinetics tests were performed in Zone I where the kinetics effect controls the rate of reaction. The
effects of variables on the rate of reaction were experimentally investigated. A schematic of the
experimental facility is shown in Figure 6-1. He/O, mixture gas was injected into the heated test section;
injected mixture gas is controlled by a mass flow controller. A 15 kW induction heater was installed for
graphite heating. Gas passing through the test section was cooled and analyzed via gas analyzers. The
reaction rate was calculated by gas component analysis through two gas analyzers (Rosemount NGA2000,

Test

Yokogawa IR100).
COOLER
® L Yooi?
Section | L Gas Vent
Analyzer Reservior
 — I Ilnductlun &

=3

Infrared Heater co
Thermometer coz
[ 02
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2nd Gas
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Figure 6-1. Schematic of experimental facility.

Figure 6-2 shows the picture of the experimental facility. The section was surrounded by a cylindrical
quartz tube. A long entry length was designed to maintain the fully developed flow. The specimen was
2.1 cm in diameter and 3 cm in height and the test section was 7.6 cm in diameter. An induction heating
method was used and the temperature was measured by an infrared thermometer (IRtext Taymatic 10,
Raytec Ranger 3).
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Figure 6-2. Experimental facility.

Temperature, flow rate, and oxygen concentration test conditions are summarized in Table 6-3.

Table 6-3. Test conditions.

Temperature (°C) ~540-800

Flow rate (SLPM) ~SLPM (0.04 m/s)

Oxygen fraction (%) ~34%

Data measured at 5.26% of oxygen concentration were shown in Figure 6-3. They are in good
agreement with results predicted by the Arrhenius model. The sensitivity of this model was studied in the
previous experiment. The activation energy was not affected by oxygen concentration (Oh et al. 2006).
The reaction rate at different oxygen concentrations was measured to obtain the order of reaction. The
effect of oxygen concentration on oxidation rates is shown in Figure 6-4.
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Figure 6-3. Effect of temperature on oxidation rate (IG-430).
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Figure 6-4. Effect of oxygen concentration on oxidation rate (IG-430).

Results are summarized in Table 6-4.



Table 6-4. Activation energy and order of reaction.

Material 1G-110 1G-430
Activation energy (kJ/mol) 21814 158.5+1.5
Order of reaction, n 0.75+0.15 0.37 £0.04

The former and our kinetics parameters for IG-110 and IG-430 are summarized in Table 6-5 and

Table 6-6.
Table 6-5. Experimental results on kinetics parameters for IG-110.
Oxygen mole | Flow rate
Author Temp.(°C) fraction (SLPM) | Ea (kJ/mol) n Method
Fuller (1997) 450~750 0.2 0.496 201 — TGA
Kawakami (1987) | 550~650 0.2 — 210 — Gas analysis
KAIST 540~ 800 0.02~ 0.34 8~ 10 218 0.75 Gas analysis

Table 6-6. Experimental results on kinetics parameters for IG-430.

Oxygen mole Flow rate
Author Temp. (°C) fraction (SLPM) Ea (kJ/mol) n Method
Chi (2008) 608- 808 0.2 10 167.4 — TGA
KAIST 540- 800 0.02-0.34 8-10 158.5 0.37 Gas analysis

6.3 Mass Diffusion

Even though the rate of reaction is controlled by chemical parameters at low temperatures, the rate of
reaction is limited by mass diffusion process at high temperatures. Therefore, the well- proven correlation
was used in this study. The correlation developed for heat transfer through the laminar boundary layer and
averaged through the whole length (Welty et al. 1984) was in good agreement with the experiment data
investigated by previous study (Oh et al. 2006). The heat/mass transfer analogy is applicable for
predicting the mass diffusion rate in Zone 3:

D,
K, =0.664—Re'”? Sc'"’

L

(6-1)

This correlation is made based on the analogy of the heat transfer correlation, which was developed
for heat transfer through the laminar boundary layer and averaged through the whole length.

6.4 Combined Effect of Kinetics and Mass Diffusion

A good correlation for the combined effect of kinetics and mass diffusion was suggested by the
previous I-NERI program (Oh et al. 2006). The following is the correlation for the combined effect.

1 1 1

_— 4

R, R

g ‘mb Rcb

(6-2)




where

Rmb = Km : Cb,OZ : A (6_3)

Ea

— K .o RT . ",
R,=K,-e By, A (nz0) (6-4)

The mass transfer coefficient is calculated from the following Graetz solution, which includes the
effect of the entrance effect

0.0668(d / x)- (Re- Sc)
14+0.04-[(d / x)- (Re- Sc)]

_k,-d

Sh =3.66+

2/3

. (6-5)
The following correction was performed for high reaction rate:

corrected __ .
.k =0k, (6-6)Eq

where

_In(B, +1)

B, 6-7)

6

Bm _ on,b B on,o (6-8)
XOZ.h -1

The following effective diffusion coefficient was used instead of a binary diffusion coefficient
because of the high reaction rate:

D,,, = i
Z (Xi /Doz,i)
) ' (6-9)

6.5 Effect of Burn-off

The reaction rate of oxidation is dependent on the level of burn-off. The effect of burn-off was
experimentally investigated. The schematic of experimental facility is shown in Figure 6-5. The
temperature of 600°C was maintained in the furnace. The detailed conditions are summarized in
Table 6-7. The reaction rates of specimens with different volume were measured. The burn-off history is
shown in Figure 6-6. The burn-off histories of 1G-430 are independent of graphite dimension and volume.
The relation between bulk flow and reaction rate is shown in Figure 6-6 and Figure 6-7. The effect of
burn-off is independent of bulk flow. Actually, the oxidation reaction in the temperature of 600°C is in
Zone 1.

The relationship between the burn-off and relative reaction rate was also obtained from the burn-off
history. The internal surface area change is caused by oxidation:

_R,(B)_6(B)
" Rg(0) 6,

(6-10)



where R, is the reaction rate (kg/s) and 0(B) is internal surface density (m-1) at burn-off (B). According
to Fuller and Okoh (Fuller and Okoh, 1997), the reaction rate with the effect of burn-off can be expressed

Ea "
R, =K, ‘eXP[_ﬁj'Poz -6’(0)-MB.

(6-11)
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Figure 6-5. Experimental facility for burn-off tests.

Table 6-7. Conditions for burn-off tests.

Volume
Material | Air (SLPM) (mmy) Purpose
1G-430 5 5,126.6 Relation between graphite volume and reaction
5 9,922 .4
IG-110 5 5,126.6 Relation between bulk flow and reaction
2 5,126.6
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The measured M , of IG-110 and IG-430 are shown in Figure 6-8. Both reaction rates of IG-110 and
IG-430 in Zone 1 have the maximum reaction rate about 40% of burn-off. They are in good agreement
with the former results. Even though the ratio of M, has some sensitivity to initial reaction rate, the

absolute value of reaction rate is almost the same as shown in Figure 6-7. The effect of burn-off on the
reaction rate in IG-110 is much larger than that in IG-430.
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Figure 6-8. relation between burn-off and ratio of reaction rate.

6.6 Effect of Moisture

Most of the former experiments were performed in dehumidified conditions, while normal
environments always have moisture. The effect of moisture in oxidation in Zone 1 and Zone 3 was tested
in this section. The results of Zone 1 tests were obtained from the facility shown in Figure 6-5 above. The
results of Zone 3 test were obtained from the facility shown in Figure 6-2 above. Both test facilities had
an add-on water chamber to control humidity. The temperature was controlled from 600 to 1,300°C and
the relative humidity was controlled from 0 to 63.6%. The test material was IG-430. The test conditions
are summarized in Table 6-8.

Table 6-8. Conditions for effect of moisture tests.

Oxidation Gas bulk flow Oxygen

regime Temperature Relative humidity (Het+0,) concentration Method
Zone 1 600°C 0-63.6% 1 SLPM 20% TGA
Zone 3 1000-1,300°C 0-63.6% 8 SLPM 20% Gas analysis
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Test results in the Zone 1 reaction are shown in Figure 6-9. From the burn-off histories, the effect of
moisture is negligible in Zone 1. The Internal graphite structure and chemical reaction are not affected by
moisture in the gas.

60 -
S
5
é 30
2 m RH0%
A RH32.3%
® RH63.6%
0 -
T T T T T
0 2000 4000

Time (min)
Figure 6-9. Moisture effect on the graphite oxidation in Zone 1.

Kim suggested that the mass transfer, including the moisture effect, is half of the rate without the
moisture effect (Kim, 2005).

rg,moisuture = 05 ’ rg,d}ﬁv (6_12)
The graphite oxidation in Zone 3 is controlled by mass transfer. Therefore,

r, ~ R, (reaction rate), and (6-13)

Rg,mvisture = 05 ’ Rg Jdry . (6_14)

The experimental results of moisture in Zone 3 are shown in Figure 6-10. They are in good agreement
with those from Equation 6-14. The difference between the data was under 5%.
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7. TASK 6: STRUCTURAL TESTS OF BURN_OFF BOTTOM
STRUCTURE (KAIST)

The objective of this task is to carry out the structural test of the oxidized graphite in order to develop
the fracture model for the oxidized bottom reflector and lower plenum. The graphite structures of the
bottom reflector and lower plenum are oxidized and damaged during an air-ingress event. The reactor
core is supported by graphite columns in the bottom reflector and the lower plenum. Schematics of the
GTMHR 600 MWth and graphite column are shown in Figure 7-1. As shown, the graphite column is
relatively long. The slenderness ratio of the cylindrical column part is about 40. The graphite column first
encounters air when the air ingress event starts. In this case, the failure prediction of oxidized graphite
column in the bottom reflector is important for the reactor design and safety analysis of the VHTR
because the strength and geometry of the graphite are changed by oxidation.

The oxidation of nuclear graphite is classified into Zone 1, Zone 2, and Zone 3. Zone 1 ranges in
temperatures below 600°C where the nuclear graphite is uniformly oxidized with a bulk density decrease
following the weight loss. The decrease of the bulk density will degrade the strength of the graphite. In
Zone 3, which generally ranges in temperatures above 1,000°C, the oxidation of the graphite is dominated
by a mass diffusion limit, and therefore the surface of graphite is mainly corroded resulting in the
maximum stress increase of the graphite structure. In Zone 2 (600 to 1,000°C), density decreases and
surface corrosion occurs at the same time.

7.1 Graphite Support Column

7.1.1  Graphite Oxidation and Failure Mechanisms

A simplified graphite column and the oxidation process, where an axial force is loaded on the
graphite columns, are shown in Figure 7-1.

Axial load Axial load
from upper structures from upper structures

Support block
Bulk density changes
. p
Graphite Oxidati
Lower plenum support x1dation
column
Dimension changes

Figure 7-1. Schematic of oxidation in a graphite column.

The graphite oxidation in Zone 1 causes a decrease in bulk density. The compressive strength of the
graphite is degraded with a decrease in bulk density. This is well verified by the former experiments. It is
believed that the real oxidation is processed over the overall oxidation regimes during an air ingress event
(Oh et al. 2006). The graphite column became slender as a result of the oxidation in Zone 3. In this case,
the oxidized graphite column can fail by a different mechanism from that of the fresh graphite—buckling.
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But this cannot be explained by the former experiments. Therefore, the understanding of the oxidation in
Zone 3 and an approach to structural issues are needed to predict the failure of a graphite column. The
graphite column becomes slender as a result of surface oxidation processed in Zone 3. If the column
becomes slender, then it becomes easy for the column to fail by buckling. An analysis of the critical stress
for long columns was previously developed by Leonhard Euler (Singer and Pytel 1980). The Euler
formula for the fixed-fixed column is simply expressed by

_ 2 2
o, =4n"El AL 7-1)
where I is the moment of inertia for the principal axis about which buckling occurs. When I in Equation
(7-1) is replaced with the following relationship:

r=~I1/A (7-2)Equation (7-1) becomes

_ 2 2
o,=4n"E/(L/r) (7-3)

where A is the cross sectional area and r is the least radius of gyration.

The ratio L/r is a nondimensional ratio called the slenderness ratio of the column. A column can be
classified as either a long or short column based on the slenderness ratio. However, there are limitations
to Euler’s formula because this formula is only valid in estimating the strength of very long columns. For
estimating the strength of a small-slenderness-ratio column, the following empirical straight-line formula
was proposed by T. H. Johnson (Singer and Pytel 1980):
=0

straight—line

O-cr,buckling - C(L/ r)

(7-4)

where the constant o

straight—line

is the intercept for L/r = 0 and the constant C is the magnitude of slope.

Three tests were performed to find the strength degradation of the oxidized graphite column in the
different reaction regimes with this strategy. First, a compression test of fresh graphite was performed to
measure the compressive and buckling strength of the IG-110 graphite column. Then, the compression
test for a graphite column, oxidized in Zone 1, was performed to learn the relation between the
compressive strength and bulk density change caused by the graphite oxidation in Zone 1. Finally, the
measurement of the buckling strength of a graphite column, oxidized in Zone 3, was performed to figure
out the relation between the buckling strength of the column and the dimension change caused by the
graphite oxidation in Zone 3.

7.1.2 Materials

Isotropic fine-grained IG-110 and 1G-430 graphite was selected as a test material. Tests, the detailed
dimensions of specimens, and the objectives of experiments are summarized in Table 7-1.

7.1.3  Strength Measurements

An INSTRON Model 4204 mechanical testing facility was used for the compression test. The
maximum loading of the facility was 50 kN. The apparatus and the procedures were based on ASTM
Standard C695-91. The load was continuously applied to the sample at the constant rate of crosshead
movement, and without shock until ultimate failure. The speed of the cross head movement was constant
for all specimens. The strain rate for the shortest specimen, 15 mm® x 30 mm, was 1.11x10-4 sec-1.
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Table 7-1. Test matrix.

Slenderness | Burn-off | Oxidation
Diameter | Length ratio (%) regime Objective
15 30 8 Compressive strength of fresh graphite was measured.
25 50 8
50 8 Buckling strength was measured. Empirical buckling
75 12 strength formula was also obtained.
80 12.8
85 13.6
90 14.4
25 95 15.2
N/A N/A
100 16
125 20
150 24
200 32
250 40
30 8 The Applicability for the straight-line formula in the
15 60 16 different diameter was confirmed.
120 32
The compressive strength of oxidized graphite was
~ 0,
25 50 8 0~ 24% measured
15 60 16 The buckling strength of various oxidized graphite
15 120 32 Zone 1 columns was measured. The relation between strength
25 50 8 0~ 24% degradation and failure mode was found out.
25 100 16
25 200 32
15 60 16 Experiments for oxidation in Zone 3. Buckling strength
15 120 32 N/A Zone 3 was measured
15 60 16 Pre-tests for support block modeling.
Annular column 15.5 0~22% |Zone 1
Rectangular column 15.5
7.1.4 Oxidation Treatments

Oxidation was carried out in an electrical muffle furnace. Filtered dry air was uniformly supplied into
the bottom of the furnace and gas was naturally vented out through the top of the furnace. The internal
temperature of the furnace was maintained at 600°C for Zone 1 oxidation and at 1,050°C for Zone 3
oxidation. The experimental facility is shown in Figure 7-2.
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Figure 7-2. Experimental facility for oxidation tests.

7.1.5 Measurements of Compressive and Buckling Strength of Fresh Graphite

Column

The measured average compressive strength of IG-110 and IG-430 were 79.46 and 89.99. It shows
good agreement with typical properties of the graphite. The buckling strength of a graphite column
decreases as the slenderness ratio increases. The buckling strength of IG-110 graphite columns is shown

Figure 7-3.
B Buckling strength data
Linear fit of buckling strength

80 oo P T Compressive strength
60 | i
< i
o |
= 40 |
o i
20

Intersection=11.76
0 +I T T T T T T T 1
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Figure 7-3. Buckling strength of IG-110 graphite columns.

The intercept and the magnitude of the empirical formula are obtained from the empirical data as

O-CV,buckling

=91.34—1.01(L/r)

(7-5)
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The buckling strength of 1G-430 graphite columns is also shown in Figure 7-4.
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Figure 7-4. Buckling strength of 1G-430 graphite columns.

The obtained empirical formula for 1G-430 is

0 =107.55-1.27-(L/ 1) (7-6)

The differences of the 15 mm® columns and the empirical line are under 2%. The empirical formula
applies for all columns with different diameters. Therefore, the structural strength of a graphite column
under compression force can be determined by the slenderness ratio. The graphite columns that have the
same slenderness ratio also have the same strength.

It is believed that the buckling failure occurs over the slenderness ratio, which is the intersection of
the compressive strength and the empirical line. The intersection is 11.76 for IG-110 and 13.83 for 1G-
430.

7.1.6 Compressive and Buckling Strength Degradation of Graphite Column
Oxidized in Zone 1

The degradation in compressive strength as a function of the decrease in bulk density is shown in
Figure 7-5. The dimensions of an oxidized specimen did not change. The percentage decrease in bulk
density is the same as the percentage of weight loss.

d = (my—m)/m, (7-7)

The relation between the compressive strength and decrease in bulk density can be expressed by the
Knudsen relation (Neighbour 2006) as

o/o, =exp(—kd)
k=0.114 . (7-8)
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Figure 7-5. Normalized compressive strength of IG-110 oxidized in Zone 1.
The buckling strengths of the oxidized columns with various dimensions are shown in Figure 7-6.

The buckling strength of the oxidized graphite column decreases as the compressive strength decreases.
The relation between the buckling strength and the bulk density is expressed by the Knudsen relation

o/o, =exp(—kd)
k=0.111 (7-9)
®  Compressive strength
® Buckling strength
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Figure 7-6. Normalized compressive and buckling strength of graphite columns oxidized in Zone 1
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The exponents of Equations (7-8) and (7-9) were almost the same. From this result, the buckling
strength degradation of the oxidized graphite column is found to be independent of the slenderness ratio.
The structural strength degradation of the oxidized graphite column only depends on the initial strength
and a degree of the decrease in bulk density. Therefore, the strength degradation of an oxidized graphite
column under axial compressive load can be expressed conservatively by Equation (7-8).

Comparison of the Knudsen relation with former researchers’ data is shown in Figure 7-7. Test
materials and test conditions are summarized in Table 7-2. The data obtained from KAIST is more
conservative in its results. Kim (2007) obtained k=0.089 in the burn-off range of 0 to 7%. It is possible
that the difference mainly comes from the narrow burn-off range and the use of different materials. Eto
(1983) and Yoda (1985) have reported test results for IG-11. IG-110 and IG-11 are similar kinds of
material, but the purity is slightly different. It is believed that the burn-off range has some sensitivity to
decide exponent k from the different results of Eto’s and Yoda’s tests. These researchers tested the same
IG-11 but the burn-off ranges were found to be different.
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0 N v S.Yoda (1G-11)
AA A
Eﬁ"" Py
n? . “a, R
-_=) ' ] A
L 1hl - EN
L - ah A,
< ]
= ] :-. n
n " A
2+ - n
n
n

LIS L B L DL L L B B L L BN B BN B B L
0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34

Decreas in bulk density (weight loss), d(%)

Figure 7-7. Comparison of the experimental results for the compressive
strength degradation.

Table 7-2. Comparison of the Knudsen relation.

Eto Yoda Kim
Author (1983) (1985) (2007) KAIST
Test material 1G-11 IG-11 IG-110 IG-110
Temperature (°C) 500 500 600 600
Burn-off (%) 0~6 0~ 35 0~7 0~23
k 0.060 0.053 0.089 0.114

The strength degradation of IG-430 oxidized in Zone 1 was also obtained in the same method. The
results are shown in Figure 7-8.
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Figure 7-8. Normalized compressive strength of 1G-430 oxidized in Zone 1.

The relation between the buckling strength and bulk density is also expressed by Knudsen relation as

o/o,=exp(—kd)
k =0.080 . (7-10)

7.1.7  Buckling Strength Graphite Column Oxidized in Zone 3

Three specimens were oxidized at once in the same condition. The averaged values of the strength
data from the three samples are shown in Figure 7-9. The differences of slenderness ratios in each group
were under 1%. The dashed line in Figure 7-9 represents the strength of a fresh graphite column as a
function of the slenderness ratio. The linear fit of experimental strength data was expressed by the
empirical straight-line formula
=0 —C(L/r)=86.8 MPa—0.9 MPa -(L/r) (7-11)

straight—line

O-cr,buck[ing

The deviation between the experimental data and the empirical line for the fresh graphite is about
5 MPa. From this result, it can be concluded that the surface oxidation is dominant at temperatures over
1,000°C and the strength of the graphite column oxidized at temperatures over 1,000°C can be predicted

by the empirical straight-line formula of Equation (7-5).
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Figure 7-9. Strength of graphite columns oxidized in Zone 3.

7.2 Graphite Support Column

A graphite support block is a very complex dimension with many holes. Figure 7-10 shows a one-
sixth cutaway of a graphite support block as a simplified model that can be good for an oxidation reaction,
but is not good for structural tests because they have different structural parameters such as slenderness
ratio. It is therefore difficult to make a chemically and structurally equivalent model. However, the
graphite support block can be considered as a short column. The strength of a column is only dependent
on the slenderness ratio by Euler’s formula and the empirical straight-line formula. Thus, graphite
columns that have the same slenderness ratio but different dimensions still have the same strength. This is
confirmed by the following tests. The simplified model, which has the same slenderness ratio with a
graphite support block, will then be used in analyzing a graphite support block.

_

Simplification

Figure 7-10. One-sixth of a graphite support block and its simplified modeling.
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7.2.1  Buckling Strength Graphite Column Oxidized in Zone 3

Three specimens were measured for strength, and IG-110 and 1G-430 were tested. The detailed
specification presented in Table 7-3 shows that specimens B and C have the same slenderness ratio and
cross-sectional area but different dimensions.

Table 7-3. Dimensions of graphite specimens for fresh graphite tests.

A B c

Pictures of specimens -

Slenderness ratio (L/r) 16 15.5 15.5

Dimension (mm) 150 x 60 150 %60 13.3x13.3x60
(3.89 1 hole) (1.99 4 holes)

Cross-sectional area (mm?) [1,76.7 165.5 165.4

An INSTRON model 4204 mechanical testing facility was also used for the compression test with the
same procedures. Seven specimens were tested for each type of specimen. All the specimens failed by
buckling. The strain rate was 5.55 x 10-5 sec-1. The experimental results are summarized in Tables 7-4
and 7-5. The strength of specimens B and C are almost the same as expected. The experimental results
show good agreement with the calculated buckling strength from the previous empirical buckling strength
formulas. The empirical buckling strength relationship therefore applies for all kinds columns over the
slenderness ratio tested in the previous experiments.

Table 7-4. Experimental results of IG-110 columns.

A B c
Strength (MPa) 74.02+29 7449149 7546+ 1.9
Calculated buckling strength (MPa) |75.18 75.69 75.69
Differences 1.5% 1.0 % 0.3%

Table 7-5. Experimental results of IG-430 columns.

A B c
Strength 87.30 + 4.06 87.56 + 2.57 87.12+2.9
Calculated buckling strength (MPa) | 87.23 87.85 87.86
Differences 0.1% 0.3% 0.8%
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7.2.2 Strength Degradation of Various Columns Oxidized in Zone 1

The same kinds of IG-430 columns in Table 7-3 were oxidized at 600 °C. The strength was measured
with the same compression test machine. The obtained data were also compared with the compressive
strength degradation of IG-430. The normalized experimental results are shown in Figure 7-11, but they
can also be expressed by Knudsen relation. The exponents for the data are almost the same. So, the
strength of graphite column oxidized in Zone 1 is only dependent on the initial strength and decreases
with bulk density even though the graphite columns have the different dimensions and the different
failure modes. The conclusion is the same with the strength degradation in Zone 1 for IG-110, which is
helpful in analyzing the graphite support block. More detailed analysis for the failure of a graphite
support column will be performed in FY-10.
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Figure 7-11. Normalized compressive and buckling strength of 1G-430 columns.
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8. TASK 7: COUPLING NEUTRONICS-THERMAL HYDRAULIC
TOOLS (KAIST)

This task enhances the thermal-hydraulic capability of GAMMA code. To improve the reliability of
thermal-hydraulic analysis, thermal power distribution is needed in the reactor core. The knowledge of
accurate thermal distribution is also necessary to generate accurate cross -sections of nuclei. This task will
investigate neutronics/thermal-hydraulics feedback effects and implement the feedback parameters into an
upgraded GAMMA code. The activities that will be carried out are discussed below.

8.1 Coupling Procedure

The coupling procedure involves enhancing the thermal-hydraulic capability of GAMMA code. To
improve the reliability of thermal-hydraulic analysis, thermal power distribution is needed in the reactor
core. The knowledge of accurate thermal distribution is also necessary to generate accurate cross sections
of nuclei. This task therefore investigates the feedback effects of neutronics/thermal-hydraulics and
implements the feedback parameters into an upgraded GAMMA code. The following activities will be
carried out in this task.

8.1.1  Set-up Parameters for Neutronics/Thermal-Hydraulics Code Coupling

The GAMMA code should transfer the following parameters to the COREDAX code:

- Node[icell]. TempO : Fluid temperature (°K)

- Node[icell].rho0 : Fluid density (kg/m3)

- W3D[kji].TempO : Block temperature (°K)

- Wblk[QC[m].num].grho : Block mixture density (kg/m3)

These parameters are coupling data in the GAMMA code. They form data variable ‘QC’ and are sent
to the COREDAX code as:

- QC[m].Tfuel : fuel temperature(°K)

- QC[m].Dfuel : fuel density (kg/m3)

- QC[m].Tmod : Coolant temperature(°K)

- QC[m].Dmod : Coolant density (kg/m’)

- QC[m].Prel : Node relative power

In the COREDAX code, ‘QC’ data are designated as either the ‘Mapth” or “Mapn’ variable for the
calculation node. ‘Mapth’ is for TH calculation node and ‘Mapn’ is for neutronics calculation node
variable as:

- Mapth[lth].n : neutronics node number in Ith TH node.

- Mapth[lth].id[Ithn] : neutronics node ID in 1th TH node.

- Mapth[lth].frac[lthn] : neutronics node fraction.

- Mapn[m].n : TH ndoe number in m neutronics node

- Mapn[m].id[inn] : TH node ID in m enutronics node.

- Mapn[m].frac[inn] : TH node fraction.

In the COREDAX code, subroutine ‘exdata’ performs as a data transfer function.
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8.1.2 Calculation Node Mapping between the COREDAX and GAMMA Code

The definitions of the calculation nodes between the COREDAX and GAMMA codes are much
different. A mapping procedure should be taken node by node. This calculation node mapping is given by
the following input file:
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i Fik 1.0

1 1 1.U

Figure 8-1. Sample Input of Calculation Node Mapping.

Radial and axial calculation nodes are determined by matching node-by-node in a sequence. Mapping
is done by subroutine ‘genmap’ in the COREDAX code as shown in Figure 8-2.

8.1.3 Code coupling of COREDAX with GAMMA

GAMMA code, which previously calculated power distribution by subroutine ‘point kinetics,” is now
replaced by subroutine ‘COREDAX_coupling * for both steady and transient states. The replacement is
shown in Figure 8-3.
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1
(1

O : Neutronics caleulation node

il : T/H calculation node

{n) : Nuetronics caleulation node

Figure 8-2. Example of calculation node mapping.
/f set initial transport properties
set_gas_wall prop(@,0fp[8]);
Tmax_Triso({1);
set_cblk_init(ofp[8]);
set_iter_wvar(ofp[8]);

simtime =Scon.ini_time;
timestep=Scon.ini_dtime; // initial time step

State=0;|
COREDAYX coupling();

do // loop with reduced time step

¢ get_con_blks(ofp[8]); // control elements
get_sys_mods{ofp[8]); // time-dependent variables
point_kinetic{ofp[8]); // point kinetics
State=1;
if(simtimet=0._0) COREDAX_coupling(); //COREDAX_Couple

wall_calc_all{ofp[8]); // heat conduction, coeffi. matriz

Figure 8-3. COREDAX calling in the GAMMA code.
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8.1.4  Calculation procedure in a coupling system

Steady state calculation is generally first done to take a transient calculation. When several coupled
variables are transmitted, a proper calculation state to the neutronics code is determined. The neutronics
code has four different calculation modes: (1) initialization mode, (2) steady state mode, (3) transient
mode, and (4) output mode. The calculation scheme described in Figure 8-4 shows the neutronics part in
an envisioned coupled code system.

Call
Neutronics

T/H Code ————»

Read Input Output processing

A J

T . Transmit T/H
ransmft TH variables
geometric data
A J
3
. Transient Calculation

Node Mapping

2

A

Relative Power
B Distribution
Caculation

Steady State
Calculation

Return

T/H Code

Figure 8-4. Calculation procedure in neutronics code.
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8.2 Homogenized Cross-Section Table

A homogenized cross-section table is made to analyze the VHTR core. The homogenized cross
section will be linearly interpolated from a precalculated TABLESET on fuel temperature, graphite
temperature, and coolant density. Figures 8-5 and 8-6 show the format of the homogenized cross-section
TALBESET for coupling calculation.

Where:
Tr‘J Trz Tr‘s Tr‘:l Tr‘s here:
P p P | Pos | P —T, is the Doppler (fuel) temperature (°K)

m m2 m3 m: ms
P ZL )N —p,, is the moderator density (kg/m’)

m Z

Y ¥ Macroscopic cross-sections are in units of cm™
29 30

Figure 8-5. Homogenized cross-section form in the COREDAX code.
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Figure 8-6. Homogenized cross-section sample in the COREDAX code.
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8.3 GAMMA/COREDAX Test Calculation

The GAMMA/COREDAX code coupling was tested with the simplified 600 MWth GTMHR.
Problem and test results are described in the following figures. Problem core is described in Figure 8-7.

|231~255
Doy
L 241~245

Block Core
500

(9x10)

) 0o

261~265

220
i 160 7791168 |77 Vault

i 105 K55

Core Reflector RV CcwW

Figure 8-7. Simplified GTMHR 600 benchmark problem.

The calculation results (see Figure 8-8) show that the original GAMMA calculation is different with
the GAMMA/COREDAX results and the GAMMA/COREDAX results are the same with the GAMMA
results with changed input data as COREDAX results. This means that the GAMMA/COREDAX code
works correctly in the coupling calculation.
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9. TASK 8: CORE NEUTRONICS MODEL

There is growing interest in making high fidelity nodal codes available in hexagonal-z geometry
because of the needs of, in particular, VVER, SMART, and VHTR core analysis. The COREDAX code is
a hexagonal-z 3-D diffusion nodal code based on the analytic function expansion (AFEN) nodal method.
The COREDAX code consists of several unique features: (1) implementation of the AFEN method,
which employs no transverse integration and represents the solution in terms of analytic solution bases; (2)
inclusion of transverse gradient basis functions; (3) use of interface flux moments; (4) implementation of
the CGR acceleration scheme; and (5) kinetics calculation capability based on the solution decomposition.

This report presents a research of the AFEN method in hexagonal-z geometry, multigroup
formulation and CGR acceleration scheme. The COREDAX code is verified through tests of the
VVER-440, a “simplified” VVER-1000, and the SNR-300 benchmark problems found in typical

hexagonal-z geometry.
9.1 Basic Theory and Method

9.1.1 Nodal Unknowns and Nodal Equations

The description of the AFEN method begins with the 3-D hexagonal-z geometry multigroup diffusion
equation

DIV +[Alp =L F"§ ©-1)
keﬁ

where
[D] = diffusion coefficient matrix
[A] = removal and scattering cross section matrix
F = fission production cross section vector

7 = fission spectrum vector

keir = multiplication factor.

Following the AFEN methodology, the solution of the diffusion equation for nod n is expressed as

0" (X%,y,2) = P (X, 9, 2) + @ (X, Y, 2) + Pl (x, ¥, 2)

., (9-2)
+@, (x,y,2),
where
@' (x,y,z) =sinh(y A" x,)d,, + cosh(y| A" x,)d,,
+ y, sinh(yJA" x,)b" + y, cosh(/A" x,)b.!
+ zsinh(JA"%)E] + zeosh(A"x)&,. 1=1.2.3, 020



@ (x,y,z) =sinh(y A" 2)d" +cosh(y/A" z)dzo, (9-2b)

and

[A"]=[D"]" ([A]—kiﬁ} . 9-3)

eff

The coordinates x,, x,, and x; are defined in Figure 9-1. Note that each of the 20 terms in
Equation (9-2) is an analytic solution of Equation (9-1), and that Equation (9-2) includes terms of
transverse gradient basis functions. Evaluation of the matrix functions is facilitated by spectral
decomposition in functional theory of linear operators.

The coefficients in the Equation (9-2) flux expansion are expressed in terms of nodal unknowns, such
as the node average flux, the node-interface fluxes, and the node-interface flux moments. Included are
the 12 node-interface flux moments (y- and z-weighted average fluxes X 6 radial interfaces) as nodal
unknowns in this research. The six radial-interfaces are shown in Figure 9-2.

Vi
y
A
X, Y
"~ X
X, ¥ h 1
> z y
gl

X, =X,
1 B &

X, =——x+—Y,
Ty v gl

X, 1 3

X, =——Xx———Y

o2 2
h}"
Figure 9-1. Coordinates in a hexagon. Figure 9-2. Interface flux moments on six radial
interfaces.
All the nodal unknowns are defined as follows:
¢ One average flux
flz
Bui =— fm. o, (x.y.dydx+ [ 2 [, (x. . o)y iz,
o 3f 3h, 2h —" f

(9-4)

e Two axial interface fluxes of the form
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0= \/_h fn [PASEXESS >dydx+f f " 0, ey oy |

(9-5)
Six radial interface fluxes of the form
T \/g
_ 2 [2 N
Y [3 [5.0. 5 Y- 2y, (9-6)
r 7z 2 2

Six y-moment radial interface fluxes of the form

1 h. h,

,, 3
v r f ¥, 5 v, dady, ©-7)

Six z-moment radial interface fluxes of the form
.k

R
¢;l ]’lh f r ¢ (\/_,y,Z)dZdy. (9'8)

To determine nodal unknowns, as many solvable nodal equations are built as the number of these

nodal unknowns. The solution procedure of the nodal equations is then usually a conventional one that
involves two levels of iterative schemes: inner iteration and outer iteration.

The nodal equation for each node is composed of a nodal balance equation and associated coupling

equations. The coupling equations consist of interface current continuity equations and interface current
moment continuity equations. The nodal equations and interface current moment continuity equations.
The nodal equations are expressed as follows:

One node balance equation

1 7 T Z T
v J’Vv -J(rdV +[A1,, = EF By 9-9)

Eight interface current continuity equations of the form

.. B

0 (G A= ey (), (9-10)

2
Twelve interface current moment continuity equations of the form

NG NG

um( h)=T0 (_Th’)’ O-11)

9-3



9.1.2 Multigroup Extension

The eigenvalues of Matrix in Equation (9-3) are always real in two-group problems. But in multi-
group problems, the eigenvalues (and thus eigenvectors) can be complex. The AFEN method was
extended to multigroup formulation using a transformation matrix defined by real and imaginary parts of
a complex eigenvector. Thus, this transformation method requires the knowledge of the eigenvectors in
addition to the eigenvalues. The method for multigroup problems in this research is based on the use of
the spectral decomposition property in the matrix function theory. This method requires the knowledge
only of the eigenvalues (the eigenvectors are not required), facilitating the computation involved in the
nodal equations. The matrix function theory applied to the matrix functional evaluations of

f(A), 9-12)

where f'is an analytic function and A is a matrix. The matrix functions arising in the AFEN method for
multigroup (G groups) problems belong to this class functions (see Equations (9-2a) and (9-2b);
trigonometric, hyperbolic, or exponential functions of matrices of dimension GXG).

According to the spectral decomposition property of the matrix function theory,
G-1 )
f(A)=>bA", (9-13)
i=0

where the decomposition coefficients b, can be obtained from the polynomial interpolation

p(A)=fA), k=0,1,.,G-1, (9-14)

where /4, ’s are the eigenvalues of A (with complex conjugates allowed) and

G-1
p(A)= bA. (9-15)

i=0

Therefore, the matrix functions can be easily evaluated if the eigenvalues of the matrix A are known.

9.1.3 Coarse Group Rebalance Acceleration

To apply the CGR acceleration, the net current variables in Equations (9-9) through (9-11) above are
reformulated in terms of partial currents:
T __ TJoutgoing 7 incoming T T outgoing T incoming
J, = s _‘]s ’ ¢s _2(‘]s +JS )9

N

(9-16)

Jx i ]’Sz‘ncaming — ¢s _ Vs , (9_]7)
2 4 2

~I

jsoutgaing :¢_Y+

where s is surface index.
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Then, Equation (9-9) can be rewritten after group summation (e.g., for two group case) as

% DI Jss’zm"u DID ISR I

d=1,6 g=1,2 d78g12 g=1,2
mcoming J incoming
()d,g 0d,g
d=1,6 g=1,2 d=17.8 g=1,2
= k Z Vz‘fg¢av,0~g'
eff g=12

A rebalance factor per node is defined as
new old _ _
¢av,d,g _fd¢av,d,g’ d _O’ g _1’2’
outgoing ,new outgoing old _ _
Jousemenen = f ousonsold g =12,..,8, g=12,

incoming ,new incoming,old _ _
Jiconingnen — p inomingold g —19 8 g=102.

The rebalance factors are depicted in Figure 9-3.

f
f3 f2

/i
f, Y

. . Js

(a) in x-y plane (b) along z axis
Figure 9-3. Rebalance factors.

Substituting Equation (9-19) in Equation (9-18) leads to

mcommg mwmmg _ 0 f
0d,g 0d,g k 0°
d=1,6 g=1,2 d=7,8 g=1,2 eff

where

outgoing outgoing
CRRRED I IWETEED I

d=1,6 g=1,2 d=7.8 g=1,2 g=1.2

(9-18)

(9-19a)

(9-19b)

(9-19¢)

(9-20)

(9-21)



PO = Vz’fg¢av,0,g .

g=1,2

(9-22)

Equation (9-20) is the CGR acceleration equation with eigenvalue keﬁ. and eigenvector f composed

of rebalance factors.

9.2 Verification of the COREDAX code

To verify the improved AFEN method implemented in COREDAX, we solved the three dimensional
version of VVER-440 benchmark problem, a “simplified” VVER-1000 benchmark problem, and the
SNR-300 benchmark problem.

9.2.1 VVER-440 benchmark problem

The VVER-440 benchmark problem is a hexagonal-z 3-D two-group VVER-400 core. It has 1/12
reflective symmetry geometry and the outer boundary conditions are vacuum. The configuration of the
core is shown in Figure 9-4. Table 9-1 shows the results, compared with those of the PARCS code, the
COREDAX code, and the reference solution. Note that the COREDAX code provides very accurate nodal
solutions.

Table 9-1. Results of VVER-440 benchmark problem*

PARCS (ket % error) COREDAX (et % error)!
No. of planes (Node power maximum % error) (Node power maximum % error)
24 1.010918 1.01125753
(-0.040) (-0.0062)
60 1.010866 1.01125544
(-0.045) (-0.0063)

a.  Reference solution k.= 1.01132 from DIF3D-FD runs extrapolation.
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Figure 9-4. Core configuration of 3-D VVER-440.

Also in order to test CGR acceleration, we used VVER-440 benchmark problem. We tested it for 12

and 60 axial nodes. Table 9-2 shows the results. Note that CGR provides very high speed-up and accurate
results.

Table 9-2: Results on CGR acceleration of VVER-440 benchmark problem”

Number of axial Number of Computing Ketf
nodes iterations time®(sec) (% error)
12 3,857 144 1.01096708(0.0349)
58 3 1.01096706 (0.0349)
60 6,599 1,130 1.01096260(0.0353)
37 14 1.01096266(0.0353)

a.  Reference solution k.= 1.01132 from DIF3D-FD runs extrapolation
b. Pentium IV 3.0 GHz, 2 G RAM
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9.2.2 A Simplified VVER-1000 Benchmark Problem

The data of the original VVER-1000 benchmark problem (every fuel assembly has differing cross
sections) is too big to fit in the VENTURE code for reference solution. A simplified core data structure
was therefore constructed that maintains the same geometry. The material data numbers were changed
from 283 to 7 such that the core contains five radially different nodes and 12 axial planes with two
reflector and 10 fuel planes. There was no change in axial node components. The core has 1/6 reflective
symmetry and the outer boundary conditions are zero flux. Sidelength of each assembly is 13.6 cm. The
geometrical configuration of the core is shown in Figures 9-5 and 9-6. Core temperature is 552.15 K and
coolant density is 767.1 kg/m’. Table 9-3 shows the results on ke compared with the VENTURE
reference. The reference was obtained by the VENTURE code using 384 triangles x 20 axial meshes per
hexagonal prism node. Two sets of results are compared: one using flux zero boundary condition and the
other using incoming current zero boundary condition. Both results show that COREDAX gives very
accurate solutions. This is because the axial calculation modeling (via interface flux moments) uses an
enlarged set of analytic functions to provide more accurate axial dependence.

Figure 9-5. Radial core geometry of simplified 3-D VVER-100.
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3-D VVER-1000.

Table 9-3. Results on k. of simplified VVER-1000 benchmark problem.

Boundary VENTURE (ref.)

conditions (384x20 per node) COREDAX (% error)
Flux zero B.C. 1,0000503 1,0000055 (-0.0045)
'E;“é’m'”g current 2610 | 4 4300534 1,0000476 (-0.0006)

9.2.3 SNR-400 benchmark problem

Finally, SNR-300 was solved to test the multigroup extension in the COREDAX code. SNR-300 is a
four-group problem modeling a small liquid-metal fast breeder reactor core (ANL 1985). Geometry of
the 3-D core is shown in Figures 9-7 and 9-8. The core has 1/6 reflective symmetry and the outer
boundary condition is vacuum. The results are shown in Table 9-4. The reference solution was obtained
with DIF3D-FD.
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Figure 9-7. Radial core geometry of 3-D SNR-300.
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Figure 9-8. Axial core geometry of 3-D SNR-300.
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Table 9-4. Results of SNR-300 benchmark problem.

Keff
Code Number of axial nodes (% error)
Reference (DIF3D-FD) Richardson extrapolation 1.00989

8 1.01151 (0.160)
DIF3D Nodal

3D Noda 18 1.01125 (0.135)
8 1.01376 (0.383
COREDAX (Transformation matrix) ( !
16 1.01134 (0.185)
. . 8 1.01006 (0.017)

COREDAX (Matrix function th
(Matrix function theory) 16 1.01001 (0.012)

9.24 VVER-1000 benchmark problem

To verify the COREDAX code, the results were of the COREDAX code were compared with other
participants in VVER-1000 benchmark problem. The core configuration of the 3-D VVER-1000
benchmark problem is described in Figure 9-9.
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Figure 9-9. Core configuration of 3-D VVER-100 benchmark problem.
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The steady-state results are shown in Figure 9-10 and Table 9-5. The Hot Zero Power condition
results shows that the COREDAX code results are well matched with other participants of benchmark
problem and the relative power deviation from the participants’ results are the smallest one in the
participants.

Figure 9-10. Results of VVER-100 benchmark problem.

Table 9-5. Relative power deviation from mean (%).

Part: Max Min
CEA 1.16 -1.0
FZK 1.07 -0.82
FZR 0.62 -0.71
NRI1 1.70 -2.17
NRI2 1.70 -2.17
UPISA 0.43 -0.86
VIT 2.20 -1.65
KAIST 0.39 -0.27

To test transient calculation ability of the COREDAX code, a transient scenario with control rod is
suggested. The control rod X is withdrawn with 8 cm/sec at 0 seconds after 20 second control rod VI is
inserted with 8 cm/sec for 50 sec. The control rods are described in Figure 9-11.

The results shown in Figure 9-12 mean that the power curve well follows the control rod movement
and the COREDAX code is working well in transient condition.
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Figure 9-11.Control rod position in VVER-1000.
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Figure 9-12. Total power change in time.
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9.3 Test on GTMHR Core Model

A neutronics calculation of a simple GTMHR core model was performed as a preparation step for
verification and validation (V&V).

9.3.1 Description

The GTMHR is one of the most significant HTGR gas turbine plant designs currently under investigation
in various places. The GTMHR is being developed on an international basis to optimize the HTGR capabilities
and resources of many countries.

The GTMHR reactor core shown in Figure 9-13 represents an annular stack of hexahedral prismatic
fuel assemblies with 36 cm across flats size as shown in Figures 9-14 and 9-15, which form 102 columns
800 cm high consisting of 10 fuel assemblies stacked axially in each of these columns. The fuel assembly
columns are arranged with a 0.25 cm gap to ensure performance of fuel assembly reloads during the
reactor core life.

The active core is enclosed by graphite reflectors as shown in Figure 9-13. The core is surrounded by
radial reflectors and the core internal surface is contiguous with internal reflectors. The upper axial
reflector (UAR) and lower axial reflector (LAR) are located above and beneath the core, respectively. The
upper axial reflector is 130 cm high and consists of stacks of columns assembled from hexahedral
prismatic graphite blocks. These are located above the core and are separated by a gap of 0.25 cm.
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Figure 9-13. Arrangement of active core and its components.
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9.3.2 Test results

Because the GTMHR benchmark problem gives nuclear data as nuclide density homogenized cross
sections have to be generated for nodal calculation. The generation of homogenized cross sections is an
involved and distinct task outside of scope in this project. This research uses simple t10-group
homogenized cross sections for GTMHR fuel assemblies that are obtained informally from KAERI (and
that are incomplete, e.g., cross sections for rodded blocks are not available).

The fuel assembly radial configuration is described in Figure 9-16. In the configuration fuel assembly
1 to 3 are Fuels blocks and 4,5 are graphite blocks. Test calculation results by the COREDAX code are
shown in Table 9-6.

Figure 9-16. Radial core configuration of simplified 3-D GTMHR.

Table 9-6. Results on k.4 of simplified GTMHR benchmark problem.

Boundary conditions COREDAX (% error)
All rods out 2.90801
Fuel region rods on 1.47786
All rods on 1.44863
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10. TASK 9: COUPLED CORE MODEL V&V (KAIST)—FY-10 Task

This task involves the verification of GAMMA code coupled with COREDAX code and validation of
the prediction results of thermal power distribution in the hexagonal reactor core. The following activities

will be carried out in this task:
e Verification of GAMMA and COREDAX coupling
e Validation of coupled code with reference data.

This task will be performed in FY-10.
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11. SUMMARY

Several important issues associated with a VHTR air-ingress accident were investigated in FY-09, the
second year of this 3-year study. The tasks and notable results obtained in FY-09 are summarized below.

11.1 Task 1 (INL)

Task 1 activities consisted of both theoretical and computational work based on analytical estimations
and CFD analyses. All of Task 1 results conclude that density gradient-driven stratified flow dominates
the air-ingress process in the simplified model of the GTMHR, and the effect of molecular diffusion is
generally negligible. The air ingress phenomena depend on the geometry, location, and size of the break.
Further investigation accounting for different geometries and other conditions is recommended.

Task 1 activities and results are summarized as follows:

e A new air-ingress scenario based on the density gradient driven flow has been established. This
scenario is divided into four steps: (1) depressurization, (2) stratified flow—stage 1, (3) stratified
flow—stage 2, and (4) global natural circulation.

The relative importance of two air-ingress mechanisms (molecular diffusion versus density gradient
driven flow) has been estimated on a theoretical basis for each step of the accident scenario. A
significant decrease in the time scale of air ingress was observed.

e Time scale comparisons between stratified flow and diffusion showed that Stage 1 is clearly
dominated by density gradient driven flow. The speed of the stratified flow is estimated to be about
800 times faster than the diffusion process in the GTMHR design.

e Pressure build-up and hydrostatic head in the core were compared in Stage 2 using temperature
gradient as the main driving force for generating density gradient. Two different designs were
considered: GTMHR 600 MWth and the NACOK experiment. The results showed that the pressure
build-up in the GTMHR design was larger than the static head, but the pressure build-up in the
NACOK experiment was much smaller than the static head, indicating that the GTMHR 600 MWth
design will be dominated by density gradient driven flow, while the NACOK experiment will be
dominated by the diffusion process in Stage 2.

e Stage 2 time scale comparisons for the GTMHR 600 MWth design also showed that the density
gradient driven flow dominates air-ingress into the core. The speed of convective flow is estimated to
be about 600 times faster than the diffusion in the GTMHR design.

e A detailed 3-D CFD simulation was performed by CFX for a DEGB situation. These CFD results
show the density gradient driven flow to be the dominant mechanism in the whole air-ingress scenario.

e Preliminary analyses for the chemical reaction effect on air-ingress were performed with the
FLUENT code using a 2-D simplified geometry based on the GTMHR design. It showed that the
chemical reaction will accelerate the air-ingress process by producing CO in the flow channel.

e Preliminary analyses for the partial break accident have been performed with FLUENT using a 2-D
simplified geometry based on the GTMHR design with a steam generator. This accident assumed the
pressure relief line failure at the top of the stream generator. The analysis showed that the partial
break is also controlled by a density gradient driven flow.

11.2 Task 2 (INL)

Task 2 activities consisted of some isothermal experiments, which were designed and pretested to
validate computational and theoretical work performed in FY-08 and FY-09. All experiments were



designed to be measured by optical methods so that flow and concentration profiles could be visualized.
Task 2 activities and results are summarized as follows:

e Two isothermal experiments were designed to understand stratified flow phenomena and validate
previous computational analyses. One experiment is focused on a full double-ended guillotine break
scenario, while the other focuses on a partial break.

e The DEGB experiment focused on the three flow characteristics unique in the VHTR air-ingress
accident: (1) stratified flow in the horizontal pipe, (2) stratified flow expansion at the pipe and vessel
junction, and (3) stratified flow around supporting structures. Four experimental parameters were
chosen for the DEGB experiment: (1) density ratio, (2) Reynolds number, (3) initial pressure
differences, and (4) supporting structure.

e The flow and concentration profiles in a DEGB were measured by PIV/PLIF method based on a laser.
Front speed, current depth, concentration profile, velocity profile, and mixing parameters were
considerations for this measurement.

e The partial break experiment mainly focused on identifying the three different flow regimes,
depending on the break angles: (1) diffusion, (2) stratified flow, and (3) intermittent flow. Preliminary
CFD simulations clearly show that the flow characteristics and air-ingress speed are highly dependent
on the break angles. The maximum air-ingress speed is estimated at around 100 to 120 degrees.

¢ Some blind CFD calculations are ongoing in order to provide the data to compare with the experiment.
The DEGB experiment is now being simulated by STAR CCM+, and the partial break experiment is
being simulated by FLUENT code.

e A preliminary stratified flow experiment in the horizontal pipe was performed using water and salt
water, which provided good visualization of the flow, clearly showing that the stratified flow is fast,
even when the density deference is very small (~0.9). It also indicates that the stratified flow speed
will be much faster in the two gas species, which have a larger density difference.

e Since no quality level air ingress data are currently available, the data to be collected from this study
would be very valuable in validating the analytical and CFD models.

11.3 Task 3 (INL)

Task 3 activities consisted of graphite oxidation and fracture studies that focused on the integrity of
supporting structures. It included both experiment and computation that produced lots of valuable results.
Task 3 activities and results are summarized as follows:

e The graphite supporting structure was analyzed for the GTMHR 600 MW'th design based on the new
air-ingress scenario described in Task 1. Both internal and external corrosion of the graphite supports
were estimated using GAMMA system analyses code, and structural stress was estimated using
ABAQUS code. The graphite strength and the maximum stress were then compared for different
times. The structural fracture time was defined as being when the maximum stress exceeds the
strength.

e The maximum allowable burn-off for maintaining graphite structural integrity was investigated using
computational methods. Both internal and external corrosions were estimated using a graphite
oxidation model, and the resulting stress and strength were compared. The ratio of internal and
external corrosion was randomly chosen for each time-step to cover all the possible air-ingress
scenarios. As a result, the maximum allowable burn-offs for IG-110 and H-451 graphite are estimated
to be 0.58 and 0.59, respectively.

e An advanced graphite oxidation model was developed that can be implemented into the system
analysis codes. This oxidation model, which covers reaction kinetics, mass transfer, moisture effect,



burn-off effect, external and internal corrosion, and fracture criteria, was implemented into the
GAMMA code. Air-ingress analyses were then performed based on the new model. Two different
graphite materials were considered: IG-110 and H-451. The results showed that for IG-110 graphite,
the bottom reflector has a risk of failing about 88 hours after depressurization, and the lower plenum
about 112 hours after, and for H-451 graphite, the bottom reflector has a risk of failing about

105 hours after depressurization, which is a little bit slower than that of IG-110 because H-451 is less
oxidizable than IG-110, especially in the higher burn-offs.

NBG-18 graphite, a promising candidate for VHTR structures, was tested. The effect of burn-off at
the various oxidation rates was then measured and correlated, and the characteristics were compared
to those of IG-110 and H-451, which were previously characterized in FY-08. The maximum burn-off
required for NBG-18 to maintain its mechanical strength, was also experimentally investigated and
the resulting data implemented into the advanced graphite oxidation model in the GAMMA code.

11.4 Task 4 (INL)

Task 4 activities, which are mainly scheduled for FY-10, consisted of preliminary studies that

investigated air-ingress mitigation methods. Proposed mitigation techniques for both air-ingress and
graphite oxidation resulting from these studies are summarized as follows:

The helium injection method proposed by Yan et al. (2008) was extensively investigated from various
angles, which lead to the conclusion that their method is infeasible for current VHTR designs that
have horizontal pipes on the side. In this design, the small injection of helium cannot prevent the
buoyancy force generated in the lower plenum. Their air-ingress method only applies to vertical pipe
designs in which air-ingress is dominated by molecular diffusion.

A method for injecting helium at the lower plenum was proposed to dilute the oxygen concentration,
and to reduce the buoyancy force by lowering fluid temperature in the lower plenum. A detailed CFD
simulation of this model was initiated. Results and feasibility determination will be reported in the
next fiscal year.

Some methods for mitigating graphite oxidation were proposed, including nanoparticles or inert gas
coating. The main purpose of these methods is to minimize the active reaction site and the oxidation
reaction, which will lead to secure structural integrity of the system in such highly oxidizing
conditions.

Air-ingress mitigation studies will be in the focus of activity in FY-10.

11.5 Task 5 (KAIST)

Task 5 activities consisted of experimental works to measure the oxidation rate of the nuclear grade

graphite and to develop the oxidation model of the bottom structures. The considered effects on the
graphite oxidation in the reactor bottom structure are (1) kinetics, (2) mass diffusion, (3) combined effect
of kinetics and mass diffusion, (4) dimension, (5) moisture, and (6) degree of burn-off. Task 5 activities
and results are summarized as follows:

Activation energies of IG-110 and 1G-430 graphite have been measured to be 158.5 kJ/mol and 218
kJ/mol, respectively.

The orders of reactions for IG-110 and IG-430 graphite have been measured and the values are 0.5
and 0.37.

Burn-off characteristics of IG-430 and IG-110 graphite have also been compared at Zone I dominated
by kinetics. The maximum reaction rates for both IG-430 and IG-110 graphite appeared at about 40%
burn-off, but the trends were rather different.



Sensitivity of burn-off on the oxidation rate was much smaller in IG-430 than in IG-110.

The presence of moisture in the reacting gas has no influence on the oxidation or burn-off history.

11.6 Task 6 (KAIST)

Task 6 activities consisted of failure prediction studies on the oxidized graphite column in the bottom

structures of the VHTRs. Mechanical testing for IG-430 graphite has been carried out for variously
oxidized conditions, and the results were compared to those of IG-110 obtained in FY-08. Task 6
activities and results are summarized as follows:

Compressive strength of the original IG-430 was measured to be 88.99 MPa, and it was about 13%
higher than that of the original IG-110.

The experiment showed that the graphite failure stress can be represented by a function of only
slenderness ratio.

The relation between graphite burn-off and buckling strength for IG-430 has been investigated by
mechanical testing for the oxidized samples. This experiment showed that the mechanical degradation
of IG-430 is quite a bit slower than that of IG-110, thus maintaining better structural integrity.

The strength of the graphite columns oxidized in Zone I are only dependent on the initial strength and
burn-off level, even though the graphite columns have different dimensions with different failure
modes.

11.7 Task 7 (KAIST)

Task 7 activities consisted of preparatory work for determining coupling factors, mapping nodes

between the GAMMA and COREDAX, and organizing calculation logic to couple T/H and neutronics
codes into a system code GAMMA/COREDAX. Task 7 activities and results are summarized as follows:

The parameters for neutronic/thermal-hydraulic coupling have been set up between GAMMA and
COREDAX code.

A mode-mapping subroutine has been developed in the COREDAX code and tested since the
calculation nodes between the two codes are quite different.

The GAMMA/COREDAX code coupling has been tested by simplified GTMHR 600MWth design,
and the results showed that the calculation between GAMMA with COREDAX were exactly matched
to the GAMMA/COREDAX code.

11.8 Task 8 (KAIST)

Task 8 activities consisted of development works for the COREDAX code based on the AFEN

method in 3-D hexagonal geometry. Task 8 activities and results are summarized as follows:

The COREDAX code was verified by the VVER-440 benchmark problem. As a result, the
COREDAX calculation showed good agreement with the reference results by the PARCS code.

The COREDAX code was verified by the VVER-1000 benchmark problem. As a result, the
COREDAX calculation showed good agreement with the reference results by the VENTURE code.

The COREDAX code was verified by the SNR-300 benchmark problem. As a result, the COREDAX
calculation showed good agreement with the reference results by the DIF3D code.



11.9 Task 9 (KAIST)

Task 4 activities scheduled for FY-10, consist of the verifying GAMMA code coupled with
COREDAX code and validating prediction results of thermal power distribution in the hexagonal reactor
core.
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Appendix A
DEGB Experiment Facility Schematics

Figure A-1. DEGB facility assembly with knife gate valve.
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