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A reconstructed discontinuous Galerkin (rDG(P1P2)) method, originally introduced for 
the compressible Euler equations, is developed for the solution of the compressible Navier-
Stokes equations on 3D hybrid grids. In this method, a piecewise quadratic polynomial 
solution is obtained from the underlying piecewise linear DG solution using a hierarchical 
Weighted Essentially Non-Oscillatory (WENO) reconstruction. The reconstructed quadratic 
polynomial solution is then used for the computation of the inviscid fluxes and the viscous 
fluxes using the second formulation of Bassi and Reay (Bassi-Rebay II). The developed 
rDG(P1P2) method is used to compute a variety of flow problems to assess its accuracy, 
efficiency, and robustness. The numerical results demonstrate that the rDG(P1P2) method is 
able to achieve the designed third-order of accuracy at a cost slightly higher than its 
underlying second-order DG method, outperform the third order DG method in terms of 
both computing costs and storage requirements, and obtain reliable and accurate solutions 
to the large eddy simulation (LES) and direct numerical simulation (DNS) of compressible 
turbulent flows. 

I. Introduction 
he discontinuous Galerkin methods1-31(DGM) have recently become popular for the solution of systems of 
conservation laws. Nowadays, they are widely used in computational fluid dynamics, computational acoustics, 

and computational magneto-hydrodynamics. The discontinuous Galerkin methods combine two advantageous 
features commonly associated to finite element and finite volume methods. As in classical finite element methods, 
accuracy is obtained by means of high-order polynomial approximation within an element rather than by wide 
stencils as in the case of finite volume methods. The physics of wave propagation is, however, accounted for by 
solving the Riemann problems that arise from the discontinuous representation of the solution at element interfaces. 
In this respect, the methods are therefore similar to finite volume methods. The discontinuous Galerkin methods 
have many attractive features:1) They have several useful mathematical properties with respect to conservation, 
stability, and convergence; 2) The method can be easily extended to higher-order (>2nd) approximation; 3) The 
methods are well suited for complex geometries since they can be applied on unstructured grids. In addition, the 
methods can also handle non-conforming elements, where the grids are allowed to have hanging nodes; 4) The 
methods are highly parallelizable, as they are compact and each element is independent. Since the elements are 
discontinuous, and the inter-element communications are minimal, domain decomposition can be efficiently 
employed. The compactness also allows for structured and simplified coding for the methods; 5) They can easily 
handle adaptive strategies, since refining or coarsening a grid can be achieved without considering the continuity 
restriction commonly associated with the conforming elements. The methods allow easy implementation of hp-
refinement, for example, the order of accuracy, or shape, can vary from element to element; 6) They have the ability 
to compute low Mach number flow problems without recourse to the time-preconditioning techniques normally 
required for the finite volume methods. However, DGM have a number of weaknesses that have yet to be addressed, 
before they can become a viable, attractive, competitive, and ultimately superior numerical method over more 
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mature and well-established second order finite volume methods for flow problems of practical interest in a complex 
configuration environment. In particular, how to effectively control spurious oscillations in the presence of strong 
discontinuities, and how to reduce the computing costs for the DGM remain the two most challenging and 
unresolved issues in the DGM. Indeed, compared to the finite element methods and finite volume methods, the 
DGM require solutions of systems of equations with more unknowns for the same grids. Consequently, these 
methods have been recognized as expensive in terms of both computational costs and storage requirements. 

In order to reduce high costs associated with the DGM, Dumbser et al18-20 have introduced a new family of 
reconstructed DGM, termed PnPm schemes and referred to as rDG(PnPm) in this paper, where Pn indicates that a 
piecewise polynomial of degree of n is used to represent a DG solution, and Pm represents a reconstructed 
polynomial solution of degree of m (m≥n) that is used to compute the fluxes. The rDG(PnPm) schemes are designed 
to enhance the accuracy of the discontinuous Galerkin method by increasing the order of the underlying polynomial 
solution. The beauty of rDG(PnPm) schemes is that they provide a unified formulation for both finite volume and 
DGM, and contain both classical finite volume and standard DG methods as two special cases of rDG(PnPm) 
schemes, and thus allow for a direct efficiency comparison. When n=0, i.e. a piecewise constant polynomial is used 
to represent a numerical solution, rDG(P0Pm) is nothing but classical high order finite volume schemes, where a 
polynomial solution of degree m (m ≥1) is reconstructed from a piecewise constant solution. When m=n, the 
reconstruction reduces to the identity operator, and rDG(PnPn) scheme yields a standard DG method.  

Obviously, the construction of an accurate and efficient reconstruction operator is crucial to the success of the 
rDG(PnPm) schemes. In Dumbser's work, a higher order polynomial solution is reconstructed using a L2 projection, 
requiring it indistinguishable from the underlying DG solutions in the contributing cells in the weak sense. The 
resultant over-determined system is then solved using a least-squares method that guarantees exact conservation, not 
only of the cell averages but also of all higher order moments in the reconstructed cell itself, such as slopes and 
curvatures. However, this conservative least-squares reconstruction approach is computationally expensive, as the L2 
projection, i.e., the operation of integration, is required to obtain the resulting over-determined system. Furthermore, 
the reconstruction might be problematic for a boundary cell, where the number of the face-neighboring cells might 
be not enough to provide the necessary information to recover a polynomial solution of a desired order.  Fortunately, 
the projection-based reconstruction is not the only way to obtain a polynomial solution of higher order from the 
underlying discontinuous Galerkin solutions. In a reconstructed DG method using a Taylor basis26-28 developed by 
Luo et al. for the solution of the compressible Euler and Navier-Stokes equations on arbitrary grids, a higher order 
polynomial solution is reconstructed by use of a strong interpolation, requiring point values and derivatives to be 
interpolated on the face-neighboring cells. The resulting over-determined linear system of equations is then solved 
in the least-squares sense. This reconstruction scheme only involves von Neumann neighborhood, and thus is 
compact, simple, robust, and flexible. Like the projection-based reconstruction, the strong reconstruction scheme 
guarantees exact conservation, not only of the cell averages but also of their slopes due to a judicious choice of the 
Taylor basis. More recently, Zhang et al.29,30 presented a class of hybrid DG/FV methods for the conservation laws, 
where the second derivatives in a cell are obtained  from the first derivatives in  the cell itself and its neighboring 
cells using a Green-Gauss reconstruction widely used in the finite volume methods. This provides a fast, simple, and 
robust way to obtain higher-order polynomial solutions. Lately, Luo et al.31,32 have conducted a comparative study 
for these three reconstructed discontinuous Galerkin methods rDG(P1P2) by solving 2D Euler equations on arbitrary 
grids. It is found that all three reconstructed discontinuous Galerkin methods can deliver the desired third order of 
accuracy and significantly improve the accuracy of the underlying second-order DG method, although the least-
squares reconstruction method provides the best performance in terms of both accuracy and robustness.  

Unfortunately, the attempt to extend our rDG method to solve 3D Euler equations on tetrahedral grids was not 
successful. Like the second order cell-centered finite volume methods rDG(P0P1), the resultant rDG(P1P2) method is 
unstable. Although rDG(P0P1) methods are in general stable in 2D and on Cartesian or structured grids in 3D, they 
suffer from the so-called linear instability on unstructured tetrahedral grids, when the reconstruction stencils only 
involve von Neumann neighborhood, i.e., adjacent face-neighboring cells33. The rDG(P1P2) method exhibits the 
same linear instability, which can be overcome by using  extended stencils. However, this is achieved at the expense 
of sacrificing the compactness of the underlying DG methods. Furthermore, these linear reconstruction-based DG 
methods will suffer from non-physical oscillations in the vicinity of strong discontinuities for the compressible Euler 
equations. Alternatively, ENO, WENO, and HWENO can be used to reconstruct a higher-order polynomial solution, 
thereby not only enhancing the order of accuracy of the underlying DG method but also achieving both linear and 
non-linear stability. This type of hybrid HWENO+DG schemes has been developed on 1D and 2D structured grids 
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by Balsara et al.34, where the HWENO reconstruction is relatively simple and straightforward.  In our latest work, a 
rDG(P1P2) method based on a Hierarchical WENO reconstruction has been developed for the solution of the 
compressible Euler equations on unstructured hybrid grids35,36. This rDG(P1P2) method is designed not only to 
reduce the high computing costs of the DGM, but also to avoid spurious oscillations in the vicinity of strong 
discontinuities, thus effectively addressing the two shortcomings of the DGM. In this rDG(P1P2) method, a quadratic 
solution is first reconstructed to enhance the accuracy of the underlying DG method in two steps: (1) all second 
derivatives on each cell are first reconstructed using the solution variables and their first derivatives from adjacent 
face-neighboring cells via a strong interpolation; (2) the final second derivatives on each cell are then obtained using 
a WENO strategy based on the reconstructed second derivatives on the cell itself and its adjacent face-neighboring 
cells. This reconstruction scheme, by taking advantage of handily available and yet valuable information namely the 
gradients in the context of the DG methods, only involves von Neumann neighborhood and thus is compact, simple, 
robust, and flexible. As the underlying DG method is second-order, and the basis functions are at most linear 
functions, fewer quadrature points are then required for both domain and face integrals, and the number of 
unknowns (the number of degrees of freedom) remains the same as for the DG(P1). Consequently, this rDG method 
is more efficient than its third order DG(P2) counterpart. The gradients of the quadratic polynomial solutions are 
then modified using a WENO reconstruction in order to eliminate non-physical oscillations in the vicinity of strong 
discontinuities, thus ensuring the non-linear stability of the developed rDG method. The developed rDG(P1P2) 
method has used to compute a variety of flow problems on hybrid grids to assess its accuracy, robustness, and non-
oscillatory performance. The numerical results obtained indicate that this rDG(P1P2) method is able to capture shock 
waves within once cell without any spurious oscillations, and achieve the designed third-order of accuracy: one 
order accuracy higher than the underlying DG(P1) method, and thus significantly increase its accuracy without 
significant increase in computing costs and memory requirements. 

The objective of the effort discussed in this paper is threefold: (a) extend this rDG(P1P2) method for the solution of 
the three-dimensional compressible Navier-Stokes equations on hybrid grids, where the viscous and heat fluxes are 
discretized using Bassi-Rebay’s second method. (BRII); (b) numerically assess if the developed rDG(P1P2) method 
can achieve a formal third order of convergence for the compressible Navier-Stokes equations, and (c) demonstrate 
that the rDG(P1P2) method can be effectively and accurately used for the large eddy simulation of turbulent flows. In 
this rDG(P1P2) method, a quadratic solution is first reconstructed to enhance the accuracy of the underlying DG 
method in two steps: (1) all second derivatives on each cell are first reconstructed using the solution variables and 
their first derivatives from adjacent face-neighboring cells via a strong interpolation; (2) the final second derivatives 
on each cell are then obtained using a WENO strategy based on the reconstructed second derivatives on the cell 
itself and its adjacent face-neighboring cells. This reconstruction scheme, by taking advantage of handily available 
and yet valuable information namely the gradients in the context of the DG methods, only involves von Neumann 
neighborhood and thus is compact, simple, robust, and flexible. As the underlying DG method is second-order, and 
the basis functions are at most linear functions, fewer quadrature points are then required for both domain and face 
integrals, and the number of unknowns (the number of degrees of freedom) remains the same as for the DG(P1). 
Consequently, the rDG(P1P2)  method is more efficient than its third order DG(P2) counterpart. The gradients of the 
quadratic polynomial solutions are then modified using a WENO reconstruction in order to eliminate non-physical 
oscillations in the vicinity of strong discontinuities, thus ensuring the non-linear stability of the rDG method. The 
discretization of the viscous and heat fluxes is carried out using the BRII method based on the reconstructed 
quadratic polynomial solution. The developed rDG(P1P2) method is used to compute a variety of flow problems on 
3D hybrid grids to assess its accuracy, robustness, and performance. The numerical results obtained indicate that this 
rDG(P1P2) method is able to achieve the designed third-order of accuracy: one order of accuracy higher than the 
underlying DG(P1) method without significant increase in computing costs and memory requirements and obtain 
reliable and accurate solutions to the large eddy simulation (LES) and direct numerical simulation (DNS) of 
compressible turbulent flows. The remainder of this paper is organized as follows. The governing equations are 
described in Section 2. The developed reconstructed discontinuous Galerkin method is presented in Section 3. 
Extensive numerical experiments are reported in Section 4. Concluding remarks are given in Section 5. 

II. Governing Equations
The Navier-Stokes equations governing unsteady compressible viscous flows can be expressed as 
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where the summation convention has been used. The conservative variable vector U, advective (inviscid) flux vector 
F, and viscous flux vector G are defined by   

  
                                                            (2.2) 

Here ρ, p, and e denote the density, pressure, and specific total energy of the fluid, respectively, and ui is the velocity 
of the flow in the coordinate direction ix . The pressure can be computed from the equation of state

                                              (2.3) 

which is valid for perfect gas, where γ is the ratio of the specific heats. The components of the viscous stress tensor 
σij and the heat flux vector are given by 

                                      (2.4) 
In the above equations, T is the temperature of the fluid, Pr the laminar Prandtl number, which is taken as 0.7 for air. 
µ represents the molecular viscosity, which can be determined through Sutherland’s law 

                                             (2.5) 

µ0 denotes the viscosity at the reference temperature T0, and S is a constant which for are assumes the value S = 
110oK. The temperature of the fluid T is determined by 

                                                                                          (2.6) 

Neglecting viscous effects, the left-hand side of Eq. (2.1) represents the Euler equations governing unsteady 
compressible inviscid flows. 

III. Reconstructed Discontinuous Galerkin Method
3.1 Discontinuous Galerkin formulation 

The governing equation (2.1) is discretized using a discontinuous Galerkin finite element formulation. We first 
introduce some notations. We assume that the domain Ω is subdivided into a collection of non-overlapping elements 
Ωe, which can be tetrahedra, prisms, pyramids, and hexahedra or their combinations. We introduce the following 
broken Sobolev spaceVh

Pn

                                                                                                                                           (3.1)

which consists of discontinuous vector-values polynomial functions of degree Pn, and where m is the dimension of 
the unknown vector and  

                                                                                                       (3.2) 

where α denotes a multi-index and d is the dimension of space. To formulate the discontinuous Galerkin method, we 
introduce the following weak formulation, which is obtained by multiplying the above conservation law (2.1) by a 
test function Wh, integrating over an element Ωe, and then performing an integration by parts,
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Find  UPn
∈Vh

Pn  such as

            (3.3) 

where UPn and WPn are represented by piecewise-polynomial functions of degrees Pn, which are discontinuous 
between the cell interfaces and nk denotes the unit outward normal vector to Γe: the boundary of Ωe. Assume that Bi 
is the basis of polynomial function of degrees Pn, this is then equivalent to the following system of N equations,  

                                                                                                     
                                           (3.4) 

where N is the dimension of the polynomial space. Since the numerical solution UPn is discontinuous between 
element interfaces, the interface fluxes are not uniquely defined. The choice of these fluxes is crucial for the DG 
formulation. Like in the finite volume methods, the inviscid flux function Fk(UPn)nk appearing in the boundary 
integral can be replaced by a numerical Riemann flux function Hk(UL

Pn,UR
Pn,nk) where UPn

L and UPn
R are the 

conservative state vector at the left and right side of the element boundary. The computation of the viscous fluxes in 
the boundary integral has to properly resolve the discontinuities at the interfaces. This scheme is called 
discontinuous Galerkin method of degree Pn, or in short notation DG(Pn) method. Note that discontinuous Galerkin 
formulations are very similar to finite volume schemes, especially in their use of numerical fluxes. Indeed, the 
classical first-order cell-centered finite volume scheme exactly corresponds to the DG(P0) method, i.e., to the 
discontinuous Galerkin method using a piecewise constant polynomial. Consequently, the DG(Pk) methods with k>0 
can be regarded as a natural generalization of finite volume methods to higher order methods. By simply increasing 
the degree P of the polynomials, the DG methods of corresponding higher order can be obtained.  
 The domain and boundary integrals in Eq. (3.4) are calculated using Gauss quadrature formulas. The number of 
quadrature points used is chosen to integrate exactly polynomials of order of 2Pn and 2Pn+1 in the reference element 
for the domain and surface integrals, respectively.   
 In the traditional DGM, numerical polynomial solutions UPn in each element are expressed using either standard 
Lagrange finite element or hierarchical node-based basis as following 

                                                (3.5) 

where Bi are the finite element basis functions. As a result, the unknowns to be solved are the variables at the nodes 
Ui, However, numerical polynomial solutions U can be expressed in other forms as well. In the present work, the 
numerical polynomial solutions are represented using a Taylor series expansion at the center of the cell. For 
example, if we do a Taylor series expansion at the center of the cell, a quadratic polynomial solution can be 
expressed as follows  

(3.6) 
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where Ũ is the mean value of U in this cell.  The unknowns to be solved for in this formulation are the cell-averaged 
variables and their derivatives at the center of the cells. The dimension of the polynomial space is 10 and the basis 
functions are  

                                                                              (3.8) 

The discontinuous Galerkin formulation then leads to the following 10 equations 

                                                                                                                                                         (3.9) 
 
 

Note that in this formulation, equations for the cell-averaged variables are decoupled from equations for their 
derivatives due to the judicial choice of the basis functions and the fact that  
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In the implementation of this DG method, the basis functions are actually normalized in order to improve the 
conditioning of the system matrix (3.3) as follows: 

                             (3.11) 
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where ∆x=0.5(xmax-xmin), ∆y=0.5(ymax-ymin), and ∆z=0.5(zmax-zmin), and xmax, xmin, ymax, ymin zmax, and zmin are the 
maximum and minimum coordinates in the cell Ωe in x-, y-, and z-directions, respectively. A quadratic polynomial 
solution can then be rewritten as        

                                                                                                                                                                                 (3.12) 

where 

                                                                                                                                                                              

   (3.13) 

This formulation belongs to the so-called modal discontinuous Galerkin method and has a number of attractive, 
distinct, and useful features. First, cell-averaged variables and their derivatives are handily available in this 
formulation. This makes the implementation of both in-cell and inter-cell reconstruction schemes straightforward 
and simple26-28,30-31. Secondly, the Taylor basis is hierarchic. This greatly facilitates implementation of p-multigrid 
methods16,17 and p-refinement. Thirdly, the same basis functions are used for any shapes of elements: tetrahedron, 
pyramid, prism, and hexahedron. This makes the implementation of DGM on arbitrary meshes straightforward.  

3.2 Reconstructed Discontinuous Galerkin Methods 

In comparison with reconstructed FV methods, the DGM have a significant drawback in that they require more 
degrees of freedom, additional domain integration, and more Gauss quadrature points for the boundary integration, 
and therefore more computational costs and storage requirements. On the one hand, the reconstruction methods that 
FV methods use to achieve higher-order accuracy are relatively inexpensive but less accurate and robust. On the 
other hand, the DGM that can be viewed as a different way to extend a FV method to higher orders are accurate and 
robust but costly. It is only natural and tempting to combine the efficiency of the reconstruction methods and the 
accuracy of the DG methods. This idea was originally introduced by Dumbser et al in the frame of PnPm scheme18-20, 
termed rDG(PnPm) in this paper, which can be expressed as 

(3.14) 

where UPn indicates that a piecewise polynomial of degree of n is used to represent a DG solution, and UPm 
represents a reconstructed polynomial solution of degree of m (m≥n) that is used to compute the fluxes and source 
terms. The beauty of rDG(PnPm) schemes is that they provide a unified formulation for both finite volume and DG 
methods, and contain both classical finite volume and standard DG methods as two special cases of rDG(PnPm) 
schemes, and thus allow for a direct efficiency comparison. When n=0, i.e. a piecewise constant polynomial is used 
to represent a numerical solution, rDG(P0Pm) is nothing but classical high order finite volume schemes, where a 
polynomial solution of degree m (m ≥1) is reconstructed from a piecewise constant solution. When m=n, the 
reconstruction reduces to the identity operator, and rDG(PnPm) scheme yields a standard DG method. Clearly, an 
accurate and efficient reconstruction is the key ingredient in extending the underlying DG method to higher order 
accuracy. Our discussion in this work is mainly focused on a third order rDG(P1P2) method, as the benefits of 
higher-order (>3rd) methods diminish dramatically for aerodynamic applications. Nevertheless, its extension to 
higher order DG methods is straightforward, as demonstrated by Dumbser et al in Reference 18. The rDG(P1P2) 
method is based on a Hermite WENO reconstruction and designed not only to reduce the high computing costs of 
the DGM, but also to ensure the linear stability of the rDG method on tetrahedral grids  

3.2.1 WENO reconstruction at P2 
The reconstruction of the second derivatives consists of two steps: a quadratic polynomial solution (P2) is first 
reconstructed using a least-squares method from the underlying linear polynomial (P1) discontinuous Galerkin 
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solution, and the final quadratic polynomial solution is then obtained using a WENO reconstruction, which is 
necessary to ensure the linear stability of the rDG method36 on tetrahedral grids. 

3.2.1.1 Least-squares reconstruction 
In the case of DG(P1) method, a linear polynomial solution Ui in any cell i is expressed as  

                                                              (3.15) 

A quadratic polynomial solution Ui
R  can be reconstructed using the underlying linear polynomial DG solution in the 

neighboring cells as follows: 

 
                                                                                                                                                                                 (3.16) 
In order to maintain the compactness of the DG methods, the reconstruction is required to involve only von 
Neumann neighborhood, i.e., the adjacent cells that share a face with the cell i under consideration. There are 10 
degrees of freedom, and therefore 10 unknowns must be determined. The first four unknowns can be trivially 
obtained, by requiring the consistency of the rDG with the underlying DG: 1) The reconstruction scheme must be 
conservative, and 2) The values of the reconstructed first derivatives are equal to the ones of the first derivatives of 
the underlying DG solution at the centroid i. Due to the judicious choice of Taylor basis in our DG formulation, 
these four degrees of freedom simply coincide with the ones from the underlying DG solution, i.e.,  

                                                                                         (3.17) 

As a result, only six second derivatives need to be determined. This can be accomplished by requiring that the point-
wise values and first derivatives of the reconstructed solution are equal to these of the underlying DG solution at the 
cell centers for all the adjacent face neighboring cells. Considering an adjacent neighboring cell j, one obtains  

                                                                                               (3.18) 

where the basis functions B are evaluated at the center of cell j, i.e., B=B(xj,yj,zj). This can be written in a matrix 
form as follows: 

                                               (3.19) 

where R is used to represent the right-hand-side for simplicity. Similar equations can be written for all cells 
connected to the cell i with a common face, which leads to a non-square matrix. The number of face-neighboring 
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cells for a tetrahedral is four. Consequently, the size of the resulting non-square matrix is 16x6. In the present work, 
this over-determined linear system of 16 equations for 6 unknowns is solved in the least-squares sense using both 
normal equation approach and the QR decomposition to obtain the second derivatives of the reconstructed quadratic 
polynomial solution. One can easily verify that this least-squares reconstruction satisfies the so-called 2-exactness, 
i.e., it can reconstruct a quadratic polynomial function exactly.

The BRII method is then used to discretize the viscous and heat fluxes based on this reconstructed quadratic 
polynomial solution. Both local and global lift operators, which are also quadratic polynomial solutions, can be 
easily computed using the reconstructed quadratic polynomial solution.  

3.2.1.2 WENO reconstruction 
This least-squares reconstructed discontinuous Galerkin method: rDG(P1P2) has been successfully used to solve the 
2D compressible Euler equations for smooth flows on arbitrary grids26-28,30-31 and is able to achieve the designed 
third order of accuracy and significantly improve the accuracy of the underlying second-order DG method. 
However, when extended to solve the 3D compressible Euler equations on tetrahedral grids, this rDG method suffers 
from the so-called linear instability, that is also observed in the second-order cell-centered finite volume methods, 
i.e., rDG(P0P1)33. This linear instability is attributed to the fact that the reconstruction stencils only involve von
Neumann neighborhood, i.e., adjacent face-neighboring cells33. The linear stability can be achieved using extended 
stencils, which will unfortunately sacrifice the compactness of the underlying DG methods.  Furthermore, such a 
linear reconstruction-based DG method cannot maintain the non-linear instability, leading to non-physical 
oscillations in the vicinity of strong discontinuities. Alternatively, ENO/WENO can be used to reconstruct a higher-
order polynomial solution, which can not only enhance the order of accuracy of the underlying DG method but also 
achieve both linear and non-linear stability. Specifically, the WENO scheme introduced by Dumber et al.40 is 
adopted in this work, where an entire quadratic polynomial solution on cell i is obtained using a nonlinear WENO 
reconstruction as a convex combination of the least-squares reconstructed second derivatives at the cell itself and its 
four face-neighboring cells,  

(3.20) 
where the normalized nonlinear weights wk are computed as 

 
(3.21) 

The non-normalized nonlinear weights iw~ are functions of the linear weights iλ and the so-called oscillation 
indicator oi

  (3.22) 

where ε is a small positive number used to avoid division by zero, and γ an integer parameter to control how fast the 
non-linear weights decay for non-smooth stencils. The oscillation indicator for the reconstructed second order 
polynomials is simply defined as   

  (3.23) 

The linear weights λi can be chosen to balance the accuracy and the non-oscillatory property of the rDG method. 
Note that the least-squares reconstructed polynomial at the cell itself serves as the central stencil and the least-
squares reconstructed polynomials on its four face-neighboring cells act as biased stencils in this WENO 
reconstruction. This reconstructed quadratic polynomial solution is then used to compute the domain and boundary 
integrals of the underlying DG(P1) method in Eq. (3.3). As demonstrated in Reference 36, the resulting rDG(P1P2) 
method is able to achieve the designed third order of accuracy, maintain the linear stability, and significantly 
improve the accuracy of the underlying second-order DG method without significant increase in computing costs 
and storage requirements for the compressible Euler equations. Note that this rDG method is not compact anymore, 
as neighbor's neighbors are used in the solution update. However, the stencil used in the reconstruction is compact, 
involving only von Neumann neighbors. Consequently, the resultant rDG method can be implemented in a compact 
manner.  
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IV. Numerical Examples
Computational results for a number of test cases are presented in this section. The first two test cases are chosen to 
demonstrate that the rDG(P1P2) method is able to achieve the designed third-order of accuracy for the compressible 
Navier-Stokes equations. The last four test cases are presented to illustrate that the rDG(P1P2) method can be applied 
to obtain reliable and accurate solutions for a variety of compressible flow problems, ranging from RANS, to LES, 
and to DNS. Note that the present rDG method is developed on hybrid grids, which has the ability to compute 1D, 
2D, and 3D problems using the same code, which greatly alleviates the need and pain for code maintenance and 
upgrade. Results for one-dimensional flows can be readily obtained by using a hexahedral mesh and by setting the 
number of cells in both y- and z-directions to be 1. For two-dimensional problems, the number of cells in the z-
direction is simply set to be 1. All computations use an explicit four-stage Runge–Kutta time-stepping scheme to 
advance the solution in time.  

A. Heat Equation 
The 1D heat equation ut =uxx with periodic boundary conditions is first solved from x=0 to x=2π to study the 
convergence of the rDG methods for the discretization of diffusion operator. The analytical solution to this problem 
is u(x,t) = e-tsin(x). The initial condition is u(x,0)=sin(x). A 3-stage TVD Runge-Kutta scheme and a very small time 
step of 1e-04 are used for the time integration in order to ensure that the error from spatial discretization dominates 
the one from temporal discretization. Numerical solutions to this problem are computed using rDG(P1,P1), 
rDG(P1P2), and rDG(P2P2) methods and using 4, 8, 16, and 32 cells to obtain quantitative measurement of the order 
of accuracy and discretization errors. The detailed results for this test case are presented in Tables 1a-c. They show 
the mesh size, the number of degrees of freedom, the L2-error of the solutions, and the order of convergence. Figure 
1 provides details of the spatial convergence of each method for this numerical experiment. As expected, the DG 
method exhibits a full O(hp+1) order of convergence. The rDG(P1P2) method does offer a full O(hp+2) order of the 
convergence, adding one order of accuracy to the underlying DG(P1) method. One can observe that higher order DG 
methods require significantly less degrees of freedom than lower order ones for the same accuracy. Moreover, the 
rDG(P1P2) outperforms  the DG(P2) in terms of both order of convergence and magnitude of  discretization error by 
measuring the number of the degrees of freedom required to achieve the same accuracy. 

Table 1a: Heat equation test case:  rDG(P1P1) is order of O(h2) 

 Table 1b: Heat equation test case:  rDG(P1P2) is order of O(h3) 

Mesh No. DOFs L2-error Order 

4 16 5.56570E-02 - 

8 32 1.76807E-02 1.655 

16 64 4.71857E-03 1.906 

32 128 1.19953E-03 1.976 

Mesh No. DOFs L2-error Order 

4 16 2.53169E-02 - 

8 32 1.89234E-03 3.742 

16 64 1.24721E-04 3.924 

32 128 8.35430E-06 3.900 
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Table 1c: Heat equation test case:  rDG(P2P2) is order of O(h3) 

Figure 1. Convergence history for heat equation obtained by the rDG(P1P1), rDG(P1P2), and rDG(P2P2) 
methods. 

B. Convection of an isentropic vortex in a viscous flow 
The convection of a 2D isentropic vortex in a viscous flow at a Reynolds number of 1,000 is considered in this test 
case to conduct a convergence study of the rDG(P1,P1), rDG(P1P2), and rDG(P2P2) methods for solving the Navier-
Stokes equations. The initial condition is a linear superposition of a mean uniform flow with some perturbations δ. 
The free stream flow conditions are (ρ∞, u∞, v∞, p∞) = (1,1,1,1). The perturbations of the velocity components u and 
v, entropy S, and temperature T for the vortex are given by  

where r2 = (x-x0)2 + (y-y0)2, (x0,y0) is the coordinate of the vortex center, and ε is the vortex strength. From ρ=ρ∞+δρ, 
u=u∞+δu, v=v∞+δv, T=T∞+δT, and the isentropic relation, other physical variables can be determined as follows 

Mesh No. DOFs L2-error Order 

4 40 2.61198E-03 - 

8 80 2.44596E-04 3.417 

16 160 2.73943E-05 3.159 

32 320 3.31413E-06 3.047 
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In this test case, the vortex strength ε=5, and the coordinate of the vortex center (x0,y0) is (5,5). The computational 
domain Ω is [0,10]x[0,10] and the periodic boundary conditions are imposed. For viscous flows, there is no 
analytical solution. A reference solution is numerically obtained by a 6-th order finite difference scheme with 3rd 
order TVD Runge-Kutta scheme on a uniform Cartesian grid of 500x500. The numerical solutions are obtained after 
one period of time t=10, and compared with the reference solution. The follow L2-norm 

is used to measure the error between the numerical and reference solutions, where ρR is the rDG solutions for the 
density and ρr is the reference one. Figure 2 shows three successively refined prismatic grids having 554, 2,216, and 
8,864 elements, respectively. The number of faces in each space dimension is 16, 32, and 64, respectively. Figure 3 
provides the details of the spatial convergence of the rDG(P1P1), rDG(P1P2), and rDG(P2P2) methods for this 
numerical experiment. As expected, the rDG(P1P2) method indeed offers a full O(hp+2) order of the convergence, 
adding one order of accuracy to the underlying DG(P1) method for the Navier-Stokes equations. Higher order DG 
methods require significantly less degrees of freedom than lower order ones for the same accuracy. Moreover, the 
rDG(P1P2) outperforms  the DG(P2) in terms of the order of convergence,  and performs as well as the DG(P2) by 
measuring  the number of the degrees of freedom required to achieve the same accuracy. 

Figure 2. Sequence of triangular grids used for computing the convection of an isentropic vortex. 
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Figure 3. Convergence history of the rDG(P1P1), rDG(P1P2), and rDG(P2P2) methods for the convection of an 
isentropic vortex in a viscous flow.  

C. Subsonic viscous flow past a sphere 

This test case involves a subsonic viscous flow past a sphere at a Mach number of 0.3, and an angle of attack 0o, and 
a Reynolds number of 118 based on the freestream velocity and the diameter of the sphere, which has been studied 
both experimentally37 and numerically38. An adiabatic wall is assumed in this test case. Note that only a half of the 
configuration is modeled, due the symmetry of the problem. Figure 4 shows the computational grid used in this test 
case, consisting of 119,390 tetrahedral elements, 22,530 grid points, and 4,511 boundary points, and the computed 
velocity contours in the flow field obtained by the rDG(P1P2) method. The computational streamlines are compared 
with experimental streamlines in Figure 5, where steady separation bubble is readily observed in both plots and the 
size of the separation region in the computation agrees very well with that of the experiment.  

Figure 4. Unstructured mesh (left) (nelem=119,390, npoin=22,530, nboun=4,511) and computed Mach 
number contours by the rDG(P1P2) (right) for subsonic flow past a sphere at M∞= 0.3, Re=118, α=0o. 
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Figure 4. Velocity vector plot in the back of the sphere from the computation (left) and streamlines of the flow 
filed from experiment (right) for subsonic flow past a sphere at M∞= 0.3, Re=118, α=0o. 

D. Viscous flow past an SD7003 airfoil 

A viscous flow past an SD7003 airfoil at a free-stream Mach number of M∞ = 0.1, an angle of attach of α = 4◦, and a 
Reynolds number of Re = 10,000 is considered in this test case. The computation is initialized with constant values 
in the entire domain with no-slip, adiabatic boundary conditions on the solid wall. Figs. 5(a)–5(c) shows the grid 
used in the computation, which consists of 50,781 prismatic elements, 52,176 grid point, 101,562 triangular 
boundary faces, and 279 quadrilateral boundary faces. The computation is performed using IRK3 temporal and 
rDG(P1P2) spatial discretization schemes, and a fixed time-step size of ∆t = 0.01, corresponding to a maximal CFL 
number of about 5000. Typical computed pressure contours in the flow field are compared with those obtained using 
a compact scheme39, 40 in Figs. 6(a) and 6(b), while the comparison for the vorticity magnitude contours between the 
rDG(P1P2) method and the compact method is shown in Figs. 7(a) and 7(b). In addition, the computed entropy 
contours obtained by the IRK3 and rDG(P1P2) method is displayed in 7(c). Quantitatively, both solutions look very 
similar, which capture the same flow features: separation of the flow on the upper surface of the airfoil and shedding 
of the tailing vortices, in spite of the fact that a round trailing edge is used in the compact solution and a sharp 
trailing edge is used in the rDG solution. The computed pressure contours in the flow field are also presented along 
with the grid in Fig. 8(a) to illustrate that accurate and smooth solutions are obtained using the rDG(P1P2) method in 
spite of the highly stretched grid used in the boundary layer. Fig. 8(b) shows the computed velocity vectors in the 
flow field, where the development of the boundary layers and flow separation on the upper surface of the airfoil are 
clearly visible.  

a 
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b 

c 

Figure 5. The prismatic grid used for computing a viscous flow past an SD7003 airfoil: (a) global view, (b) 
leading edge, and (c) trailing edge 

 (a)                                                                                                    (b) 
Figure 6. Computed pressure contours obtained by (a) the compact method, and (b) the IRK3 and the 
rDG(P1P2) method in the flow field for the viscous flow past an SD7003 airfoil at a free-stream Mach number 
of M∞ = 0.1, an angle of attach of α = 4◦, and a Reynolds number of Re = 10, 000.   
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(a) 

(b) 

(c) 
Figure 7: Computed vorticity contours obtained by (a) the compact method, and (b) the IRK3 and rDG(P1P2) 
method, and (c) computed entropy contours by the IRK3 and rDG(P1P2) method in the flow field for the 
viscous flow past an SD7003 airfoil at a free-stream Mach number of M∞ = 0.1, an angle of attach of α = 4◦, 
and a Reynolds number of Re = 10, 000. 
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(a) 

(b) 
Figure 8. Computed pressure contours on the upper surface of the airfoil (a) and velocity vectors near the 
airfoil (b) for the viscous flow past a SD7003 airfoil.  

E. Lid driven cavity flow in 3D 

A transitional flow in a three-dimensional lid driven cavity at Re∞ = 10, 000 is considered in this test case to assess 
the ability of the rDG method for large Eddy Simulation (LES) of turbulent flows, as the accuracy of the numerical 
results obtained can be assessed through comparison with both the experimental data41 and the LES data42. The 
cavity dimensions are 1 unit in the stream-wise x direction and vertical y direction, and 0.5 unit in the span-wise z 
direction. A hexahedral grid consisting of 64 × 64 × 32 grid points is used in computation, as shown in Figure 9. 
While being equally distributed in the z direction, the grid points are clustered near the walls in the x-y plane, with 
the grid spacing geometrically stretched away from the wall with the first element thickness being 0.005 (y+ = 
3.535). On the bottom and sidewalls, the no-slip, adiabatic boundary conditions are prescribed. Along the top “lid”, 
the no-slip, adiabatic boundary conditions with a lid velocity Vb = (0.2, 0, 0) are imposed to ensure an essentially 
incompressible flow field. The computation is conducted in two stages. At stage I, the computation is started with a 
zero-velocity field, and sufficient steps are taken to evolve the field into a cyclically oscillating state by using the 
BDF1 + rDG(P1P2)  method with CFL = 500. The solution obtained at the end of stage I is used as the initial 
solution for stage II. The computation is then carried out using the IRK3 temporal and the rDG(P1P2) spatial 
discretization methods for 30, 000 time steps with a constant step size of  Δt = 0.1, during which the instantaneous 
solutions are written every 300 time steps for time averaging calculations. The computed mean velocity and 
components of Reynolds stress along the center- lines on the span-wise mid-plane are presented in Figures 10-12, 
respectively. Those profiles are obtained by using a linear polynomial interpolation of the elemental solutions at the 
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intersected nodes cut through by the center- lines. For example, in Figure 10, the mean x-velocity u is plotted along 
the vertical center-line (vs. y-coordinate), and the mean y-velocity v is plotted along the horizontal center-line (vs. x-
coordinate). One can observe that the results obtained by the rDG(P1P2) method are in good agreement with the 
experimental data and LES data, demonstrating the ability of the rDG(P1P2) method for the accurate large eddy 
simulation of turbulent flows.    

Figure 9. Hexahedral grid (64x64x32 points) used for the LES of a lid driven cavity (x:y:z=1:1:0.5) at 
Re=10,000.    

Figure 10.  Comparison of the normalized mean velocity components <u>/uB and <v>/uB in the span-wise 
mid-plane with the classical experimental data by Prasad & Koseff and numerical data by Zang et al, for the 
LES of a lid driven cavity (x:y:z=1:1:0.5) at Re=10,000. 
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Figure 11. Comparison of the scaled RMS velocity components 10<u’u’>0.5/uB and 10<v’v’>0.5/uB in the span-
wise midplane with the classical experimental data by Prasad & Koseff (1989) and numerical data by Zang et 
al, for the LES of a lid driven cavity (x:y:z=1:1:0.5) at Re=10,000. 

Figure 12. Comparison of the scaled mean Reynolds stress tensor components 500<u’v’>/u2
B in the span-wise 

mid-plane with the classical experimental data by Prasad & Koseff and numerical data by Zang et al, for the 
LES of a lid driven cavity (x:y:z=1:1:0.5) at Re=10,000. 
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F. Direct Numerical Simulation of the Taylor-Green Vortex 

The Taylor-Green vortex flow problem, one of the benchmark cases in the 3rd International Workshop on high order 
CFD methods, is chosen in this test case to assess the accuracy and performance of the rDG(P1P2) method for the 
Direct Numerical Simulation (DNS) of turbulent flows. The Taylor-Green vortex flow was originally developed to 
study the dynamics of turbulence numerically. The initial conditions are smooth, but the flow quickly transitions to 
turbulence with the creation of small scales and begins to decay, mimicking homogeneous non-isotropic turbulence. 
The initial conditions of the Taylor-Green vortex flow are given by: 

u1 =V0 sin( x
L

)cos( y
L

)cos( z
L

)

u2 = −V0 cos( x
L

)sin( y
L

)cos( z
L

)

u3 = 0

p = p0 + ρ0V0
2[ 1

16
(cos(2x

L
)+ cos(2y

L
))(cos(2z

L
)+ 2)]

where ρ0=1, p0=1/γ, and u1, u2, and u3 are the components of the velocity in the x-, y- and z-directions respectively 
and p is the pressure. The flow is initialized to be isothermal (p/ρ=p0/ρ0 =RT0). To minimize the effects of 
compressibility, the free-stream Mach number is set to 0.1. The Reynolds number in this case is 1,600, which 
corresponds to a peak Taylor microscale Reynolds number of about 22. The flow is computed in a periodic and 
square box, which spans [-πL, πL] in each coordinate direction. The physical duration of the computation is 20 
based on the characteristic convective time defined as tc=L/V0, i.e., tfinal = 20tc. 

A grid convergence study to this problem is performed using the rDG(P1P2) method on three hexahedral meshes, 
which have 403, 813, and 1613 elements with 256,000, 2,125,764, and 16,693,124 degrees of freedom, respectively. 
Figure 13 shows the computed vortex detection criterion Q at t=8 tc, on the finest mesh. One can observe that the 
vortex structure obtained by the rDG(P1P2) solution looks very similar to the one from Reference 43.   

Figures 14 and 15 compare the time history of the kinetic energy 𝐸! =
!
!

!
!
𝜌𝑣𝑣𝑑𝛺 and the kinetic energy 

dissipation rate ∊=− !!!
!"

 computed from the data at the space-time quadrature points, respectively, for all three grids 
with the result from an incompressible simulation using a spectral code on a mesh of 5123 grid points44. There 
remains significant numerical dissipation on the coarse mesh and the point of peak dissipation is poorly captured. 
The higher the grid resolution is, the more accurate the numerical solutions are. The results from the rDG(P1P2) 
solution on the finest mesh agree very well with the ones from the spectral code solution.  

The individual terms in the kinetic energy evolution equation can be used to assess the accuracy of the numerical 
solutions. The kinetic energy dissipation rate in compressible flows is given by the sum of three contributions 
∊=∊1+∊2+∊3=−
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where 𝑠!" =
!
!
(𝑢!" + 𝑢!") is the strain-rate tensor. In this case, the gas is assumed to have zero bulk viscosity, µv=0. 

Therefore, the dissipation due to the bulk viscosity is always equal to zero, meaning that ∊2=0.  Since the flow is 
nearly incompressible, the dissipation due to the pressure-dilatation term (∊3) can be expected to be small. The 
kinetic energy dissipation rate is then approximately equal to ∊=∊1. However, for the compressible simulation this 
does not hold exactly. Time histories of the computed ∊, ∊1, and ∊3 on the finest mesh are presented in Figure 16. 
The pressure-dilatation, ∊3, has a significant bias, contributing large net positive kinetic energy dissipation. With 
increasing mesh refinement, the biased pressure-dilatation term decreases toward zero as shown in Figure 17. 
Compressibility effects are evident in oscillations of the pressure dilatation term (∊3). 
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Figure 13.  Iso-surfaces of the computed vortex detection criterion Q at time t=8tc  by the rDG(P1P2) solution 
on the finest mesh. 

Figure 14. Evolution of the dimensionless kinetic energy as a function of the dimensionless time. 

Figure 15. Evolution of the dimensionless kinetic energy dissipation rate as a function of the dimensionless 
time. 
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Figure 16. Kinetic energy dissipation balance for the Taylor-Green vortex problem on the finest mesh. 

Figure 17. Biased pressure-dilatation term for the Taylor-Green vortex problem, with mesh refinement. 

V. Conclusions 
A reconstructed discontinuous Galerkin method has been developed for the solution of the compressible Navier-

Stokes equations on hybrid grids. A piecewise quadratic polynomial solution is obtained from the underlying 
piecewise linear DG solution using a hierarchical WENO reconstruction. The reconstructed quadratic polynomial 
solution is then used for the computation of the inviscid fluxes and the viscous fluxes using the BRII scheme. The 
developed rDG(P1P2) method is used to compute a variety of flow problems to demonstrate its accuracy, efficiency, 
robustness, and versatility. The numerical results indicate that the rDG(P1P2) method is able to achieve the designed 
third order of convergence, one order higher accuracy than the underlying DG method for the compressible Navier-
Stokes equations, outperforms its third order DG method in terms of both computing costs and storage requirements, 
and is able to obtain accurate and reliable solutions for the large eddy simulation and direct numerical simulation of 
compressible turbulent flows.   
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