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1. INTRODUCTION. 
 

Rattlesnake is a MOOSE-based radiation transport application developed at INL to support 
modern multi- physics simulations. Rattlesnake is able to perform both steady state and 
transient calculations and both fixed source and eigenvalue calculations for the multigroup 
radiation transport equations. Various spatial discretization schemes are supported, including 
(1) finite element method (FEM) with discrete ordinates method (SN) and spherical harmonics 
expansion method (PN) for the self-adjoint angular flux (SAAF) formulation, (2) continuous 
FEM (CFEM) with SN for the least squares (LS) formulation, (3) diffusion solution with both 
CFEM and discontinuous FEM (DFEM). A separate toolkit, YAKXS, for multigroup cross 
section management has been developed to support Rattlesnake calculations with feedback 
both from changes in field variables, such as fuel temperature, coolant density, etc., and in 
isotopic inventories. The framework for doing nonlinear diffusion acceleration (NDA) within 
Rattlesnake has been implemented; NDA calculations have been performed with the SAAF-
SN-CFEM scheme and using Monte Carlo with OpenMC [1]. Because it is part of the MOOSE 
system, Rattlesnake has also been coupled to BISON [29] and RELAP-7 [5] for full-core multi-
physics simulations [8].  

Rattlesnake development was migrated into the INL-internal GITLAB development 
environment at the end of CY14. Since then a total of 369 merge requests have been 
accepted within the Rattlesnake project.  This provides a measure of the number of updates 
performed to the software. However, note that is noted that because Rattlesnake is built on 
top of the MOOSE framework, additional improvements made in MOOSE resulted in 
improved Rattlesnake performance.  Some of MOOSE updates were made at the request of 
the Rattlesnake team, while others were made to improve MOOSE structure and solvers, 
from which Rattlesnake benefitted.  

During FY15, significant improvements have been made in Rattlesnake. This report 
summarizes some of the key development activities completed this year. Section 2 describes 
work to improve performance of the nonlinear diffusion acceleration scheme when used to 
accelerate SAAF-SN-CFEM transport calculations.  Section 3 describes the status of 
implementation of a first order version of the discrete ordinates approximation of the transport 
equation using DFEM.  In Section 4 the development of an improved quasi-static (IQS) 
approximation for acceleration of transient spatial kinetics calculations is presented.  In 
Section 5, the development of a multi-scale solution capability is discussed.  Finally, Section 6 
describes improvements completed in least-squared finite element solutions. 

 

2. Optimization of Rattlesnake Calculations using NDA with SAAF-SN-CFEM  
 
Nonlinear diffusion acceleration is an efficient transport iterative scheme for accelerating the 
solution of the neutron transport equation.  NDA is a diffusion model that has equivalent 
physics to a transport model, and can be used to accelerate more computationally expensive 
transport calculations by improving estimates of the source term, i.e., the scattering and 
fission sources that comprise the right hand side of the transport equation.  When transport 
updates are performed using the SAAF-SN-CFEM transport method at each NDA iteration, 
both scattering and fission source are constructed from the previous NDA iteration and fixed. 
As a result, angular fluxes of all energy groups and all streaming directions are decoupled and 
can be updated independently. However, in neutron transport, the number of variables 
(angular fluxes for each energy group) is the number of energy groups times the number of 
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streaming directions, which could potentially add up to thousands of variables to solve for 
each element. This would require more memory and slower convergence to form the 
streaming-collision matrix for all angular fluxes in one single large matrix and perform the 
transport update all together. Instead, it is more appropriate to take advantage of the block-
diagonal matrix structure, where each block corresponds to an angular flux, and solve all 
angular fluxes separately. Because all angular fluxes are independent and can be solved 
simultaneously, the approach can accommodate multiple threads in a natural manner. 
However, MOOSE interfaces only allow construction of one sub-matrix (corresponding to an 
individual variable) at a time, requiring sub-matrices to be built one at a time within a full 
sweep (evaluation of finite element shape functions, variables, material properties on each 
element in the mesh). This caused a data bottleneck that reduced the solution to a crawl. To 
alleviate this, a new interface was developed and added to MOOSE that allows construction 
multiple sub- matrices in one pass through the entire problem domain. 

Rattlesnake was then found to begin to fail when the number of degrees of freedom (DoFs) in 
a calculation exceeded more than approximately 4.3x109; this many DoFs are not uncommon, 
especially for multigroup SN transport calculations.  However, this exceeds the maximum 
value that an unsigned four-byte (32 bit) integer can represent (4,294,967,295).  Thus it was 
determined that both Rattlesnake and all of the packages upon which it is built (MOOSE, 
LibMesh [12], PETSc [2]) needed to be compiled to support 64-bit indexing, allowing index 
values of up to 1.8x1019.  Multiple changes in MOOSE and Rattlesnake were required to allow 
for this higher magnitude indexing.  Identification of all source code requiring this update was 
a significant undertaking.  However, once implemented, larger problems solved with a 
detailed SAAF-SN-CFEM solve with NDA were able to run within Rattlesnake. 

 
Fig. 1: Fission rate of fuel rods in C5G7 benchmark. 

 

Figure 1 shows the configuration of the two-dimensional C5G7 benchmark problem [13], a 
2x2 assembly configuration with a set of two UO2 fueled and two mixed oxide (MOX) fueled 
Westinghouse 17x17 assemblies with a water reflector region on top and right sides, solved 
on a pin-resolved mesh. After the previously described code changes were implemented, the 
updated version of Rattlesnake was able to perform a convergence study for the C5G7 
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benchmark problem with SAAF-SN-CFEM; solution of this modest problem had not been 
possible previously.  Convergence results with respect to angular and spatial refinement were 
reported in a paper published at M&C 2015 [26]. The computed eigenvalue and power 
distribution converge to the reference solution [16] to about 1 pcm and within 0.001% root 
mean square error. The most detailed calculation performed (refined mesh and quadrature 
order) required in excess of 45 billion degrees of freedom and executed in under 20 hours on 
1200 CPUs. These results demonstrate the ability of Rattlesnake (and by inheritance, other 
MOOSE applications) to solve extremely large problems in an efficient manner. Scoping 
calculations, targeting the discretization error on the pin powers below 0.1%, can now be 
complete in a few minutes on one single computing node with 24 processors. Figure 1 
illustrates the computed fission rate of all fuel rods in and reveals the azimuthal asymmetry of 
the fission rate in the fuel rods, especially the rods near water holes and reduced loading rods 
(MOX assembly).  It will be necessary to consider such effects for multi-physics calculations 
for fuel performance analysis.  

In the future, this work will attempt to extend to perform additional scalability studies for the 
multi-grid method on greater numbers of CPUs to further assess the computational efficiency 
of Rattlesnake. Similar convergence studies for the three-dimensional version of the C5G7 
benchmark will also be conducted.  

 

3. Discontinuous FEM with SN for the First-Order Transport Equation  
Relative to continuous FEM based discretization schemes, the discontinuous FEM method of 
the SN solver with the first-order transport equation has advantages and disadvantages due 
to its sweeping algorithm in space. The drawbacks are the parallel scalability on 
supercomputers and difficulty in handling higher order isoparametric meshes. On the other 
hand, the sweeping algorithm is matrix-free, which is preferred for extremely large 
simulations. Because the transport solves happen at the element level, the sweeping 
algorithm does not have any specific requirements on the shape of the elements. It works 
reasonably with elements having poor aspect ratios. In addition, because the sweeping 
algorithm is based on the first-order transport equation, it does not require special void 
treatments, as is required for approaches based on the second-order form of the transport 
equation. Thus there is some value in addition of the DFEM-SN scheme to Rattlesnake. It is 
desirable to retain the matrix-free residual evaluation with MOOSE, which supports massively 
parallelism for unstructured higher order meshes. Implementation requires a dedicated 
sweeper to perform the transport updates and can be used either as a preconditioner for the 
direct transport solve or for NDA. Although this sweeper could be (and eventually will be) a 
general MOOSE-based capability, at this time a native sweeper has be implemented directly 
into Rattlesnake to test other aspects of the DFEM-SN implementation. This prototypic 
sweeper algorithm is somewhat crude at this time in the sense that it only supports a Jacobi-
style sweep with multiple processors, i.e. the sweep can start from the processor interface 
without having updated information from the upwind processors.  The sweeper currently 
works on unstructured higher order meshes with variable total cross sections within single 
elements, which makes its grind time relatively large (20 microseconds per solve) relative to a 
fully-optimized sweeper. 

Once this capability was functional and tested, a flexible NDA implementation for the SN-
DFEM scheme was added. This NDA method is able to potentially discretize the associated 
diffusion system with DFEM on a coarser mesh and with a coarser energy group structure 
than the SN equations. The only constraint is that the low-order mesh and energy groups 
must be a subset of the high-order or transport mesh and energy groups; i.e., element and 
energy boundaries in the coarse mesh must match boundaries of the high order mesh and 
energy structure, respectively. The benefit of this capability is that it provides an extension of 
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the stability region to optically thicker mesh cells.  

The DFEM-SN method differs from current methods [28,20,7,14] by allowing the SN and 
diffusion system to be discretized with arbitrary FEM bases. It also differs from the current 
methods by using an additive update of the SN system: The high-order scalar fluxes Φg are 
updated with the prolongation of the low-order scalar fluxes φp with the following equation: 

 Φg ← ­ Φg + Π­1 [φp ­ Π [Φg ]]  

where Π is the projection operator from the high-order solution space to the low-order space. 
The particular form of these equations ensures that no spurious information that is outside of 
the low-order function space spanned by the SN FEM basis is introduced by  the 
prolongation. 

This method introduces the notion of equivalence of the SN and diffusion solutions and 
derives suitable definitions of the cross sections as the following: 

 

• Diffusion coefficient: 𝐷! =
! !!!"#

! ! !!,!! !!,!
!→!!!

!!!! !!!"#
.  

 
(It should be noted here that the definition of the diffusion coefficient  does not affect the 
consistency of the method and it is therefore a free parameter.   The described choice is 
the most straightforward definition, but might not be the best definition in terms of the 
convergence properties.) 
 

• Removal Cross section: 𝜎!,! =
! !!,!!!!

!→! !!!"#

! !!!"#
. 

 

• Scattering cross section: 𝜎!
!!→! =

! !!!!!!!! !!
!!→!

!"#

! !!!!!!!!
. 

 

• Fission cross section: 𝜎!,! =
![( !!!,!!!!"# ]

! !!!"#
. 

 

• Fission spectrum: 𝜒! =
! !! !!!,!!!!!

!
!!!!!"#

! !!!,!!!!!
!
!!!!

. 

 

All cross sections are consistent with standard definitions. The closure used for reproducing 
scalar fluxes with the low-order equation is though drift terms with drift vectors and element 
face closures.  

The NDA equations are solved using a Picard iteration scheme. Fourier analysis for this 
iteration scheme with low-order diffusion system having the same mesh and energy group 
structure were performed [23]. Unconditionally stability of the iteration was observed and 
further confirmed with numerical results [22]. The implementation was then tested with the 
C5G7 benchmark problem.  For discretizing the SN problem the triangular mesh for a single 
MOX assembly is shown in Fig. 2 and contained roughly 120,000 elements. In contrast, the 
diffusion equation was discretized either on the same mesh or on a rectangular mesh 
coincident with the pin cell boundaries. Furthermore, seven energy groups were used for the 
SN problem, while the diffusion system employed either the same energy group structure or a 
two group structure created by collapsing the first four groups into coarse group one and the 
last three groups into coarse group two. The SN system used linear bases functions, while the 
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diffusion system used either constant shape functions (equivalent to coarse-mesh finite 
difference, CMFD), or linear shape functions (NDA). Convergence of the fission source is 
measured as the absolute L2 difference between subsequent Picard iterations.  The fission 
source error is plotted versus the iteration number in Fig. 3. 

 

 
Fig. 2:  Triangular mesh for a single C5G7 MOX assembly. 

 

CMFD and NDA appear to be stable for all combinations of diffusion meshes and energy 
group structures. For the NDA coarse group/coarse mesh case, convergence stalls at an 
iterative error of 10−5.  In general, reducing the complexity of the diffusion system reduces the 
effectiveness of the NDA method. When using a fine mesh and seven energy groups for the 
diffusion system, the NDA and CMFD methods are stable and effective (8 iterations for 
convergence to 10−6 fission source difference) and virtually no advantage is gained when the 
diffusion system is discretized using linear shape functions. However, when coarsening the 
diffusion mesh, the NDA method is significantly faster than CMFD. Using coarse diffusion 
meshes while retaining a stable and effective acceleration is the target application of the 
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presented NDA method. Reducing the number of groups in the diffusion system leads to a 
larger impact on the effectiveness of acceleration than using a coarse mesh. Interestingly, 
using a coarser diffusion mesh or varying the diffusion FEM basis in addition to using the 
coarse energy group structure has little effect on convergence of the NDA method with the 
exception of the convergence stall observed for NDA coarse mesh and two energy groups.  

 

 
Fig. 3: Fission source error plotted versus iteration number for C5G7. The diffusion 
system’s discretization is varied using fine/coarse meshes (fm, cm) and fine/coarse 

energy group structures (G=7, G=2) with various combinations thereof. 
 

The results indicate that the presented method is stable for all combinations of diffusion 
shape functions, meshes, and energy group structures. In the future, testing of this 
implementation is planned using more practical calculations, such as analysis of the Transient 
Test Reactor (TREAT) and perhaps even the Advanced Test Reactor (ATR). Development is 
planned for a rigorous sweeper that will allow sweeping through disconnected domains or 
incorporate a third-party sweeper for massively parallelization. 

 

4. Improved Quasi-Static (IQS) Kinetics Capabilities 

The improved quasi-static (IQS) method is a transient spatial kinetics approach that factors 
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flux into space- and time-dependent components. These components reflect the power and 
shape of the flux. The magnitude of the power is time-dependent, while the shape is both 
space- and time-dependent. However, the impetus of the method is the assumption that the 
shape is only weakly dependent on time; therefore, the shape may not require computation at 
every time step, invoking the quasi-static nature of reactor kinetics.  Between flux shape 
updates, the following PKE (point kinetics equation) is solved for the power p and delayed 
neutron precursors ξi, i = 1, · · · , I: 

𝑑𝑝
𝑑𝑡

=
𝜌 − 𝛽
Λ

𝑝 + 𝜆!𝜉!

!

!!!

,

𝑑𝜉!
𝑑𝑡 =

𝛽!
Λ 𝑝 − 𝜆!𝜉! , 1 ≤ 𝑖 ≤ 𝐼,

 

where the effective reactivity 𝜌, delay-neutron fraction 𝛽! and the delayed-neutron precursor 
decay constant 𝜆! are defined as: 

𝜌
Λ
t =  

ϕ∗,𝑃 𝜑 − 𝐿 𝜑

ϕ∗, 1𝑣 𝜑
, 

𝛽
Λ
=

𝛽!
Λ

!

!!!

=
1

𝑘!""
ϕ∗,𝛽!𝑃 𝜑

ϕ∗, 1𝑣 𝜑

!

!!!
, 

𝜆! =
ϕ∗, 𝜆!𝐶!
ϕ∗,𝐶!

, 

where P and L are the production and loss operators, φ is the shape and ϕ* is the adjoint 
flux.  The equation is not specified with a rigorous FEM notation because the boundary 
conditions necessary for the loss operator L are not expressed here. The weak form for 
the shape function is almost the same as the original weak form but with an extra term: 

ϕ∗, !
!
!
!
!"
!"
𝜑 . 

Additionally, to improve consistency and accuracy, each macro (shape) time step 
can be iterated so the best shape is used to compute power at the micro (power) 
time steps.  This iteration process must converge the shape such that the 
uniqueness condition: 

𝑑
𝑑𝑡

ϕ∗,
1
𝑣
𝜑  

is preserved.  Currently, IQS has been implemented for the multigroup diffusion 
equations. Preliminary results verified the correctness of the implementation by 
comparing with a separately developed MATLAB code. The implementation of IQS put 
pressure on many features of MOOSE that revealed potential for improvement. The 
pressure on the save-in feature in MOOSE propagated its application to boundary 
conditions and initial solves. MOOSE also updated its ability to restart dense vector 
data and to set the MooseApp executioner immediately after the executioner is created. 
The framework of Rattlesnake enabled the fast rapid (one month) development of this 
preliminary capability. The next step will be testing this implementation with more 
benchmark problems and ultimately with TREAT models. If full transport transient 
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simulations are deemed necessary, implementation IQS for SAAF-SN-CFEM with other 
transport schemes will be given priority.  Such a capability is likely to be adopted 
eventually – the priority will depend on needs. 
 

5. Multi-Scale Transport 

Rigorous neutron transport calculations for simulation of neutron behavior in a reactor core 
at a fine resolution in seven-dimensional phase space (one in time, three in space, two in 
angle and one in energy) will remain a challenge in a foreseeable future. However, uniform 
fine resolution over a large domain of interest is rarely required or necessary. Typically one 
can apply higher resolutions in regions of interest; for example, an experiment bundle 
loaded within TREAT, with a lower resolution treatment and various homogenization levels 
representing the core outside of the experiment. Although the solution accuracy of the 
regions of interest can be limited by the accuracy of the lower-resolution regions, especially 
those close to the interface, it is possible that accuracy can be significantly improved by 
properly taking into account the environmental conditions imposed by lower-resolution 
regions. This approach is defined here as a multi-scale transport solution. Discrete 
ordinates methods (SN) are suitable for treatment of heterogeneous problems due to the 
decoupling feature of streaming operators, while spherical harmonics expansion methods 
(PN) typically generate more accurate results with the same number of unknowns for 
problems with significant homogenization. It is believed that regions of different levels of 
homogenization can be treated most efficiently with hybrid SN-PN calculations. Such hybrid 
calculations have been studied in the past [18, 3, 9,10,1,15]. References [18,3,1,15] 
describe one-dimensional hybrid transport methods, while Refs. [9,10] detail  the coupling 
between Variational Nodal Methods (VNM) with PN and the SN nodal method (SNM), both 
of which are locally conservative. Current research seeks to develop a multi-scale transport 
capability to leverage all of the available transport schemes within Rattlesnake. 

Implementation of multi-scale transport capabilities in an existing code, even a 
developmental code, is a non-trivial task. Although the interface conditions for coupling SN 
and PN are unique, they contain common spatial coupling components, which can be 
useful to other non-transport physics in the MOOSE herd and drawn from other FEM 
implementations outside of INL.  For example, Mortar FEM (MFEM) for coupling two 
regions or subdomains has been investigated and applied intensively outside of the 
transport community [4,6,30,11] and is being implemented within the MOOSE framework at 
present. A one-dimensional MFEM method was adapted within MOOSE and tested for 
feasibility; a three-dimensional approach has been added, but continues to be tailored for 
the needs of MOOSE applications. Within Rattlesnake, developers are responsible for 
development and implementation of appropriate interface conditions, but by design of the 
MOOSE concept must work closely with framework developers to address special needs or 
capabilities.  

Earlier work [1] has studied adaptive domain partitioning based on a posterior estimation 
techniques, where partitioning describes different transport scales and levels of 
discretization. In this work, the regions of interest will be known a priori by the physics of 
the problem being evaluated, and the problem domain would be partitioned into 
subdomains by the user before the calculation, with discretization schemes applied on each 
subdomain. Spatial interface conditions are implemented via the general mortar FEM 
framework available in MOOSE. Leveraging the flexibility of the mortar FEM capability, 
meshes on different subdomains may conform at the mortar interface but they are not 
required to do so. A custom MOOSE mesh modifier is used to split conforming meshes 
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within the code and interface conditions are added automatically during a simulation. From 
a users’ perspective, the only change from a single-scale approach is that a separate 
transport method has to be specified for each subdomain. In this work CPU times are not 
reported because more efficient solving techniques handling the so-called saddle point 
problem resulting from multi-scale coupling are under development. The work reported 
here considers only multi-group approximation in energy variable. Embedded energy 
structures are assumed across two neighboring scales, i.e. any group in these two scales is 
either a subset or completely outside of another group. Although users are allowed to 
amend the interface conditions with the properties defined on interfaces, such as 
discontinuity factors from the generalized homogenization theory [24], this paper will only 
talk about the nominal conditions. 

One of the key elements required by multi-scale transport calculations is the SN-PN 
interface condition, in particular, is the coupling between SAAF-SN-CFEM and SAAF-PN-
CFEM from the viewpoint of application developers. The following condition has been 
developed on an SN-PN domain interface Γ = ∂DPN ∩ ∂DSN: 
 

(([[Ψ]],Λ∗)Γ + ([[Ψ∗],Λ)Γ) dΩ 
!

 

 
The same angular space for the SN side is used for the Lagrange multiplier, i.e. Λ!,Λ!∗,m =
1,… ,M .  On the SN side, 

𝑤! Ψ!,Λ!∗ ! +  Ψ!∗ ,Λ! !

!

!!!

. 

On the PN side, 

− 𝑤! 𝐑! Ω! Φ,Λ!∗ ! −  Φ,𝑷 ∧ !,
!

!!!

 

where 

∧≡ 𝑤!

!

!!!

𝐘 Ω! Λ!. 

 

It is noted that if the angular quadrature n integrate spherical harmonics up to order NSn > 
N , the first term in Eq. (10) and Eq. (11) will ensure the continuity of the angular flux 
moments. It also will make all the flux moments evaluated on the SN side with order being 
greater than N and less equal to NSn to zero. Unfortunately, the above interface condition 
renders non-smooth PN solutions close to the interface based on numerical observations.  

 

 

It is noted that the angular function space on the SN side is not clear defined so far. 
Different interpolation schemes can be applied to construct the space, or to construct the 
solution over the sphere, with M discrete angular fluxes. One way of achieving this is 
through Lagrange interpolation. We let the constructed  flux in a space spanned by the 
spherical harmonics with the dimension being the number of directions M . We will denote 
the set of these basis spherical harmonics as . It is noted that the spherical harmonics on 
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the PN  side will always be a subspace of the above space.  Then we can select some 
spherical harmonics in  L  >  N  space  to  make  the  dimension  equal  to  M .   Ref.  [17]  
suggested  that  the  following  space  odd and 0 < m < N¯  with l = N¯ .  for  two-
dimensional  calculations  if level-symmetric quadrature is used.  Here N¯  is the level-
symmetric SN  order. 

We then denote the sphere nodal function associated with direction m as 

We  expand the nodal functions  as 
 
and form the following linear equation from the    conditions, 
 
 (15) 

where  

If we define   we have 
 
The constructed angular flux 

 (17) 

From the constructed angular flux, we can evaluate the angular moments 
 (18) 
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Typically the angular flux moments evaluated in this is different from the one directly 
evaluated from the angular quadrature.  We want to use 
 
where A˙ m is the m-th row of the matrix A˙ . We will use Eq. (19) for the interface condition 
in Eq. (11). This procedure fixes the non-smoothness connection along the PN -PN 
interfaces. 

it is worthwhile to mention the the interface conditions for PN -PN with different orders 
can be imple- mented by making the Lagrange multiplier angular space the same as the 
angular space with the higher PN order. The Lagrange multiplier essentially make the all 
angular moments of the lower PN order continuous across the interface and the higher 
angular moments on the higher PN order side zero. SAAF-CFEM-P0 is equivalent with the 
diffusion approximation if the boundary condition is imposed in a way of decoupling the even 
and odd parities. Both SAAF-CFEM-SN and SAAF-CFEM-PN interface condition with 
diffusion continuous FEM are tested and   working. 

We tested the implemented interface condition with a one-group homogeneous fixed-
source problem. The domain is 8cm × 8cm discretized by a 8-by-8 uniform Cartesian grid. 
Total and scattering cross sections are uniform, 1cm−1  and 0.9cm−1  respectively, and the 
external source is isotropic and uniform with 1cm−3s−1. 
Left, right and top boundaries are reflecting and the bottom boundary is vacuum. The 
problem is illustrated in Fig.4. It should be pointed out that the exact scalar flux is constant 
along lines with y = const. We divide 
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Vacuum 
(8,0) 
 

Figure 4:  A one-group homogeneous problem. 
 

the domain into two subdomains by the line starting from (0, 6)cm to (6, 6)cm and apply 
SAAF-CFEM-SN 

at the lower part and SAAF-CFEM-PN at the upper part. Level-symmetric angular 
quadratures of orders ranging from 8 to 18 are used for the angular discretization within the 
SAAF-CFEM-SN subdomain. Within the SAAF-CFEM-PN subdomain, PN orders ranging 
from 0 to 6 are used. For the solution of the equation system resulting from the FEM 
discretization, we exclusively employ the PJFNK (preconditioned Jacobian- free Newton-
Krylov) solver in this study. The preconditioning matrix comprises contributions from the 
streaming, collision, vacuum boundary condition, and the interface terms. We gathered the 
relative errors of integration of scalar flux in the lower part and upper part with the 
corresponding SN solution over the entire domain into Table1and Table2. The last row of 
these two tables show the the relative error between the SN  solution and the reference 
solution 379.046cm/s and 156.31848cm/s generated with S24. 
 
Table 1: Relative error of the lower integrated scalar flux. 
  
PN SN order 
 

order 8 10 12 14 16 18 
0 1.93E-04 1.93E-04 1.93E-04 1.93E-04 1.93E-04 1.93E-04 
1 2.07E-04 2.07E-04 2.07E-04 2.07E-04 2.07E-04 2.07E-04 
2 3.68E-06 3.62E-06 3.60E-06 3.59E-06 3.58E-06 3.58E-06 
3 -1.71E-06 -1.77E-06 -1.80E-06 -1.81E-06 -1.81E-06 -1.82E-06 
4 4.59E-09 1.67E-08 1.78E-08 1.68E-08 1.76E-08 1.74E-08 
5 7.82E-09 1.82E-08 1.97E-08 1.86E-08 2.00E-08 1.98E-08 
6 -5.63E-09 1.55E-09 8.04E-10 -1.09E-09 -2.22E-10 -8.34E-10 

 -8.68E-04 -5.78E-04 -3.83E-04 -2.70E-04 -1.80E-04 -1.21E-04 
 
 
Table 2: Relative error of the upper integrated scalar flux. 
  
PN SN order 
 

order 8 10 12 14 16 18 
0 -5.30E-04 -5.31E-04 -5.31E-04 -5.31E-04 -5.31E-04 -5.31E-04 
1 -5.80E-04 -5.81E-04 -5.81E-04 -5.81E-04 -5.81E-04 -5.81E-04 
2 -1.01E-05 -1.00E-05 -9.95E-06 -9.93E-06 -9.93E-06 -9.93E-06 
3 3.57E-06 3.72E-06 3.79E-06 3.81E-06 3.82E-06 3.82E-06 
4 -2.88E-08 -5.93E-08 -6.15E-08 -5.89E-08 -6.11E-08 -6.04E-08 
5 -2.10E-08 -4.67E-08 -4.93E-08 -4.64E-08 -4.99E-08 -4.92E-08 
6 1.35E-08 -4.84E-09 -1.79E-09 3.28E-09 1.09E-09 2.88E-09 

 -4.55E-05 -3.07E-05 -2.05E-05 -1.46E-05 -9.77E-06 -6.57E-06 
 

We can see that the integrated flux at the lower part has larger angular discretization 
error than the one at the upper part because of the stronger transport effect close to the 
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vacuum boundary. With a fixed SN order, errors drop with the increased PN order. For all 
SN orders, the errors with different PN orders are very close except the PN order 6 or PN 
order larger than 4 with S8, possibly due to the contamination with the iterative error. We 
see significant error drop for N to N + 1 when N is odd, which can be explained by the weak 
coupling from odd parity to even parity at the boundaries [27]. 

The flux of S16-P4 are plotted in Fig.5aalong with its contour lines. We can see the scalar 
flux are continuous across the mortar interface and the solution is relatively flat along the x 
direction even though it is not exactly constant. The same solution but with the interface 
condition in Eq. (11) are plotted in Fig.5b. We can clearly see the non-smoothness of the 
solution along the interface. The solution is indeed symmetric with respect to the line at (4, 
0)cm to (4, 8)cm, which is not the case indicated by the color rendering during visualization. 

We then rotated the mesh with 45◦ to test if the rotation can severely impact the validity of 
the im- 
plemented interface condition.  45◦ makes all the reflecting directions on the left, right and top 
boundaries 
are still in the quadrature.   The solution is indeed affected  by  the rotation,  for example,  the    
integrated 
 

  

(a) With Eq. (19). (b) With Eq. (11). 
 

 

(c) With 45 degree rotation of the   mesh. 
 

Figure 5:  Flux with S16 and P4. 
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fluxes at the lower part and upper part are 379.245510cm/s and 156.323143cm/s from those 
un-rotated 378.977864cm/s and 156.316943cm/s. The flux are plotted in Fig.5c. Color bars 
show the the same limits of the fluxes as in Fig.5a. We can see that the interface condition is 
still working properly, i.e., the solution remains continuous across and smooth along the 
mortar interface. 

We would like to test the hybrid calculations with more sample problems, either 
multigroup eigenvalue or transient, with or without group collapsing in the future. We will also 
show the CPU-time results with the fine-tuned mortar FEM framework and solvers of the 
saddle point problems. Ultimately, we will apply the multiscale transport capability in 
Rattlesnake for applications to the real reactors like ATR (advanced test reactor), TREAT at 
INL. 
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1 Improvements on Least-Square Methods (participants: Hans Hammer, 
Vincent Laboure, Jim Morel (Texas A& M Univer- sity), Yaqi Wang) 
Hans Hammer took over the least-squares (LS) Sn with continuous FEM (LS-SN-CFEM) in 
Rattlesnake from Jake Peterson last fall when Jake decided to leave the Ph.D. program at TAMU 
and take a job. In the process of making detailed comparisons between the LS and SAAF 
schemes in Rattlesnake for a 2-D k-eigenvalue benchmark, Hans found and fixed several bugs in 
the LS scheme. Results from the comparison study indicated that the two schemes are quite 
comparable in terms of both accuracy and cost for the problems considered. Results from an early 
version of this work were presented at SIAM-CSE15. The latest results were presented at M&C 
2015 and a full paper was published in the conference proceedings [21]. 

A effective algebraic multigrid (AMG) solver is the key of success of LS scheme. Thomas 
Manteuffel and collaborators at the University of Colorado (UC) and LLNL have developed a 
multigrid method for solving the source iteration equations associated with the least-squares (LS) 
Sn equations [25]. Before he left the program, Jake Peterson showed that this method was very 
effective for the LS source iteration matrices. He did this by extracting the matrices from 
Rattlesnake for a single direction and reading them into a stand-alone research code written in 
Python by Jacob Schroder of LLNL. Recent spatial convergence studies made by Hans Hammer for 
the LS and SAAF Sn packages appear to indicate that the high-resolution calculations may not be 
properly converged even though the convergence tolerance is being satisfied. An effective 
multigrid solver should also alleviate this difficulty. Hans confirmed that the algorithm is effective for 
the simple test problems. He will continue working on some more realistic problem to make sure 
the algorithm is indeed effective. Then Hans will consider more efficient longer-term integration 
strategies. One that is particularly attractive is to rewrite the research code in C and implement it 
in Hypre. This would be a good investment because Tom and his collaborators would be willing to 
abandon the PYTHON version and continue all development of the multigrid solver in Hypre since 
they are formally connected with the Hypre team. It might also be possible to rewrite the research 
code in C and implement it in PETSc, This upcoming work might also provide an better alternative 
for SAAF schemes. 

Fourier analysis is needed for investigating better options on evaluating diffusion coefficients at 
the void or near-void regions for NDA. Hans Hammer performed a discrete linearized Fourier 
analysis for each of two NDA schemes for the least-squares Sn equations. The two NDA schemes 
differ in that one has a consistent non-conservative low-order acceleration equation that converges to 
the transport solution and the other has an inconsistent conservative low-order equation that 
converges to the transport solution only in the limit of infinite spatial refinement. Interestingly, the 
inconsistent conservative scheme is the more accurate of the two for k-eigenvalue calculations. 
Hans results indicate that both schemes are unconditionally effective with a linearized spectral radius 
of roughly one-quarter. This means that both schemes are about as effective as standard diffusion-
synthetic acceleration, which is an excellent result. Typically the inconsistent conservative scheme is 
preferred because it has the global conservation and renders better results in k- eigenvalue 
calculations. Vincent also implemented LS-PN scheme and agreement between LS-SN and LS-PN is 
observed with fine angular resolution in both. Vincent also confirmed that the stand-alone LS 
calculations in k-eigenvalue calculations yield unsatisfactory results due to lack of the global 
conservation. 

We have been investigating a plethora of weak boundary conditions for the LS Sn equations. 
Weak boundary conditions are desirable because Dirichlet corner and edge boundary conditions are 
ill-defined with vertex flux unknowns whenever a vertex shares multiple faces with different 
boundary conditions. The boundary functional for our LS equation which was suggested to us by 
Tom Manteuffel of the University of Colorado, is 

¸ . . 
Γb = c .Ω̇  · ̇n. (Ψ − Ψinc)2ds, (20) 

∂D 
. . 

where c is an arbitrary constant. Tom indicated that c should not be less than 1. By comparing the 
boundary term with rest of the functional, we realized that c has units of inverse length. We 
decided to making c a function of material or mesh parameters. The first thing we tried was c = σt, 
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which was generally suggested by a thick diffusion-limit analysis. We developed several variations 
about this form to achieve good behavior with an unresolved layer at the boundary in the thick 
diffusion limit, but none were entirely satisfactory in
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that they yielded the correct behavior to leading order, but were somewhat ill-behaved at first 
order. Hans Hammer generated some results which clearly indicated that c = σt was too weak 
outside the diffusion limit with a highly refined mesh. So we decided to try c = max(1/h, σt). This 
was one of the best performing forms out of a total of 7 investigated. There is no ambiguity about 
the boundary conditions for the SAAF Sn equations. Yaqi has derived a modified form of the 
SAAF Sn equations that accommodates voids at the cost of an asymmetric rather than 
symmetric system. This form has a parameter, τ, in each cell that varies with the cell optical 
thickness. Vincent recently noticed that for certain simplified types of problems, both the LS and 
modified SAAF equations yielded the same solutions. He was later able to demonstrate that the 
two schemes are equivalent for a simplified class of problems if we set the constant in the LS weak 
boundary conditions as follows: c = max(1/(2h), σt). Thus is only slightly different from the definition 
given previously and gives some theoretical justification for what was previously an ad hoc 
definition. 
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