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Abstract

U3Siz and iron-chromium-aluminum (Fe-Cr-Al) alloys are two of many proposed accident tol-
erant fuel concepts for the fuel and cladding respectively. The behavior of these materials under
normal operating and accident reactor conditions is not well known. As part of the Department
of Energy’s Nuclear Energy Advanced Modeling and Simulation program, an Accident Tolerant
Fuel High Impact Problem effort has been conducted to investigate U3Si; and FeCrAl behavior
under reactor conditions. This report presents the multiscale and multiphysics effort completed
in fiscal year 2015. The report is split into four major categories: Density Functional Theory
Developments, Molecular Dynamics Developments, Mesoscale Developments, and Engineering
Scale Developments. The work shown here is a compilation of a collaborative effort between
Idaho National Laboratory, L.os Alamos National Laboratory, Argonne National Laboratory, and
ANATECH Corp.
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1 Introduction

In March 2011, a magnitude 9.0 earthquake struck off the coast of Japan. The earthquake and the
associated tsunami resulted in tens of thousands of deaths, hundreds of thousands of damaged
buildings, and a cost estimated to be in the hundreds of millions of dollars.

One consequence of the tsunami was the flooding of backup power generators at the Fukushima
Daiichi Nuclear Power Station. The loss of power to coolant systems led to high temperatures,
oxidation of Zr-based alloys, hydrogen production, melted fuel, and hydrogen explosions. As a
result, a massive cleanup effort is underway at Fukushima Daiichi. The economic impacts, both
those directly related to the cleanup and those affecting the nuclear energy sector generally, are
significant.

Following the disaster, efforts to develop nuclear fuels with enhanced accident tolerance were
begun by many nations, corporations, and research institutes. In the United States, the Depart-
ment of Energy’s Office of Nuclear Energy accelerated research on this topic as part of its Fuel
Cycle Research and Development (FCRD) Advanced Fuels Campaign (AFC). One product of
this work is Light Water Reactor Accident Tolerant Fuel Performance Metrics [1], a report by
AFC that outlines a set of metrics that can be used to guide selection of promising accident
tolerant fuel (ATF) concepts. Furthermore, [1] specifies that a down-selection is to occur in the
2016-2017 timeframe, at which time the program will move from a proof-of-concept stage to a
proof-of-principle stage and continue research and development on a small set of concepts.

Given the aggressive development schedule, it is impossible to perform a comprehensive set of
experiments to provide material characterization data. Therefore, the AFC plans to utilize com-
putational analysis tools in an effort to understand the proposed materials.

The Nuclear Energy Advanced Modeling and Simulation (NEAMS) program in DOE has for
some time been developing computational analysis tools. These include BISON [2—4] and Mar-
mot [5], analysis tools tailored to nuclear fuel at the engineering scale and grain scale, respec-
tively. Recently, NEAMS has introduced what it calls High Impact Problems (HIPs) into its
program plan. These HIPs are intended to make a significant advance in a particular area of
nuclear power research in a short period of time (3 years or less). NEAMS has chosen an
ATF project, which emphasizes utilizing BISON and Marmot to model proposed materials, as
its first HIP. This report focuses on the multiscale and multiphysics developments of ATF fuel
concepts through the ATF HIP. Participating national laboratories include Idaho National Labo-
ratory (INL), Los Alamos National Laboratory (LANL), Argonne National Laboratory (ANL),
and ANATECH Corp.



2 Density Functional Theory Developments

2.1 Density functional theory calculations of defect and fission gas
properties in U-Si fuel

We have investigated point defect and fission gas properties in U3Siz, which is one of the main
ATF fuel candidates, using density functional theory (DFT) calculations. Based on a few as-
sumption regarding entropy contributions, defect and fission diffusivities are also predicted.

The DFT calculations were carried out with the VASP code [6-8] using the projector augmented-
wave (PAW) method and Perdew-Burke-Ernzerhof (PBE) |9] potentials for the exchange-corre-
lation potentials. This methodology has been shown to work well for the U and Si end-member
systems. However, initial calculations showed that the U3Si; crystal structure is not stable within
the PBE method. This is not obvious from calculations on the unit cell, but phonon calculations
give negative frequencies and calculations on the 222 supercell relaxes to a distorted structure
with much lower energy (0.10 eV/atom). The original and new relaxed structures are shown in
Figure 2.1. There is, however, no experimental support for breaking the symmetry of the U3Si,
crystal structure (space group P4/mbm), which suggests that the DFT calculations fail to cap-
ture some important physics. The most obvious suspect is the U 5f electrons, which are known
to exhibit strong correlation effects. There are several ways to describe the strongly correlated
properties of the U 5f electrons, such as the Hubbard U method. Here we have applied the Hub-
bard U (PBE+U) method [10] due to its simplicity and computational efficiency. The value of
the U parameter is not known a priori. We tested several different U values ranging from 0 to
3 eV. For values of 1.5 eV or higher the distorted structure is no longer stable and relaxes back
to the experimental structure with the space group P4/mbm. The stability of the U3Si; structure
seems to be related to splitting or localizing the U 5f electrons for U > 1.5 eV. Defect proper-
ties were calculated in a 2x2x 2 supercell expansion of the U3Siy unit cell using the PBE+U
methodology.

In order to investigate fission gas diffusion and release, the probability of Xe (the most important
fission gas) atoms occupying different lattice positions must be determined, which is equivalent
to the fraction of Xe in that trap site. This involves two components, the formation energy of the
trap site (e.g. formation energy of vacancies) and the incorporation energy (the energy associated
with adding Xe to the trap site). The sum of these two components is labeled the solution energy.
The trap site with the lowest solution energy is the preferred location for Xe in the lattice. The
preferred trap site for Xe is U vacancies, but Si vacancies are only higher by a few tenths of aneV.

We have calculated the migration energies for U and Si interstitial and vacancies. There are a



Figure 2.1: The relaxed structure of the 2x2x2 U3Si, supercell (left). The structure is visualized
in the a-b plane with the c axis perpendicular to this plane. The crystal structure has
two different U sites, labeled 1 and 2 in the text. The ideal 2x2x2 U3Si, supercell
(right). The PBE method predicts the relaxed structure to have much lower energy
than the ideal structure in Figure 2.1 (0.10 eV/atom).

couple of different vacancy mechanisms because of the symmetry of the U3Si crystal structure;
in particular, diffusion may occur along the ¢ axis or in the a-b plane. Our calculations show
that migration along the c axis is much faster than in the in-plane a-b mechanisms. Diffusion
of Xe involves migration of Xe from one lattice site to another, which is governed by the con-
centration of mobile clusters, i.e., the concentration of vacancies bound to the Xe trap site for
vacancy mechanisms, and the migration barrier for the rate limiting diffusion step. We have in-
vestigated both interstitial and vacancy Xe diffusion mechanisms. For the vacancy mechanisms,
the concentration of vacancies available at the trap site must be calculated. This is expressed
by the vacancy formation energy and the binding energy of the vacancy to the Xe trap site. As
for point defect migration, Xe migration along the c axis occurs much easier than within the
a-b plane. The resulting diffusivities for point defects and Xe are plotted in Figure 2.2. The in-
trinsic and radiation-enhanced diffusion coefficients for UO; are also included for comparison.
Both Xe atoms and vacancies diffuse much faster along the c axis than within the a-b plane. Dif-
fusion of Xe along the c axis is faster than in UO,, while in-plane Xe diffusion is slightly slower.
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Figure 2.2: Uranium vacancy and uranium interstitial diffusivities as well as the corresponding

self-diffusion coefficients (a). The latter include the vacancy and interstitial forma-
tion energies. Calculated intrinsic Xe diffusivities for different mechanisms in U3Si
(b). The intrinsic and radiation-enhanced diffusion coefficients for UO, are also
included for comparison.



3 Molecular Dynamics Developments

3.1 Assessment of semi-empirical potentials for the U-Si system

In order to perform meaningful engineering scale nuclear fuel performance simulations, the ma-
terial properties of the fuel, including the response to irradiation environments, must be known.
Unfortunately, the data available for U-Si fuels are rather limited, in particular for the tem-
perature range where LWRs would operate. The ATF HIP is using multi-scale modeling and
simulations to address this knowledge gap. Even though Density Functional Theory (DFT)
calculations can provide useful answers to a subset of problems, they are computationally too
costly for many others, including properties governing microstructure evolution and irradiation
effects. For the latter, semi-empirical potentials are typically used. Unfortunately, there is cur-
rently no potential for the U-Si system. We present initial results from the development of a
U-Si semi-empirical potential based on the Modified Embedded Atom Method (MEAM). The
potential should reproduce relevant parts of the U-Si phase diagram (see Figure 3.1) as well as
defect properties important in irradiation environments. This work also serves as an assessment
of the general challenges associated with the U-Si system, which will be valuable for the efforts
to develop a U-Si Tersoff potential undertaken by Idaho National Laboratory. Going forward the
main potential development activity will reside at INL and the work presented here is meant to
provide input data and guidelines for that activity. The main focus of our work is on the U3Si;
and U3Sis compounds, because they are the main nuclear fuel candidates.

In order to develop a potential for the binary U-Si system we must start from the unary U and
Si systems. In this work, we have used a U potential from recent work with INL/GA Tech (M.
Baskes) and for Si we used a potential from the literature [12]. The U-Si parameters needed to
describe the binary system can either be fitted to available experimental data or to data derived
from DFT calculations. Here we used a combination of the two to fit the MEAM cross poten-
tial. The MEAM parameters that were fitted or adjusted here are highlighted in red in Table 3.2
and include the relative electron densities, the heat of formation for the L, reference structure,
the distance between atoms in the reference structure and the o parameter for the pair potential
between U and Si, which is related to the bulk modulus of the L reference structure, a cubic
repulsive term in the U-Si Rose pair potential as well as the MEAM screening parameters cap-
turing how a third atom screens the interaction between two other atoms. The latter introduces
many-body interactions necessary for systems exhibiting complicated crystal structures such as
U, Si and several compounds in the U-Si system. These parameters are summarized in Fig-
ure 3.2, utilizing the standard notation for MEAM potentials.

Many different properties have been calculated using the MEAM potential and used in the fit-
ting. This includes formation energies, volumes elastic constants, defect formation energies and
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Figure 3.1: Experimental U-Si phase diagram [11].
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Red determined from fit to DFT-U and experiments in this
work.

Figure 3.2: MEAM cross terms for the U-Si potential derived in this work. The red parameters
were adjusted or fitted in this work. All others were left at default values.
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finite temperature dynamics. As reference we use results from both DFT calculations and exper-
iments. For example, the stability of a range of U-Si phases was calculated with reference to
uranium and silicon in the diamond structure. The DFT and MEAM data are shown in Figure 3.3
together with available experimental formation energies [13]. The DFT calculations agree well
with the experimental formation energies across the full composition range. Even though the
MEAM potential does a decent job for U3Si; and U3Sis, several other phases are predicted to
be too stable in relation to the DFT calculations and experiments. Also, there is an alternative
U3Si; structure that MEAM predicts to be more stable than the experimental structure; however,
this is not confirmed by DFT. In summary, even though the formation energies are accurate for
the U3Siz and U3Sis compounds the complex bonding in the U-Si system renders a complete
description of the phase diagram very challenging.
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Figure 3.3: Formation energies for U-Si compounds (with respect to Si in the diamond structure
and o uranium) as function of uranium fraction obtained from the MEAM potential,
DFT calculations and experimental literature values [13]. The values are normalized
per atom.

The MEAM potential was successful in capturing the stability and structure of the two main
U3Siz and UsSis fuel candidates. However, the complex bonding in this system gives rise to a
complicated phase diagram and the potential fails to accurately predict the stability for some of
the other U-Si phases. The MEAM potential also predicts competing stable phases at the U3Si;
composition that have not been confirmed by DFT calculations or experiments. This is going
to cause problems in finite temperature molecular dynamics simulations. Additional work is
required to resolve these issues. The volumes, elastic constants and defect properties predicted

12



by the MEAM potential also deviate from DFT calculations and experiments for several cases.
All of these discrepancies are likely connected and we are currently focusing on improving the
description of the volume of the USi; compound (AlB; structure), since that seems to be the root
cause of many of the observed discrepancies. Despite the challenges that have been identified,
our initial assessment of the possibility of developing a reliable U-Si potential has demonstrated
some promising results and we are continuing to improve the MEAM potential. The results will
also be provided as feedback to the development of a U-Si Tersoff potential at Idaho National
Laboratory.

3.2 Development of MD potential for uranium silicide fuels

Low-enriched uranium-silicide dispersion fuel is used extensively worldwide in research and test
reactors. U3Siz is widely used mainly due to lower fission gas bubble growth and fuel swelling
in U3Si; than in U3Si. The BISON group has already developed empirical models for ther-
mal conductivity, specific heat, and swelling of U3Si;. To increase the predictive capabilities
of these models, it is imperative to formulate in developing knowledge-based process models
with a minimum of empirical parameters. For example, silicide compounds (U3Si; and U3Si)
are known to become amorphous under irradiation. Such a transformation resulted in changes
in fission gas mobility and the plastic flow rate [can be treated in Marmot either by crystal plas-
ticity or continuum yield/stress/strain plasticity] of the fuel that were responsible for the large
swelling increases. There was clear independent experimental evidence to support a crystalline
to amorphous transformation in those compounds. However, it is still not well understand how
the amorphous transformation will affect on the fuel behaviors. Thus an atomistic level under-
standing is warranted.

One of the most important variables in the performance of U3Si; is the existence of the so-called
secondary phases, such as U solid solution (a.,p, ¥), U3Si (a.p), or U-Si. In order to develop
knowledge-based model with a minimum of empirical parameters in BISON and Marmot, inputs
from atomistic simulations are essential. DFT will provide most reliable information. However,
due to the size and time limitation, kinetic information such as amorphization under irradiation
directly from DFT is probably ruled out and the feasible way is from MD simulation. Unfortu-
nately, so far no such MD potential is available for uranium-silicide to generate data. Thus we
will develop uranium-silicide potential from ab initio data.

In order to investigate how uranium-silicide becomes amorphous under irradiation using MD
simulation, it is crucial to have an appropriate MD potential formula capable of describing vari-
ous crystallographic phases and amorphous states well. Comparing existing MD potentials for U
and Si, the potential formalism we decide to adopt is the modified Tersoff potential [14], which
so far is the best MD potential to study liquid or amorphous Si, besides various crystallographic
phases. Since the parameter set for Si is available, only two additional parameter sets or interac-
tions (U-U and Si-U) need to be fitted for U-Si potentials.

We will use POTFIT, a force matching potential fitting package, to fit the potential parameters.



This package has been built and installed at INL. Also it is instructive to consider the uncertainty
quantification of the particular potential parameters. To this end, we tested how the sensitivity
and range of potential parameters affect the fitting results and narrowed down the range for each
parameter needing to be fitted.

POTFIT requires all input datasets such as lattice, energy and force directly from first-principles
DFT calculations. However, it is difficult to obtain high fidelity force information from DFT due
to the combination of a strong electron correlation, multiple minima and relativistic effects of 5f
valence electrons of U.

In order to develop a rigorous, systematical and transferable potential, we also collected the
dataset for the hypothetical structures of U, including dimer and tetramer at a variety of com-
pressive and tensile strains. We note that under a thermalized or dynamical environment, the
controlled environment of the atom utilized in the potential fitting process (static) will most
probably be lost. In order to overcome this issue to describe the kinetic behavior with high
fidelity, our datasets also include information about atoms displaced from the perfect crystal
structures with respect to the crystal symmetry.

We collected the necessary datasets of energy, force and external stress for o, B , and y phases of
U at various conditions of hydrostatic strain (tensile/compressive). Figure 3.4 shows the poten-
tial energy-volume (E-V) curve for (a.,B, y)-U. We found that at 0K, o-U is most stable, B-U is
about 0.1 eV/atom higher, and y-U is about 0.27 eV/atom higher than o-U. Meanwhile, we also
found that for y-U under tensile strain, a magnetic structure is more energy favorable than that
of the non-magnetic structure. Experimentally validating this may be valuable.
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Figure 3.4: E-V for a, p and y-U

Free energy of these phases as a function temperature is also calculated. First principles calcula-
tions based on the quasi-harmonic approximation are adopted here. We used the VASP software
for the first principles calculations. Energy derivatives such as force were extracted from VASP
results, and such information is required to calculate Cp, for example. Both Rose-Vinet and
third-order Birch-Murnaghan equation of state (EOS) were used fit the derived thermal proper-
ties of U phases. a-U is stable up to 935 K. It is orthorhombic with space group Cmcm (#63).



In o.-U each primitive cell (PC) contains 2 atoms and two PCs form a unit cell. According to the
crystal symmetry, phonon calculations will need two types of displacement per unit cell besides
the ideal structure. A 4x2x2 unit cell is used for the calculations of thermal properties for a-U
and there are 57 different structures calculated. The result of thermal properties for o.-U phase
is plotted as shown in Figure 3.5. The structure of o-U phase is very complex which may be
visualized as corrugated rectangular layers stacked in the [010] direction. For the a-U phase, as
temperature increases, bulk modulus will decrease, reach the minimum at ~ 100K, then increase.
The specific heat C, will reach a near plateau region as the temperature is above ~250 K. The
volume of a-U will be maximum at ~500K, then collapse.

Velumetric

1.0e6 [K~-1]

----- per 2 atoms

Thermal expansion x

THes =y
Temparature (K] i =
Temperature [K]

Bulk modulus

per 2 atoms

i i 5 £ i i £ s 5o Tt
Temparature K] Temperature [K] Temperature [K]

Figure 3.5: a-U thermal properties

We also investigated the thermal properties of the B-U phase. B phase is stable from 935 to 1045
K for pressures up to 3 GPa, with centro-symmetric space group P42/mnm (#136). It has a very
complicated tetragonal structure with 30 atoms per PC. In order to obtain the thermal properties
of B-U phase, 15 types of displacement are needed for each structure containing two PCs with
a total number of 160 different structures calculated here. The structure may be imaged as the
packing of layers of irregular five-member rings in the c-direction as shown in Figure 3.6. Fig-
ure 3.6 also shows the result of thermal properties for B-U phase.

e We found that for B-U phase as temperature increases, bulk modulus will decrease, from
~130 GPa to 240 GPa at 2000 K.

e The specific heat C, will increase from 0 J/mol/K at O K, and reach a near plateau region
at 700 J/mol/K as the temperature is above ~250 K. Note for B-U phase, there are 30
atoms per primitive cell.

e The thermal expansion of B-U will increase from 0/K at 0 K, reach a maximum (~1.7x 10-
6 /K) at ~100K, then reduce, and become negative above ~1800 K.
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Figure 3.6: B-U thermal properties

The result of y-U thermal properties is shown in Figure 3.7. We found that for y-U phase as
temperature increases, bulk modulus will decrease, reach the minimum at ~90K, then increase.
Meanwhile, the volume of y-U will be maximum at ~110K, then collapse. It is apparent that y-U
is unstable at low temperature. Furthermore investigation of high temperature thermal properties
of y-U is underway.

We fitted and evaluated the 16 potential parameters based on the modified Tersoff potential for
U. Fitting from a database of ~259 configurations (57 a-U, 160 B-U, 38 y-U, and 4 U tetramers),
~50000 forces and ~1560 stresses, we have obtained many parameter sets by varying the weigh
factor of each data point and then evaluating the potential parameters. Figure 3.8 shows the
result predicted by one of our fitting parameter sets. As one can see, so far the prediction of
potential energies for o, B, y-U align with DFT results well. Meanwhile the issues such as the
lowest energy phase being y-U phase rather than o-U phase is lifted by the improved parameter
set, and all fitting phases of U are correct. Furthermore, as one can see, B-U phase is described
very well by our potential. Regarding the transferability, the U potential developed in this project
already surpasses all existing U potentials.

To pursue the maximum transferability of the fitting potential, we also prepared test and valida-
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tion datasets by DFT calculations to collect the energy vs. volume for other unfitted structures.
The testing structures of U are the hypothetical phases of U diamond, simple cubic (SC) and
face center cubic (FCC). However, it is extremely difficult to maximize the transferability and
accuracy of all phases, and some compromise may be necessary. More detail will be presented
in the near future.

Figure 3.8:

FOTFIT energy

-2.3

=3 F

150
confugure index

—— fit
target

Potential energy surface of o, B, y-U and U4 tetramer at various strains predicted by
our fitting parameter set and compared with DFT results.
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4 Mesoscale Developments

4.1 Modeling the irradiation hardening behavior of FeCrAl alloys
using crystal plasticity simulations

We have implemented a defect density-based constitutive crystal plasticity model [15, 16] in the
Visco Plastic Self Consistent (VPSC) framework [17] to simulate the mechanical response of
FeCrAl alloys post-irradiation. Irradiation induced defects including < 111 > and < 100 > dis-
location loops, and o’ precipitates are used as state variables in this framework and constitutive
models implemented to simulate the observed deformation behavior. The model parameters have
been calibrated to tensile loading experiments performed at ORNL [18-20]. The model was first
calibrated to the true stress-strain response of a virgin (no irradiation) Fe-15Cr-4Al alloy. Fig-
ure 4.1(a) shows the comparison of model predictions with the experimental stress-strain data
at room temperature. A reasonable correlation to experiments was obtained up to true strains
of 0.4. Model parameters related to the irradiation damage were then calibrated using defect
densities for the Fe-15Cr-3.9Al alloy given in [19, 20]. The model was then used to predict the
irradiation hardening behavior for alloys with varying compositions. Figure 4.1(b) shows the
comparison of model predictions of the initial yield stress with experiments for alloys irradiated
to 1.6 dpa damage. The model is able to reproduce the observed increase in yield stress due to
irradiation hardening with reasonable confidence. Moreover, the subsequent hardening behavior
(not shown here) is consistent with experiments, where the stress-strain response flattens out
following initial yield.
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Figure 4.1: (a): Model predictions of the stress-strain response of cold worked and fusion zone
specimens of Fe-15Cr-4Al laser weld alloys compared with experiments [18], (b):
Comparison of the predicted yield stress with experiments [19, 20] for various Fe-
CrAl alloys irradiated to 1.6 dpa damage.
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We are presently working on implementing these models in the BISON finite element frame-
work. This model will allow us to simulate reactor conditions similar to Loss of Coolant Acci-
dent (LOCA). Physically based irradiation creep and thermal creep models will also be incorpo-
rated in this framework in the next phase of the project.

4.2 Rate Theory Model of the Swelling Behavior of Canadian U3Si
Fuel

Accurate prediction of the fission gas bubble evolution during irradiation and its interrelation
with the macroscopic radiation-induced swelling behavior of U3Si, fuel is crucial for the de-
velopment and design of the fuel elements. DART/GRASS-SST [21, 22], a rate theory code
which has been successfully applied to interpret the experimental observations of U3Siz and
Us3Si fuel swelling in both plate and rod fuel element geometries, is employed to predict the
swelling behavior of U3Si; in this project. As the first step, the reliability and accuracy of the
codes in handling silicide fuel materials shall be examined and validated based on existing data.
The information obtained from the rate-theory modeling is also beneficial for understanding the
underlying mechanisms of silicide fuel swelling by using atomic-scale material simulation tools.

Due to the lack of experimental swelling data of U3Sia, U3Si was selected instead in this study
as the first attempt to use the rate theory gas behavior model in DART/GRASS-SST for uranium
silicide fuel swelling simulation at high operating temperatures ( 500°C). Canadians measured
the swelling behaviors of U3Si in 1960s [23]. Those data were used for the comparison with the
calculation results.

U3 Si rods cladded by Zircaloy-2 with central voids were irradiated in the X-5 loop of the Chalk
River NRX Reactor up to 6000 MWd/tU. The swelling was monitored throughout the test (see
scattered points in Figure 4.2). The fuel swelling can be divided into two stages. In the first
stage, the increased volume mainly fills the central void and the gap rather than interact with
the cladding. In the second stage, however, the fuel swelling is constrained by the cladding.
In this study, the first stage was used to tune the material parameters that determine the gas
swelling rate without constraints. Then a simple fuel-cladding interaction model was estab-
lished to replicate the swelling behavior in the second stage and to examine the feasibility of
coupling DART/GRASS-SST and BISON.

In this study, the mechanistic fission-gas release and swelling model GRASS-SST [24] was em-
ployed for UsSi pellet swelling simulation . GRASS-SST is the basis of the dispersion fuel
performance code DART [25, 26], whose capability in simulating fission gas behavior in fuels
has been validated extensively [24-27]. The primary reason for using GRASS-SST instead of
DART in this project is that DART considers the complex particle-matrix interaction in a disper-
sion fuel system, which is irrelevant for monolithic fuels.

GRASS-SST models the effects of fission-product generation, atomic migration, bubble nucle-
ation and re-solution, bubble migration and coalescence, interlinked porosity, and fission-gas
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interaction with structural defects [24]. GRASS-SST calculates the fission-gas-bubble-size dis-
tribution for bubbles in the lattice, on grain boundaries, on dislocations, and along the grain
edges by solving a set of coupled nonlinear differential equations [28]. Besides the environment
parameters such as temperatures, burnup, and geometry, those equations are also controlled by
several key material properties. Due to the scarce available data on U3Si materials properties,
some of the values of the material parameters were taken from UQO; fuel [27], and others have to
be tuned to fit to the measurements, such as gas atom diffusivity (Dg), bubble nucleation factor
on grain boundary (f;), resolution rate (bp) and fuel surface energy (y). Sensitivity examinations
were performed for all the tuned values. Results show that D, [29], and f, have strongest ef-
fects on the swelling behavior. It is critical to check the physics models and verify the values of
materials properties used in the current rate-theory code by using the lower scale computation
methods or/and single effects experiments.

For simulating the first stage in fuel swelling (before gap closure), no modifications on the
physics models in the code were made; some materials properties were adjusted. The resultant
fuel swelling reasonably agrees with the measured volume increases as shown in Figure 4.2. For
simulating the second stage in fuel swelling (after gap closure), a simple mechanical model is
implemented to emulate the cladding effect. Multiple deformation mechanisms, including elas-
ticity, plasticity and thermal/irradiation creep of Zircaloy-2 were quantitatively analyzed based
the experimental data [30]. Irradiation creep [31] was found to dominate the second stage. The
fuel pressure in the second stage was tuned within the range that can be reasonably provided by
the Zircaloy-2 cladding under irradiation creep [32]. The results are consistent with the experi-
mental data. Swelling behavior in both stages now can be replicated by GRASS-SST, as shown
in Figure 4.2.
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Figure 4.2: Rate theory predicted swelling rate compared with the experimental measurement
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However, realistic fuel-cladding interaction is much more complex. Adopting more complex
models with advanced algorithm such as FEM will further improve the reliability and accuracy
of current rate theory calculation. Therefore, coupling GRASS with BISON will expand the
capability of this code. As we have already succeeded in coupling Fast-GRASS, a light version
of GRASS which ignores the size distribution of gas bubbles, with BISON, we have sufficient
experience in handling similar activities.

In this study, we tuned the parameters in GRASS-SST to replicate the experimentally measured
swelling data in U3Si fuel with Zircaloy-2 cladding at LWR operating conditions. A parameter
sensitivity test was performed for a series of material parameters to show how these key material
properties influence the swelling behavior without taking into account the cladding restraining
effects. The code successfully replicates the radiation-induced swelling behaviors of U3Si. Also,
the simulation shows it is important to obtain some reliable parameters from either lower-scale
simulations or experiments to improve the reliability of the rate theory code and provide initial
improved parameters estimates to Marmot code. A simplified model was also established to
predict the swelling behavior considering the interactions between the Zircaloy-2 cladding and
U3Si fuel. The results match the measured data, demonstrating the potential of GRASS-SST
in predicting fuel swelling behavior influenced by cladding with the help of external model.
This also emphasizes the importance of the coupling between GRASS and BISON to establish
a package with comprehensive functionality to predict the fuel behavior at higher burnups.

4.3 Evaluation of microstructure impact on the thermal conductivity
of U3Si> using Marmot

INL has recently developed various capabilities to measure the thermal conductivities of a wide
range of fuels, including the thermal conductivity microscope (TCM) for measurements at the
microscale (~um) and standard laser flash for measurements at the scale of fuel pins. These two
methods have been applied to several types of fuels including U3Si; fuel, which is a promis-
ing candidate for accident tolerant fuels. The measured thermal conductivity for a U3Si; fuel
sample recently fabricated at INL by these two methods differed from each other slightly. This
difference suggests the impact of microstructure on the measurement, since these two methods
work at difference spatial scales. The TCM method measures the conductivity and diffusivity
locally for the U3Si; matrix, while the laser flash method measures the overall conductivity of
the fuel, which consists of more complex microstructure. Here, modeling using the Marmot
code was conducted to reconcile the results from these two methods by considering the impact
of microstructure. The Marmot code is a powerful tool for calculating the effective thermophys-
ical properties of material systems with complex microstructures.

The fabricated U3Si; fuel is not pure. Various phases other than the U3Si; matrix have been
identified, as indicated by contrast in the SEM image. Analysis of the chemical elements indi-
cates that in addition to the U3Sip matrix, two other phases may also exist: USi and an oxide
phase, either U3Og or hyper-stoichiometric UO; to be cleared in the future by further character-
ization (4.3a). Here our modeling focuses on the impact of the oxide phase which has a much
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lower conductivity than those of the U-Si phases. In the modeling, we distinguished the ox-
ide phase from the rest by reconstructing the SEM image using the image-processing tool in
MOOSE (4.3b). Mesh adaptivity has been enabled at the interface. Based on the reconstructed
mesh, the Marmot code was used to calculate the effective thermal conductivity at room tem-
perature. For the U3Siz matrix, we took the value of 8.9 W/m-K from the TCM measurement.
For the oxide phase, two calculations were done by taking the phase to be either U3Og or hyper-
stoichiometric UO,. A value of 2.2 W/m-K from literature [33] was used for U3Og, and that of
4.3 W/m-K [34] was used for UO;. The results showed that the discrepancy between the results
from TCM and laser flash measurements can be explained (4.3c) by considering the impact of
the microstructure of the sample, i.e., the appearance of the oxide phase. (This may also explain
why the INL measurements are lower than the LANL results which were obtained with purer
U;Si; samples [35]. We believe that better comparison can be achieved in the future with further
consideration of the microstructural details.
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Figure 4.3: (a) SEM image of a U3Si; sample, (b) reconstructed microstructure and mesh in
MOOSE for Marmot calculations, and (c) thermal conductivity of U3Si, as a func-
tion of temperature. The solids symbols are experimental measurements from liter-
ature and INL. The TCM result is shown as the solid square. The Marmot results
based on the reconstructed mesh are represented by the open triangles.
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5 Engineering Scale Developments

Material behavior and properties of interest at the engineering scale include: thermal conduc-
tivity, specific heat capacity, Young’s modulus, Poisson’s ratio, thermal expansion, fission gas
release, fuel and cladding swelling, and thermal and irradiation creep. It is important to note that
many of the engineering scale parameters of interest are influenced by phenomena occurring
at the lower length scales. The density functional theory, molecular dynamics, and mesoscale
developments in FY 2015 as part of the ATF HIP were presented in previous chapters, demon-
strating that the capabilities are still under development. Therefore, at this stage the engineering
scale studies were completely decoupled from the lower length scale activities until further de-
velopments are completed. The ATF fuel concepts studied include uranium silicide compounds
and iron-chromium-aluminum (Fe-Cr-Al) alloys. Since experimental data is limited for these
materials, the engineering scale research focused on sensitivity analyses and bounding studies
on critical material parameters using the BISON fuel performance code while utilizing available
data and expert judgment.

5.1 Uranium Silicide

Uranium silicides are leading candidates for the fuel in accident tolerant fuel rods. U3Siy has
a number of advantageous properties compared to UO,. In particular its higher density and
thermal conductivity enable the fuel to operate a much lower temperatures and thermal gradients.
This results in lower thermal stresses within the fuel, which should mitigate pellet cracking [36].
Less cracking and lower temperatures should result in much lower fission gas release into the
plenum regions than with UO; fuel. One disadvantage of uranium silicide is that almost all of
the experimental data that is available is for experimental dispersion fuels, not monolithic fuel
as would be present in an LWR. This raises the question of whether the data is appropriate for
monolithic fuel and can be used in modeling. Furthermore, there is limited data on fission gas
mechanisms, creep, and densification behavior in uranium silicides. This section presents the
material models included in BISON for uranium silicide and highlights the sensitivity analyses
and bounding studies completed.

5.1.1 Material Models

BISON is built upon the MOOSE computational framework which provides a relatively sim-
plistic methodology for implementing new material and behavior models into the code. The
material models available in BISON for U3Si; include temperature dependent thermal conduc-
tivity and specific heat capacity and burnup dependent volumetric swelling. Fission gas release
mechanisms are treated as for UO, fuel in the absence of additional information. The details



of these models were originally presented by Metzger et al. [36] and are reproduced here for
completeness.

5.1.1.1 Thermal Model

The thermal model calculates the thermal conductivity and specific heat capacity of U3Si;. Two
different models exist for both thermal conductivity and specific heat. The thermal conductivity
options are denoted WHITE and SHIMIZU respectively, where the name corresponds to the
main author of the paper where the model was proposed. The specific heat options that are
available are WHITE and IAEA. The default models used in BISON are the WHITE models
which are taken from White et al. [35]. The thermal conductivity correlation proposed by White
etal. in Wm~! K1 is:

k=0.0151 xT 4 6.004 (5.1)

where T is the temperature in K. For specific heat the correlation in J mol~! K~ is:

Cp, =0.02582 x T 4+ 140.5 (5.2)

To obtain the specific heat SI units of J kg~! K~! one must divide the specific heat calculated
by Eq. 5.2 by the molar mass for U3Si; given as 0.77025773 kg mol~!. Since White et al.’s data
is new, legacy correlations were retained in BISON for thermal conductivity and specific heat.
The SHIMIZU model for thermal conductivity was proposed by Shimizu [37]:

k=7.9840.0051 x (T —273.15) (5.3)
where T is the temperature in K. The legacy correlation for specific heat (denoted IAEA) was
presented in a Matos and Snelgrove IAEA technical report [38]:

Cp=199+0.104 x (T —273.15) (5.4)

The implementation of the thermal model allows any combination of thermal conductivity and
specific heat models. For example the WHITE thermal conductivity model can be used with the
IAEA specific heat correlation to perform investigative bounding studies.

5.1.1.2 Mechanical Model

Currently in the absence of additional data constant material properties are used for the Young’s
modulus and Poisson’s ratio of U3Si;. The nominal values chosen are E = 150 GPa and v =
0.177. These Young’s modulus and Poisson’s ratio values were calculated from data presented
by Shimizu [37] and Taylor and McMurtry [39] respectively.

5.1.1.3 Swelling and Densification

An empirical correlation was derived by Metzger et al. [36] from experimental data from Finlay
et al. [40]. Metzger et al. converted the data in Figure 3 of Finlay et al. into swelling strain as
a function of burnup (in FIMA) by utilizing a conversion factor from fission density (in fissions
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per cubic centimeter) to FIMA of 3.63457 x 10723, The obtained empirical correlation is given
by

Vv
V.= 3.88008 x Bu? 4 0.79811 x Bu (5.5)

a

BISON requires the incremental volumetric swelling strain given by

AV
Vo= (7.76016 x Bu+0.79811) x ABu (5.6)

a

where Bu is the burnup in FIMA. It is important to note that the above correlation is for the total
volumetric swelling including both the gaseous and solid components. According to Metzger
et al. Uj3Sij is expected to undergo similar densification as UO; and therefore the ESCORE
empirical model [41] was used:

() 1) (5.7)

where €p is the densification strain, Apy is the total densification that can occur (given as a
fraction of theoretical density), Bu is the burnup, and Bup is the burnup at which densification is
complete. For temperatures below 750 °C the parameter Cp is given by 7.2 —0.0086(T — 25);
above 750 °C it is 1.0 (T in °C). To eliminate the discontinuity in Cp, BISON uses 7.235 —
0.0086(T — 25) below 750 °C.

ED - Apﬂ

5.1.1.4 Fission Gas Release

Metzger et al. suggest that until future experiments are available that can provide accurate data
on the fission gas release (FGR) in U3Si; in pellet form that the FGR mechanisms be treated as
similar to UO;. The details of the fission gas release model in BISON are described in Pastore
et al. [42]. The Simple Integrated Fission Gas Release and Swelling (SIFGRS) model has the
ability to couple the fission gas generated to the gaseous swelling component. Because the
swelling model for U3Sij is the total swelling component, this coupling to gaseous swelling is
not utilized. Therefore, any fission gas release only degrades the heat transfer between the fuel
and the cladding. Due to the high thermal conductivity and subsequently low temperature of the
fuel, it is expected that the fission gas released will be minimal during normal operation.

5.1.2 Sensitivity Analyses

Since many of the material properties for U3Si; are based upon limited experimental data, sen-
sitivity analyses can be used to determine which parameters have the greatest effect on output
parameters of interest (e.g., fuel centerline temperature, cladding hoop stress). Prior to perform-
ing any sensitivity analyses a nominal example case was completed to illustrate the differences
between UO, and U3Si; behavior under normal operating LWR conditions. For this nominal ex-
ample case traditional Zircaloy-4 was used for the cladding. A representative 2D axisymmetric
example problem was used for the nominal case. The geometric dimensions and operational pa-
rameters were adapted from Williamson et al. [2] and Metzger et al. [36]. The problem simulates
a 10-pellet fuel rodlet with Zr-4 cladding. Separate simulations were completed with UO, and
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U;Sij as the fuel respectively. The dimensions of the rodlet are typical of PWR fuel. The pellets
had length and diameter of 11.9 mm and 8.2 mm, respectively. The cladding has a thickness of
0.56 mm for both materials for consistency, and a nominal initial radial gap of 80 yum was used.
A second-order QUADS finite element mesh was used to approximate the geometry using 11
radial and 32 axial elements per pellet as illustrated in Figure 5.1. The cladding was modeled
with 4 elements through the thickness and 326 elements axially.

He fill gas

Cladding

9 mm
80 um gap

«—_ coolant
pressure

1D coolant
channel
model

Figure 5.1: Geometry and mesh for the nominal example problem. Adapted from references |2,
36]

A simple power history is applied to the fuel. It is assumed the power rises linearly over ap-
proximately three hours and then is held constant at 25 kW/m for approximately 3.2 years. A
symmetric axial profile is applied to the active fuel length of the rodlet such that the maximum
power is applied at an axial position of 0.06162 m from the bottom of the fuel stack. A simple
one-dimensional coolant channel model was used to calculate the convective heat transfer coef-
ficient on the outside of the cladding. The operating conditions used are reproduced in Table 5.1.

A similar comparison to the one outlined above was presented in Metzger et al.’s paper; however
in that case, fuel creep and relocation was turned off for the UO, fuel to be consistent with the
elastic model used for U3Si;. Here we compare the results when using all of the information
known about UQ; to simulate the fuel.
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Table 5.1: Operational parameters for the 2D axisymmetric example problem.

Parameter Value Units
Linear average power 250 Wem™!
Fast neutron flux 7.5x10"7 nm 25!
Coolant Pressure 15.5 MPa
Coolant inlet temperature 580 K
Coolant inlet mass flux 3800 kgm 257!
Rod fill gas Helium -

Fill gas initial pressure 2.0 MPa
Initial fuel density 95% theoretical -
Fuel densification 1% theoretical -
Burnup at full densification 5 MWd kgU~!

Figure 5.2(a) illustrates the fuel centerline, fuel surface, and cladding inner surface temperature
histories. The higher thermal conductivity of U3Si; results in a centerline temperature that is
approximately 400 K lower than observed for UO,. Consequently, the lower operating tem-
peratures result in less thermal expansion, and the fuel-to-clad gap remains open longer. The
point of contact occurs when the slope of the fuel surface and centerline curves change. UO,
has a lower fuel surface temperature because relocation causes the fuel-clad gap to close more
rapidly than in the U3Si; case. Also, larger plenum volume and no fission gas release results in
a lower plenum pressure with U3Si; fuel as observed in Figure 5.2(b). While there is no fission
gas release in the U3Sij simulation, the plenum pressure constantly increases due to the closing
of the fuel-to-clad gap due to thermal expansion. As the plenum volume continually decreases
the internal pressure must increase, which is observed in Figure 5.2(b). The reason the uranium
silicide simulations end at a lower burnup is due to the higher density of uranium in the U3Si;
matrix.

The mechanical properties and behavior of U3Si; (e.g., creep) are not well known. Moreover,
at the time of this analysis the optimal dimensions of U3Si; fuel pellets for LWR applications
are unclear. Therefore, a sensitivity study was completed using Sandia National Laboratories’
Dakota [43] software with the input parameters chosen to be a scale factor on the fuel swelling,
the Young’s modulus, Poisson’s ratio, coefficient of thermal expansion, and the initial pellet ra-
dius, where the output quantities of interest are fuel centerline temperature and the hoop stress
on the exterior surface of the pellet. Figure 5.3 shows main effects plots for the two output pa-
rameters of interest. The independent parameters (e.g., scale factors and geometry) were given 3
distinct values in a histogram form resulting in 243 simulations in the multidimensional param-
eter study. The information in a main effects plot is such that a point represents the mean value
of the output parameter for all simulations at which the corresponding input parameter had that
particular value. The exterior hoop stress is compressive because the sensitivity study takes the
last time step of the simulations once contact has already been established.

As expected the Young’s modulus and Poisson’s ratio have essentially zero effect on the center-
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Figure 5.2: Comparisons between using U3Sip and UO; in the example problem (a) fuel cen-
terline, fuel surface, and clad inner surface temperatures, (b) plenum pressure and
fission gas release.

line temperature and have a moderate affect on the exterior hoop stress. The input parameters
with the most influence on centerline temperature and exterior hoop stress are the swelling factor
and pellet radius. The radius of the fuel pellet is significantly correlated with the centerline tem-
perature because the smaller the pellet radius the larger the fuel-to-clad gap. A large gap means
reduced heat transfer and subsequently higher fuel temperatures. Contrarily, as the fuel radius is
increased, the magnitude of the compressive stress on the exterior of the pellet decreases due to
contact occurring prior to creep mechanisms having a strong compressive force on the expand-
ing pellet. Keep in mind that the range of the mean centerline temperature is approximately 4
K. This is because the thermal conductivity of U3Si; increases with temperature and the power
history applied in the example case is constant. The parameter with greatest influence on cen-
terline temperature would be the thermal conductivity, but since there is significant data already
available [35, 37] it has been left out of the multidimensional parameter study presented here.

The results of the sensitivity studies were previously presented at TopFuel 2015 [44].

5.1.3 Bounding Studies

To provide some insight into areas where limited data is available and sensitivity analysis tech-
niques cannot be employed, bounding studies have been completed to provide some understand-
ing of the behavior of U3Si;. Two bounding investigations were completed using the U3Sis
models in BISON, one on fission gas release and one on solid and gaseous swelling.

The first study on fission gas release was concerned determining the effect of fission gas re-
lease on the centerline temperature in the example problem containing U3Si, fuel and traditional
Zircaloy-4 cladding. Because U3Siy has a high thermal conductivity and the centerline temper-
ature is low, it is expected that there will not be a large quantity of gas released. However, in the
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Figure 5.3: Main effects plots investigating the sensitivity of U3Si2 material properties on (a) the
fuel centerline temperature and (b) the pellet exterior hoop stress at an axial location
of 0.06162 m on the fuel rodlet. This location corresponds to the axial location of

highest power.

absence of other data the fission gas mechanisms and diffusion coefficients used in the fission
gas model are those of UO,. From lower length scale investigations it has been proven that the
diffusion coefficients of fission products in U3Siy is different from UO;. To investigate the effect
of different diffusion coefficients, the grain boundary and intragranular diffusion coefficients for
UO, were scaled by factors varying from 1 to 6.93e5 and plotting the fission gas released as a
function of temperature as shown in Figure 5.4. The annotated number next to each data point
corresponds to the scaling factor on the diffusion coefficients for that case. It is observed that
even up to fission gas released percentages of 74.4 the centerline temperature only increased by
approximately 400 K and is still well below any temperature of concern for U3Si,.

The second bounding study performed on U3Si; was concerned with decoupling the fuel swelling
model presented in Equation 5.5 into gaseous and solid swelling components. Three cases were
investigated and compared: 1) no densification, and both gaseous and solid swelling, 2) no
gaseous swelling, and both solid swelling and densification, 3) densification, and both gaseous
and solid swelling. In order to be able to turn on and off gaseous swelling, the model in Equa-
tion 5.5 had to be decoupled into separate components. This was completed by utilizing the
swelling only contribution from Figure 5 in Finlay et al.’s paper [40]. By plotting the solid only
contribution and the BISON correlation on the same plot (see Figure 5.5) the onset of gaseous
swelling can be approximated. After gaseous swelling begins the BISON curve includes both
gaseous and solid swelling. By subtracting the solid contribution from the total swelling, the
gaseous contribution can be determined.

Therefore, the volumetric strain increment for solid swelling is given by
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(ﬁ) =0.94519 x ABu (5.8)
Vo solid
where Bu is the burnup in FIMA. Below a burnup of 0.05 FIMA gaseous swelling is zero,
otherwise the gaseous swelling is given by
AV
(V_) = (7.76016 x Bu+0.79811) x ABu — (0.94519 x ABu) (5.9)
0 / gaseous

In order to achieve some gaseous swelling the example problem used for the sensitivity stud-
ies had to be modified slightly to accumulate enough burnup. To achieve a higher burnup to
reach and go beyond the onset of gaseous swelling the time of irradiation at power was dou-
bled. Results were obtained for the hoop stress at the cladding interior and pellet exterior at an
axial location of 0.06162 m corresponding to the highest power as a function of burnup for the
three cases of interest as shown in Figure 5.6. In addition, results were obtained of the radial
distribution of the hoop stress and total swelling within the fuel at the last time step as shown in
Figure 5.7.

As expected the case with no fuel densification results in contact between the pellets and cladding
being established earlier as shown in Figure 5.7(a) as the transition from compressive to tensile
stress on the interior surface of the cladding occurs at an earlier burnup. The onset of gaseous
swelling can see at a burnup of ~30 MWd/kgU. The case with no gaseous swelling results in
a lower overall cladding stress as expected since the fuel is not pushing into the cladding as
much. The hoop stress in the fuel is seen to be compressive due to resistance from the cladding.
However, the magnitude of the compressive hoop stress at the fuel exterior is much higher than
expected. This is likely attributed to no thermal and irradiation creep models being available for
U3Si;. Future studies should focus on the development and investigation into creep behavior of
U;3Sis.

Based upon the hoop stress results at the exterior of the fuel presented in Figure 5.6(b) it was de-
sired to investigate the hoop stress behavior radially through the pellet as shown in Figure 5.7(a).
What the plot illustrates is that the significantly large hoop stress only occurs in the last finite
element of the fuel pellet. The reason for this significant increase in swelling resulting in a larger
hoop stress is the use of the radial power factor model that is BISON for UO,. In absence of
other data this was considered an acceptable approximation. Due to the radial power factor the
burnup on the outer rim of the pellet is significantly higher than the burnup at the interior of the
fuel and therefore the swelling and subsequently the hoop stress is higher in this region. A creep
model for the fuel could help reduce the stress experienced at the pellet exterior.

5.2 Iron-Chromium-Aluminum (Fe-Cr-Al) Alloys

FeCrAl alloys are considered part of a class of materials known as advanced oxidation-resistant
iron alloys and are one proposed cladding material for used in accident tolerant LWR fuel rods.
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Typically other dopants are included into the iron-chromium-aluminum structure to provide de-
sired material behavior such as molybdenum, yttrium, titanium, and carbon. One of the ad-
vantages of FeCrAl alloys over their traditional zirconium based counterparts include an in-
creased creep resistant at high temperatures, such as those experienced during design basis and
beyond design basis accidents. Moreover, the oxidation rates of FeCrAl alloys are less than
Zircaloy [45, 46]. Terrani et al. [45] performed oxidation tests in pure steam at atmospheric
pressure, whereas Dryepondt et al. [46] performed oxidation tests at temperatures in the range of
800-1050°C. Additionally, the oxide layer that forms on the cladding prevents hydrogen ingress
and hydride formation, which is prevalent in Zircaloy cladding. Thus, the risk of cladding failure
due to the precipitation of circumferential hydrides during used fuel disposition is mitigated.

Some of the disadvantages and difficulties of using FeCrAl alloys as a cladding material include
their lower melting points then Zircaloy. In addition research of various chromia (C,03) forming
steels found that the required chromium content for protective barrier formation in steam at
1200°C is in excess of 20% [47]. These chromium concentrations would limit the irradiation
performance of the alloy [45]. Furthermore, there is limited data on the mechanical properties of
FeCrAl alloys and their durability under mechanical stresses and irradiation [46]. For example,
the creep data available for MA956 and PM2000 produced by Wasilkowska et al. [48] is limited
to a few selected temperatures and is not presented in a manner that is easily implemented into
BISON. This lack of data requires multiscale modeling to develop mechanistic material models
and sensitivity studies to identify areas where further experiments are required.

5.2.1 Material Models
5.2.1.1 Thermal and Mechanical Models

To investigate the behaviour of FeCrAl cladding in a fuel performance setting and to identify
areas where further research is required, a preliminary model of FeCrAl was added to BISON.
The material model allows the selection of three different FeCrAl alloys: Kanthal APMT [49],
PM2000 [50] and MA956 [51]. Using the information provided in the datasheets available from
the manufacturers of these alloys, the thermophysical properties including specific heat capacity,
thermal conductivity, modulus of elasticity, Poisson’s ratio, and coefficient of thermal expansion
(CTE) are calculated as a function of temperature from the tabulated data. For temperatures
between the tabulated points linear interpolation is used. Note that the CTE data is provided
as a mean value rather than instantaneous and therefore to obtain the correct thermal strain the
method by Niffenegger and Reichlin [52] needs to be employed.

5.2.1.2 Swelling

It is expected that FeCrAl alloys will be subjected to irradiation induced swelling due to their
cubic crystal structure. As an approximation for the swelling of FeCrAl alloys a simplistic model
provided by Kurt Terrani from ORNL has been implemented in BISON. The estimated swelling
rate is 0.05% per dpa. Using the same conversion factor as suggested above for irradiation creep
(1 x 10% n/m? = 0.9 dpa) the volumetric swelling strain rate is given by:



£=4.5x10"9 (5.10)

Integrating over time the volumetric swelling is given by

e=45x10"%d (5.11)

where & is the fast neutron fluence given in n/m?.

5.2.1.3 Thermal and Irradiation Creep

When choosing a potential cladding material for accident tolerant applications, an understanding
of the creep behaviour at normal operating and high temperatures as well as under irradiation
conditions is of great importance. Two creep models exist for FeCrAl alloys, one for the com-
mercial MA956 and one for a generic Fecralloy. The thermal creep correlation for MA56 is a
Norton law based creep model proposed by Seiler et al. [53]:

¢=Ag-exp(aT)-exp (—%) -c" (5.12)

L. o

'

A
where Q is the activation energy, n is the creep exponent and & an additional factor. The creep
behavior of MA956 is characterized by three regimes with independent sets of creep parameters.
The transition from one regime to another takes place at the critical stress 6.1 and 6. These
critical stresses are calculated during the simulation by equating two equations with the different
creep parameters in the two regimes. For example the first critical stress is defined as

1
_(Ar)=
Ccl = (Az) (5.13)

where A1 (Ao, Q,0, R,T) and ny are parameters in the range ¢ < 6.1, and A2(Ao, Q,®,R,T) and
ny are parameters in the range 6.1 < ¢ < G, respectively. Table 5.2 lists the creep parameters
of MA956 for the various stress regimes.

Table 5.2: Creep parameters of MA956
Ao [MPa™"s7'] n[-] Q[kJ/mol] a[KT]

G < 0a 78.978 49827 453 0.0
Gl <G<Gm 3466 x107124 410 453 0.1
G >0, 8.68 x 1016 52011 486 20.0122

The model for thermal creep of Fecralloy was proposed by Saunders et al. [54]:

£€=15.96 x 10_2?05'53)(]3 (—M)

T (5.14)

where o is the effective stress in Pa and T is the temperature in K. The model incorporated into
BISON for irradiation creep of FeCrAl alloys suggested by Kurt Terrani from ORNL through
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a personal communication. The coefficient for irradiation creep recommended by Terrani was
0.5 x 1076 per MPa per dpa. Utilizing the following conversion factor: 1 x 10%° n/m? = 0.9 dpa
a correlation for irradiation creep can be derived.

£=4.5x10"2c¢ (5.15)

where o is the effective stress in MPa and ¢ is the fast neutron flux in n/m?-s.

5.2.2 Sensitivity Analyses

To demonstrate the behavior of FeCrAl alloys under light water reactor conditions similar base-
line and sensitivity analyses as those for U3Siy were completed. In these cases the fuel was
kept as UO; and an MA956 cladding was used. Comparisons between the example problem
utilizing traditional Zircaloy-4 cladding and MA956 are shown in Figure 5.8. Figure 5.8(a)
presents the comparison of fuel centreline, fuel surface and cladding inner surface temperatures
as a function of burnup. It is observed from the beginning of irradiation that the fuel rodlet
with MA 956 cladding has higher fuel centerline and surface temperatures then the Zircaloy clad
rodlet. Significantly less creep is experienced by the MA956 resulting in the fuel-to-clad gap
remaining open for a longer duration leading to higher fuel temperatures. The inner cladding
surface temperature remains relatively constant for both simulations. The point of fuel-to-clad
contact occurs at the points at which the slopes of the curves change (i.e. about 12 MWd/kgU
and 38 MWd/kgU for the Zircaloy-4 and MA956 rods respectively).

Since the MA956 rodlet experiences higher fuel temperatures, the fission gas released from the
fuel grain boundaries to the plenum region is higher than the Zircaloy-4 rodlet as illustrated
in 5.8(b). Subsequently, the larger plenum and gap space within the fuel element due to less
creep down of the cladding results in a lower pressure within the plenum. The magnitude of
creep experienced by MA956 is very low at normal operating temperatures. However, it is
unclear what the effect that irradiation creep would have on the behavior of MA956 at these
temperatures. In Zircaloy-4 it is observed that thermal creep mechanisms are essentially negli-
gible at normal operating temperatures (< 600 °C) where irradiation creep dominates, whereas
at high temperatures (e.g. during a LOCA) thermal creep mechanisms are of greatest influence.
Therefore, it is important to include irradiation effects of MA956 to see if the creep rate increases
during normal operation as with Zircaloy-4.

While the example case above provides the nominal behaviour of MA956 cladding under nor-
mal operating conditions and highlights the limited creep experienced, there is still much not
known about FeCrAl alloys. Moreover, the dimensions of an accident tolerant fuel rod are un-
clear. To gain a preliminary understanding of which mechanical and thermal properties, creep
properties, and geometrical dimensions have the greatest influence on important rod properties
such as the hoop stress and fuel centerline temperature, a sensitivity analysis was completed
using Dakota [43].

Starting with the nominal example problem with MA956 cladding, the Young’s modulus, Pois-
son’s ratio, thermal conductivity, radial gap width, and cladding thickness were varied by + 10%
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Figure 5.8: Comparisons between using U3Siz and UO; in the example problem (a) fuel cen-
terline, fuel surface, and clad inner surface temperatures, (b) plenum pressure and
fission gas release.

to examine the effects of these parameters on hoop stress on the inner surface of the cladding
and the fuel centerline temperature. Since the material properties vary as a function of tem-
perature, a scale factor had to be used to properly vary these parameters. While varying the
thermal creep parameters in Equation 5.12 would be of interest, initial investigations indicated
that for the example problem investigated here the negligible creep strain experienced does not
have an affect on the stress results. The main effects plots of the study are presented in Figure 5.9

As expected it is imperative that the dimensions of an accident tolerant fuel rod be determined
as the clad thickness and initial gap between the fuel and cladding have a strong influence on
the stress state of the clad and the fuel centerline temperature as seen by the large slopes in the
main effects plots for these parameters. The final centerline temperature is strongly influenced
by the initial gap size. A larger initial gap results in higher temperatures because gap closure
takes longer to occur. Similarly, a larger thickness means more material for the heat to pass
through causing a slight increase in the centerline temperature. These plots confirm the expected
behavior when certain material parameters are varied. While the datasheets for the FeCrAl
alloys provide values for the thermo-physical parameters at certain temperatures, it is uncertain
if linearly interpolating between these values for temperature for which data is not provided is
appropriate. Since the completion of this study the dimensions of the proposed FeCrAl claddings
including inner and outer diameters and thickness have been decided. The sensitivity results here
have been previously presented at TopFuel 2015 [44].

5.2.3 Bounding Studies

Preliminary bounding studies for FeCrAl alloys have been completed by Ryan Sweet at the
University of Tennessee Knoxville. In these studies the upper and lower bounds were put on
FeCrAl swelling, and thermal and irradiation creep. The lower bounds were zero, Fecralloy

36



&
P5 B

B

&
P
A

g

:

2
o
8

Mean Clad Inner Hoop Stress (MPa)
/
s
/
a
-,
1]
[
Mean Centerline Tempe rature (K)

:

b

B0t

08 1 11 08 1 14 0% 1 14 72 80 BB 504 560 B16 08 1 11 08 1 14 08 1 14 72 80 B8 504 EBD EB1E
scale_factor_youngs scale_factor nu  scale_factor_k gap width um)  clad thickness fum) scale_factor_youngs scale_factor nu  scale_factor_k gap width (um) clad thickness (um)

(a) (b)

Figure 5.9: Main effects plots analyzing the sensitivity of MA956 material parameters including
a scale factor on the Young’s modulus and Poisson’s ratio, thermal conductivity,
gap width, and clad thickness on the (a) clad inner hoop stress and (b) centerline
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creep, and zero for swelling, thermal creep, and irradiation creep respectively. The upper bounds
were given by Equation 5.11, Zircaloy-4, and Equation 5.15, respectively. The power history
used and the results of the bounding studies for FeCrAl are currently not available for publication

from Ryan at this time.

5.3 Modeling of reflooding in full length cladding tube in a LOCA

A test case based on the geometry and test conditions used in one FLECHT experiment was
prepared and tested using both coarse mesh (5x2)! and fine mesh (50x2) with different options
to model reflooding of the full length cladding tube in a LOCA. The key input parameters are
provided in Table 5.3. Figure 5.10 provides the simulated decay power used in the test. Fig-
ure 5.11 provides the axial power profile. Figure 5.12 provides the axial clad temperature profile
at the start of reflooding.

Stainless steel 304 was used as the cladding tube materials in the test; however, due to the lack of
material properties at high temperatures, constant thermal properties are assumed in the current
test case: thermal conductivity = 21 W/m-K, specific heat = 500 J/kg-K, and density = 8030

kg/m3.

Calculated clad temperature using the fine mesh (50x2) is shown in Figure 5.13. The response
of the full length cladding tube in a reflooding test can be simulated using the BISON code.

INumber of elements in axial direction x number of elements in radial direction.
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Table 5.3: Input Parameters for Modeling Reflooding a in Full Length Cladding Tube in a LOCA

Parameters Value Unit
Clad OD 0.010719 | m
Clad ID 0.0095 | m
Clad thickness 0.00061 | m
Clad outer radius 0.005359 | m
Clad inner radius 0.00475 | m
Length of Cladding Tube 3.6576 | m
Flooding rate 0.0508 | m/s
Peak Power 4.07 | kW/m
Inlet Pressure 172370 | Pa
Inlet Temperature 312 | K

Figure 5.14 gives the clad outer surface temperature at the upper part of the cladding tube with-
out quenching (a) and with the quenching model (b). The small temperature peak before quench
appears to be not physical. The reason could be the mesh for modeling the axial direction may
not be fine enough when the quenching model is turned on, creating a high axial temperature
gradient. This needs to be investigated. The theory behind the reflooding capability and how to
use the capability in a BISON simulation are documented in the BISON theory and user manuals

respectively.
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Figure 5.14: Clad outer surface temperature at an axial elevation of 2.4 m calculated using BI-
SON for (a) a reflood without quenching and (b) a reflood with quenching.
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6 Summary

This report presented the density functional theory, molecular dynamics, mesoscale and engi-
neering scale developments in regards to the accident tolerant fuel concepts of U3Si; fuel and
FeCrAl alloy claddings. The work was completed as part of the DOE’s NEAMS ATF HIP. Addi-
tional areas requiring attention have been identified in each of the sections. Work will continue at
all length scales eventually leading to coupled multiphysics between the different length scales.
A greater focus on accident scenarios, such as loss of coolant accidents and reactivity insertion
accidents, will occur in the next fiscal year.
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