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Abstract

As part of the Department of Energy’s Nuclear Energy Advanced Modeling and Simulation

program, an Accident Tolerant Fuel High Impact Problem was initiated at the beginning of

fiscal year 2015 to investigate the behavior of U3Si2 fuel and iron-chromium-aluminum (FeCrAl)

cladding under normal operating and accident reactor conditions. The High Impact Problem was

created in response to the United States Department of Energy’s renewed interest in accident

tolerant materials after the events that occurred at the Fukushima Daiichi Nuclear Power Plant

in 2011. The High Impact Problem is a multinational laboratory and university collaborative

research effort between Idaho National Laboratory, Los Alamos National Laboratory, Argonne

National Laboratory, and the University of Tennessee, Knoxville. This report primarily focuses

on the engineering scale research in fiscal year 2016 with brief summaries of the lower length

scale developments in the areas of density functional theory, cluster dynamics, rate theory, and

phase field being presented.
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1 Introduction

In March 2011, a magnitude 9.0 earthquake struck off the coast of Japan. The earthquake and the

associated tsunami resulted in tens of thousands of deaths, hundreds of thousands of damaged

buildings, and a cost estimated to be in the hundreds of millions of dollars.

One consequence of the tsunami was the flooding of backup power generators at the Fukushima

Daiichi Nuclear Power Station. The loss of power to coolant systems led to high temperatures,

oxidation of Zr-based alloys, hydrogen production, melted fuel, and hydrogen explosions. As a

result, a massive cleanup effort is underway at Fukushima Daiichi. The economic impacts, both

those directly related to the cleanup and those affecting the nuclear energy sector generally, are

significant.

Following the disaster, efforts to develop nuclear fuels with enhanced accident tolerance were

begun by many nations, corporations, and research institutes. In the United States, the Depart-

ment of Energy’s Office of Nuclear Energy accelerated research on this topic as part of its Fuel

Cycle Research and Development (FCRD) Advanced Fuels Campaign (AFC). One product of

this work is Light Water Reactor Accident Tolerant Fuel Performance Metrics [1], a report by

AFC that outlines a set of metrics that can be used to guide selection of promising accident

tolerant fuel (ATF) concepts. Since that time, the AFC has begun irradiation of several ATF

materials in Idaho National Laboratory’s Advanced Test Reactor. The most promising ATF con-

cepts are receiving increased focus and research funding. This work aims to prepare one or more

candidate fuels for insertion in a commercial reactor as a lead test rod or lead test assembly in

2022.

Given the aggressive development schedule, it is impossible to perform a comprehensive set

of experiments to provide material characterization data. Therefore, the AFC plans to utilize

computational analysis tools in an effort to understand the proposed materials.

The Nuclear Energy Advanced Modeling and Simulation (NEAMS) program in DOE has for

some time been developing computational analysis tools. These include BISON [2–4] and Mar-

mot [5], analysis tools tailored to nuclear fuel at the engineering scale and grain scale, respec-

tively. Recently, NEAMS has introduced what it calls High Impact Problems (HIPs) into its

program plan. These HIPs are intended to make a significant advance in a particular area of

nuclear power research in a short period of time (3 years or less). NEAMS has chosen an

ATF project, which emphasizes utilizing BISON and Marmot to model proposed materials, as

its first HIP. This report focuses on the multiscale and multiphysics developments of ATF fuel
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concepts through the ATF HIP. Participating national laboratories include Idaho National Lab-

oratory (INL), Los Alamos National Laboratory (LANL), and Argonne National Laboratory

(ANL). Contributions are also being made by university researchers, including at the University

of Tennessee, Knoxville.

Accident tolerant fuels are expected to give similar or better performance during normal oper-

ation and improved performance in accident scenarios. Improved performance in accidents has

been interpreted to mean increasing the coping time available to reactor operators. That is, an ac-

cident tolerant fuel will allow more time for cooling to be applied before unacceptable oxidation

or melting occurs.

Of the many accident tolerant fuel concepts, two are the main focus of the NEAMS ATF HIP:

uranium silicide (U3Si2) fuel and iron-chromium-aluminum (FeCrAl) cladding. These were cho-

sen through consultation with the Advanced Fuels Campaign as leading concepts, those seen as

having a reasonable likelihood of being placed in a commercial reactor in the 2022 time frame.

U3Si2 is promising due to its higher thermal conductivity, which will give lower fuel temper-

atures during normal operation, and its higher uranium density, which has economic benefits.

FeCrAl is promising due to a low oxidation rate and high strength.

The remainder of this report reviews insight related to U3Si2 and FeCrAl concepts. A brief

overview of the concepts comes first. Next is a set of overviews of research at lower length scales

in support of the engineering scale model development. Key contributors to each overview are

listed. Next comes details of engineering scale models and analysis, including normal operation

and accident behavior. The report closes with a summary and list of possible future work.

2



2 Overview of ATF Concepts

This chapter briefly introduces the two ATF candidates that are the focus of the NEAMS ATF

HIP: U3Si2 fuel and FeCrAl cladding.

2.1 U3Si2

U3Si2 as a replacement for UO2 is being explored by the Advanced Fuels Campaign and West-

inghouse.

2.1.1 Advantages

A main advantage of U3Si2 over UO2 fuel is the higher thermal conductivity. Thermal con-

ductivity of UO2 is ∼2-5 W/m/K whereas the thermal conductivity of U3Si2 is ∼15-30 W/m/K.

This large difference results in lower fuel centerline temperatures and lower temperature gradi-

ents in the fuel pellet. Lower temperature gradients lower the likelihood of pellet cracking and

relocation.

The high uranium density of U3Si2 (11.3 g-U/cm3 versus 9.7 g-U/cm3 for UO2 [6]) is economi-

cally attractive since it may enable higher burnup and longer cycle length. Uranium nitride fuel

is attractive for the same reason, but its poor performance in water precludes its use without

being combined with another material, such as U3Si2.

2.1.2 Disadvantages

Early work indicates that U3Si2 is more susceptible to chemical reaction than is UO2. For

example, Harp et al. [7] report a “layered structure of corrosion products” on the surface of

U3Si2 subjected to contact with water at 300°C for up to 24 hours. Furthermore, the authors

report interdiffusion of U3Si2 and Zircaloy when tested at 800°C for 100 hours. Fe and Cr

phases formed at the interface, with ZrSi2 and U-rich areas in Zircaloy also present. The authors

indicate that further studies are needed, but it is clear that U3Si2 is more active than UO2.
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An exploration of increasing the oxidation resistance of U3Si2 was the subject of the study by

Wood et al. [8]. Oxidation in 400°C air was shown to improve with the addition of aluminum.

However, any alloying element decreases the uranium content per volume, diminishing the high

uranium density advantage of the fuel. Oxidation of U3Si2 is further explored in [9].

Production of U3Si2 pellets has been completed in sufficient quantities to load experiments for

irradiation in the Advanced Test Reactor. Scaling up the process to enable fueling whole assem-

blies and reactors remains to be done, with challenges still to be met [10].

2.1.3 Unknowns

Swelling of U3Si2 is a subject of some concern. Finlay et al. [11] reported significant swelling

of U3Si2 under irradiation, and that data was used by Metzger et al. [12] to develop the first

U3Si2 swelling model in BISON. The swelling in that model is quadratic in nature, giving sig-

nificant swelling after a certain burnup. If the model is accurate, the swelling will induce high

compressive stress in the fuel pellets. The effects of those stresses are unknown but could po-

tentially involve pellet damage, particularly at the pellet edge where burnup is highest.

However, Finlay et al. attribute the high swelling to a change from a crystalline to an amorphous

state. This change may not occur at reactor temperatures, and therefore the swelling may be con-

siderably lower than originally assumed. More research, both experimental and computational,

is underway to understand the phenomenon better.

Fuel swelling is connected to fission gas release, and just as there is uncertainty about swelling,

there is uncertainty about the amount of fission gas that will be released from U3Si2 fuel. Exper-

imental evidence is missing in this respect, and there is a need for experimental and theoretical

work on fission gas behavior in U3Si2.

2.2 FeCrAl

Iron-chromium-aluminum alloy (FeCrAl) has been proposed as a cladding material to replace

Zircaloy. This concept is being pursued by the Advanced Fuels Campaign and General Elec-

tric.

2.2.1 Advantages

One of the most significant factors in the Fukushima Daiichi power plant accident was the oxi-

dation of Zircaloy. Given that fact, perhaps the most attractive characteristic of FeCrAl cladding
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is its low oxidation rate. Oxidation rates for FeCrAl are approximately 1000 times lower than

the oxidation rates of Zircaloy [13, 14]. The oxidation rates for FeCrAl are so low that a good

approximation when modeling is that the FeCrAl cladding will not oxidize at all.

The stiffness of FeCrAl is roughly twice that of Zircaloy [14], while the yield stress is higher by

a factor of four [13].

2.2.2 Disadvantages

The thermal neutron absorption cross section of FeCrAl is about ten times that of Zircaloy. This

neutronic penalty necessitates thinner cladding, which is possible due to the higher strength of

FeCrAl. However, thinner cladding, including the use of slightly larger pellets giving the same

cold gap width, is not enough to compensate for the neutronic penalty. Enriching the fuel beyond

the current 5% limit appears to be necessary [14].

Current estimates are that FeCrAl cladding, with its neutronic penalty, will impose a fuel cost

increase of 15-35% [13, 14].

A second disadvantage of FeCrAl cladding is the anticipated increase in tritium release to the

coolant. The permeability of hydrogen in FeCrAl is about 100 times higher than its permeability

in Zircaloy [15]. Mitigation strategies for this weakness are being considered.

2.2.3 Unknowns

Material data for FeCrAl under irradiation is just now becoming available. While reasonable

expectations have been stated for the irradiation behavior, more testing is necessary to confirm

the assumptions.

The thermal creep rate of FeCrAl is significantly lower than that of Ziracloy. A preliminary

correlation for irradiation creep is available, and further experimental investigations are currently

underway at Halden. It is also worth considering the possibility of using the creep rate as a

design parameter. Perhaps slight alloying adjustments might be made that result in a creep rate

that optimizes a particular behavior of the cladding.

Isotropic swelling of FeCrAl alloys under fast neutron flux is not yet characterized.

It is expected that FeCrAl will become harder and more brittle with irradiation [14]. The extent

of the changes will have important consequences for the accident behavior of the cladding.

Recent work indicates that burst FeCrAl tubes may open more fully than Zircaloy tubes [16]. It
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is possible that an embrittled cladding would open even more fully upon burst, increasing the

likelihood of fuel being dispersed into the coolant.

2.3 Other concepts

Several other accident tolerant fuel concepts have been proposed. While not a primary focus of

the ATF HIP, a few are mentioned here.

Silicon carbide cladding is being proposed due to low oxidation rates. However, challenges

include dissolution in coolant [17], manufacturing and maintaining hermiticity [18], and join-

ing [19].

Coated Zircaloy cladding is another possibility. This technology is being pursued by several

institutions, including AREVA [20]. Challenges include manufacturing and the fact that initial

work has focused on the exterior of the cladding, leaving the interior of the cladding unpro-

tected.

Fully ceramic microencapsulated (FCM) fuel has also been proposed (see [21] as an example).

The FCM concept involves TRISO fuel particles embedded in a matrix, the whole taking on a

geometry similar to that of UO2 pellets. FCM, like other accident tolerant fuel concepts, lacks

detailed irradiated material behavior data and is likely to be more expensive than the current

UO2/Zircaloy fuel system.
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3 Lower Length Scale Developments

The bulk of this report focuses on engineering scale analysis of ATF concepts. In support of the

engineering scale work, significant lower length scale efforts are underway at Argonne National

Laboratory, Idaho National Laboratory, Los Alamos National Laboratory, and the University of

Tennessee, Knoxville. This chapter reviews this lower length scale research.

3.1 Work at Argonne National Laboratory

Contributors: Y. Miao, B. Ye, Z. Mei, G. Hofman, A. Yacout

3.1.1 Research on uranium silicide

3.1.1.1 Rate Theory Modeling for Steady State Operation

Based on the rate theory model parameters developed for U3Si2 at LWR conditions, detailed

simulations were performed to examine the fission gas behavior during steady state operations

in LWRs. In addition to the previous simulations that assumed a 180 K temperature difference

from fuel centerline to surface, the influence of temperature gradient to the fission gas evolution

was assessed to expand the understanding of gaseous swelling and gas release in U3Si2, as shown

in Figure 3.1. It seems that the appearance of Regime III (red) is facilitated by the temperature

gradient. This makes sense as temperature gradient helps enhance the Xe diffusion on grain

boundaries. In summary, severe intergranular gaseous swelling and consequent gas release only

occurs at high temperatures (>1000 K) with sufficient temperature gradient.

As predicted by the rate theory simulations, the fission gas behavior in U3Si2 is dependent on a

series of factors including fuel temperature and temperature gradient, rather than the fission den-

sity itself. Thus, it would significantly enhance the credibility of BISON simulations to replace

the research reactor data based swelling correlation with the rate theory data based correlation.

Thus, it is assumed that the gaseous swelling in U3Si2 is only dependent on three variables: tem-

perature (T), temperature gradient (G), and fission density (f). The following empirical function

was used to fit the gaseous swelling data produced by the GRASS-SST code:
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Figure 3.1: Three temperature regimes of fission gas behavior in U3Si2.

(
ΔV
V

)
gaseous

= a1 f 2 +a2 f +a3

(
ea4 f −1

)
(3.1)

where, ai’s are functions of G and T and were fitted to the rate theory results. This correlation

has been embedded into the BISON fuel performance code.

3.1.1.2 Rate Theory Model Development for LOCA Scenarios

In addition to those fission gas parameters involved in the steady state rate theory model, the

behavior of overpressurized and underpressurized fission gas bubbles is important to the power

transients. In order to simulate the fission gas behavior during LOCA in LWRs, the growth of

overpressurized bubbles and the shrinkage of underpressurized bubbles are governed by diffu-

sion creep of the matrix, which is controlled by the diffusion of point defects. The diffusivities

of both interstitials and vacancies of U3Si2 were calculated using DFT with the same setup as in

the Xe diffusivity calculation. The diffusion mechanism of uranium vacancy and interstitial with

highest corresponding diffusivities were selected to be the estimates of the parameters control-

ling the growth and shrinkage during power transients: Do,v = 7.53×10−6 m2/s, Qv = 2.13 eV,

Do,i = 1.05×10−5 m2/s, and Qi = 1.68 eV. Additionally, in the GRASS-SST rate theory model,

the overpressurized bubbles have a different diffusion mechanism that is enhanced by surface

diffusion. Due to the lack of experimental and computational data for the surface diffusion in

U3Si2 , related parameters were adopted from the existing well-developed UO2 model.
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The rate theory simulation of LOCA utilizes input parameters produced by the BISON code.

In the BISON-based LOCA simulation, the base simulation was run for approximately 40,000

MWD/tU average burnup prior to the introduction of the 70-second LOCA. During the LOCA,

the fuel temperature drops first due to the loss of power, and then increases up to 1000 K due to

the absence of coolant. Meanwhile, additional gaseous swelling was found during the LOCA.

Analysis on the size distribution of fission gas bubbles before and after LOCA shows that that

additional gaseous swelling mainly originates from the growth of overpressurized bubbles due to

thermal inflation, although coalescence of small bubbles also occurs (see Figure 3.2). More im-

portantly, fission gas was found to stay in intragranular bubbles even after the LOCA, implying

controllable gaseous swelling and suppressed gas release.

(a) (b)

Figure 3.2: Intragranular bubble size distribution throughout the fuel life cycle (a) bubble size

distribution from 0.2 nm to 100 nm in radius; (b) bubble size distribution near the

large size peak.

3.1.1.3 Ion Irradiation Experiments to Simulate In-Pile Fuel Performance

Ion irradiation was used to simulate the in-pile irradiation condition so as to examine the radi-

ation damage as well as the fission gas bubble morphology in U3Si2 in a short term. The ex

situ ion irradiation experiment was done at Argonne Tandem Linac Accelerator System (AT-

LAS) using an 80 MeV high-energy Xe ion beam to replicate the fission product energy. The

U3Si2 pellets were irradiated to 300 dpa (which corresponds to a peak Xe concentration equiva-

lent to a 5% burnup) at 573 K, 723 K, and 873 K (which cover the typical operation temperature

range of U3Si2 in LWRs). Further post-irradiation examinations will be performed to provide

valuable reference to the improvement of the rate theory models. The in situ ion irradiation

experiment was done at IVEM-Tandem facility using a 1 MeV Kr ion beam to investigate the

amorphization threshold of U3Si2 at different temperatures. No amorphization was observed in

U3Si2 up to 10 dpa at room temperature or up to 60 dpa at 573 K. Room temperature exper-
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iment is not consistent with the 0.3 dpa threshold found in an arc-melt U3Si2 sample. As the

samples used in this study were sintered, the difference in manufacture techniques may lead to

the different amorphization behavior. Further in situ experiments will be conducted to confirm

this hypothesis.

3.2 Work at Idaho National Laboratory

Contributors: Y. Zhang, D. Schwen, L. Aagesen, K. Ahmed, J. Yu, B. Beeler, C. Jiang.

To utilize U3Si2 and FeCrAl in realistic fuels, the primary challenge is that their in-pile and

out-of-pile behaviors have not been extensively tested for fuel safety and reliability. Meanwhile,

the current understanding from material science point of view is far from sufficient to develop

a theoretical prediction of their performance. To accelerate the understanding and to reduce the

cost of experimental studies, multiscale modeling and simulations in analogy to that for UO2 fuel

are utilized to improve the fundamental standing and to develop materials models. Moreover,

for U3Si2 and FeCrAl, tools required for studies at the atomistic scale and mesoscale are yet

to be developed. In FY16, lower-length-scale efforts have been made to develop the needed

tools at various scales and to develop engineering scale materials models for certain properties,

following a long-term objective of replicating the success on U3Si2 fuel achieved under the

NEAMS program. In what follows, progress made at the lower-length-scale is summarized. For

more details, please refer to a more detailed report [22].

3.2.1 Research on uranium silicide

Two interatomic potentials, one Tersoff type and one modified embedded-atom-method type,

have been developed for U3Si2 with the focus on phase stability and elasticity. Extensions of the

potentials have been made to include Xe for the purpose of simulating fission gas. The potential

may also be used to describe other U-Si compounds such as U3Si. These potentials will be

utilized to calculate the interfacial energies, defect formation energies and their interactions

with fission gas and interfaces, and to simulate defect production in U3Si2 for the purposes of

improving fundamental understanding and providing input for upper scale models.

A Kim-Kim-Suzuki (KKS) phase field model has been developed in MARMOT for the phase

stability of U-Si compounds including U3Si2, USi, U3Si, and liquid phases. Free energies from

the CALPHAD database have been taken and implemented. The model correctly reproduced

three-phase coexistence in a U3Si2-liquid-USi system at the eutectic temperature, solidification

of a three-phase mixture below the eutectic temperature, and complete melting of a three-phase

mixture above the eutectic temperature. This model, with some more parameters to be provided

from atomistic calculations, will be used to investigate phase evolution during fuel operation and
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possible fuel melting at accident scenarios.

A phase field model has been developed in MARMOT for gas bubble swelling. A unique feature

of this model is that it can describe the formation of voids and bubbles when the global concen-

tration is dilute but well above the thermal equilibrium. Currently, material parameters are being

collected to enable gas bubble formation simulations in U3Si2. In FY17, this model will be used

to estimate gas bubble swelling in U3Si2 fuel. Comparison of gas bubble swelling in U3Si2 and

UO2 will also be compared.

A thermal conductivity model for unirradiated U-Si compounds has been developed and imple-

mented into BISON. This model describes the thermal conductivity of a certain U-Si compounds

as a function of Si content and temperature. It is fitted using experimental data for U, U3Si2,

U3Si5, and Si, and shows good predictivity for U3Si and USi. In FY17, the model will be ex-

tended to include degradation caused in lattice defects and will be used in MARMOT simulations

to assess the effect of gas bubbles.

3.2.2 Research on FeCrAl

A lattice kinetic Monte Carlo model has been developed for Fe-Cr and Fe-Al binary alloys by

fitting the bond energies using density functional theory calculations. In the fitting, an arbitrary

assumption, which depicts the second nearest neighbor interaction to be fractional of that of the

first and is widely used for convenience in previous models, is abandoned for better accuracy.

In FY17, the model will be improved by including composition-dependent bond energies for

Fe-Cr, and extended for Fe-Cr-Al ternary systems. The ternary system will be used to study

precipitation in FeCrAl alloys under thermal aging and neutron irradiation.

3.3 Work at Los Alamos National Laboratory

3.3.1 Research on uranium silicide

Contributors: D. A. Andersson, M. J. Noordhoek, S. C. Middleburgh, B. Beeler, M. I. Baskes,

Y. Zhang, T. M. Besmann, , R. W. Grimes, E. J. Lahoda, A. Chernatynskiy, C. R. Stanek

Uranium silicides, in particular U3Si2, are being explored as an advanced nuclear fuel with in-

creased accident tolerance as well as competitive economics compared to the baseline UO2 fuel.

During FY16 we have worked on several tasks connected to atomistic modeling of the proposed

ATF fuels: 1) Development and validation of a robust methodology to study U-Si compounds,

including the U3Si2 fuel candidate, using density functional theory (DFT) calculations [23], 2)
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Extension of this methodology to neighboring actinides in order to assess the behavior of the ura-

nium f electrons and their importance to the structure and properties of U-Si compounds [24],

3) Based on the DFT methodology in 1) the U-Si phase diagram was investigated in the U3Si2
region focusing on the possibility of a non-stoichiometric U3Si2 phase [25] , 4) Together with

INL we worked on the modified embedded atom method (MEAM) empirical potential for the

U-Si system, which includes a preliminary Xe potential, 5) Simulation of fission gas bubble

resolution in U-Si compounds using the binary collision approximation, 6) We have contributed

to work led by INL aimed at modeling the thermal conductivity of U-Si compounds and 6) The

DFT methodology referenced in 1) was applied to study defect and fission gas properties in

U3Si2. In this summary we are only going to touch on a few highlights and we will not cover all

of these topics.

DFT calculations were used with spin-orbit (SO) coupling and on-site Coulomb correction

(GGA+U) methods to investigate the U-Si system [23]. Structure prediction methods were em-

ployed to identify alternate stable structures to those identified in experiments. Convex hulls of

the U-Si system were constructed for each of the methods to highlight the competing energetics

of various phases (Figure 3.3). For GGA calculations, new structures are predicted to be dynam-

ically stable, but these have not been experimentally observed. When the GGA+U (Ueff > 1.3

eV) method is considered, the experimentally observed structures are predicted to be energeti-

cally preferred. Phonon calculations were used to investigate the energy predictions and showed

that the use of the GGA+U method removes the imaginary frequencies observed for U3Si2 when

the correction is not considered. Total and partial electron density of states calculations were

also performed to understand the role of GGA+U methods and orbitals on the bonding of U-Si

compounds.

Applying the DFT methodology assessed in Ref. [23] and thermochemical analysis, the stability

of U3Si2 with respect to non-stoichiometry reactions in both the hypo- and hyper-stoichiometric

regimes was assessed (Figure 3.4). We found that the degree of non-stoichiometry in U3Si2
is much smaller than in UO2 and at most reaches a few percent at high temperature. Non-

stoichiometry impacts fuel performance by determining whether the loss of uranium due to

fission leads to a non-stoichiometric U3Si2±x phase or precipitation of a second U-Si phase. We

have also investigated the U5Si4 phase as a candidate for the equilibrium phase diagram.

3.3.2 Research on FeCrAl

Contributors: A. Patra, W. Wen, E. Martinez, L. Capolungo, C. N. Tomé

FeCrAl cladding behavior is being studied with crystal plasticity at Los Alamos National Labo-

ratory. The focus of the work during the year has been: 1) development of crystallography-based

polycrystal models to describe plastic deformation of irradiated FeCr alloys; 2) implementation

of such model in MOOSE; 3) development of a polycrystal model for thermal creep of FeCr

alloys; 4) first principle derivation of interaction strength between dislocation and loops.
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Figure 3.3: The convex hull for U-Si compounds using GGA+SO and GGA+U+SO calculations.

Black circles and corresponding dashed lines are the GGA+SO values. Blue dia-

monds and corresponding dashed blue line are GGA+U+SO calculations with Ueff

= 1.5 eV. The green boxes are guides for the eye that highlight USi-Pnma and U3Si2-

P4/mbm values (Pnma and P4-mbm designate the space group). U3Si2-P4/mbm and

USi-Pnma are the experimentally proposed crystal structures, which are reproduced

by the GGA+U+SO but not the GGA+SO calculations. Red triangles and the corre-

sponding dashed line represent the convex hull from CALPHAD. The GGA+U+SO

values can be brought close to the experimental values by applying an alignment

scheme required to compare regular GGA (uranium metal) and GGA+U (uranium

silicides) values (not shown).

3.3.2.1 Modeling the irradiation hardening behavior of FeCrAl alloys using crystal
plasticity simulations

A defect based constitutive crystal plasticity model was implemented in the Visco Plastic Self

Consistent (VPSC) framework to simulate the mechanical response of FeCrAl alloys post-

irradiation. Irradiation induced <111> and <100> dislocation loops, and precipitates are used

as state variables in this framework. The model parameters were calibrated to tensile loading

experiments performed at ORNL by K.G. Field et al. on unirradiated Fe-15Cr-4Al alloy. Tex-

ture induces anisotropic response and was accounted for. Figure 3.5(a) shows the comparison

of model predictions with the experimental stress-strain data at room temperature. The model

was then used to predict the irradiation hardening behavior for alloys with varying compositions.

Figure 3.5(b) shows the comparison of model predictions of the initial yield stress with experi-

ments for alloys irradiated to 1.6 dpa damage. The model reproduces the observed increase in

yield stress due to irradiation hardening with reasonable confidence. Moreover, the subsequent

hardening behavior (not shown here) is consistent with experiments, where the stress-strain re-
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Figure 3.4: Predicted phase field for U3Si2 from mass action analysis of the defect concentra-

tions. The red lines show the extent of deviation in stoichiometry of U3Si2 (the

dashed red line considering USi instead of U5Si4 as the Si-rich reference phase).

Dashed blue lines indicate portions of the phase diagram not calculated in this work.

Green lines show typical center-line and outer pellet temperatures for the U3Si2 pel-

let.

sponse is essentially flat following initial yield.

3.3.2.2 Demonstration of finite element simulations in MOOSE using crystallographic
models of irradiation hardening and plastic deformation

The crystal plasticity constitutive framework for irradiation hardening and plastic deformation

described above was interfaced with the FE code MOOSE as a material routine. This ac-

complishment will allow us to utilize mechanism-based laws in simulations of complex non-

homogeneous reactor conditions (such as LOCA). As an example, we demonstrate this interface

for an application consisting of straining in tension a 3D bar of Fe-15Cr-4Al. The tensile spec-

imen was assumed to have experienced a non-homogeneous radiation dose that varies from 1.6

dpa at the bottom to 0.0 dpa at the top. Simulation shows that regions with higher dpa are less
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Figure 3.5: (a): Model predictions of the stress-strain response of cold worked and fusion zone

specimens of Fe-15Cr-4Al laser weld alloys compared with experiments; (b): Com-

parison of the predicted yield stress with ORNL experiments for various FeCrAl

alloys irradiated to 1.6 dpa damage.

compliant and deformation tends to localize in regions with low dpa (1.6% vs 11.8% strain, see

Figure 3.6).

Figure 3.6: VPSC-MOOSE prediction of local stress and strain in Fe-15Cr-4Al deformed in

tension to 5% total strain. Dose profile (left); plastic strain distribution (center);

stress distribution (right).

3.3.2.3 A physics-based crystallographic modeling framework for describing the thermal
creep behavior of Fe-Cr alloys

A constitutive model was implemented in VPSC, based on the evolution of dislocations gliding

on (111) and (112) planes, overcoming MX precipitates randomly dispersed and other disloca-

tions, and getting stored in cell walls inside the grain. The model depends explicitly on several
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physical features, such as climb mechanisms, diffusivity of vacancies, dislocation recombina-

tion, intra-granular stress distributions, and activation energies. The model captures the creep

results reported by Basirat et al. (University of Idaho) for Fe-9Cr-1Mo steel tested through a

variety of temperature and stress conditions, which exhibit orders of magnitude in creep rates.

An example of predicted results is shown in Figure 3.7.

Figure 3.7: Predicted creep strain for Fe-9Cr-1Mo steel at several temperatures and tensile

stresses. Comparison with experimental data from [Basirat et al, Int. J. Plast. 37

(2012) 95].

3.3.2.4 Thermal activation of dislocation-obstacle bypass

The interaction between dislocations and irradiation produced defects plays a central role in the

hardening and creep models described above. A basic understanding of such interactions pro-

vides a stronger physical basis to predictive models. During FY16 we have developed a novel

Discrete Dislocation Dynamics (DDD) methodology that couples traditional approaches with

the nudged-elastic band (NEB) method. The main goal is to be able to compute the minimum

energy path between obstacles in a computationally efficient way that will result in statistically

representative values. As a first application relevant to the project, we have studied the inter-

action of an edge dislocation with <100> self-interstitial clusters (Figure 3.8). Moreover, we

have also calculated the vibrational frequencies of the dislocations at the equilibrium and at the

saddle points, that relying on a harmonic transition state theory description of the process gives

us access to the rate for the dislocation to overcome the obstacle: ΓT ST = v · exp((−ΔE)/kT ).
The inverse of this rate is the waiting time that the dislocation has to spend on average before a

thermal fluctuation takes it to the other side of the obstacle, which is the waiting time needed in

crystal plasticity calculations.

This development has led to three manuscripts, where the methodology is described in detail.

These manuscripts are currently under review, two in the Journal of Mechanics and Physics of

Solids and the third one in Acta Materialia.
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Figure 3.8: Predicted creep strain atomistic (a) and continuum (b) details of the dislocation-100

self-interstitial loop interaction.

3.4 Work at University of Tennessee, Knoxville

Contributors: S. Blondel, D. Dasgupta, A. Kohnert, B. Wirth

In order to improve the accident tolerance of light water reactor (LWR) fuel, alternative cladding

materials have been proposed to replace zirconium (Zr)-based alloys. Of these materials, there

is a particular focus on iron-chromium-aluminum (FeCrAl) alloys due to much slower oxidation

kinetics in high-temperature steam than Zr-alloys. This should decrease the energy release due

to oxidation and allow the cladding to remain integral longer in the presence of high temperature

steam, making accident mitigation more likely. As a continuation of the development for these

alloys, the material response must be demonstrated to provide suitable radiation stability, in

order to ensure that there will not be significant dimensional changes (e.g., swelling), as well as

quantifying the radiation hardening and radiation creep behavior.

Information is needed to determine the suitability of these iron-chrome-aluminum alloys as fuel

cladding and assess safety margins for their operation. In particular, these Fe-Cr-Al alloys will

experience neutron irradiation and potential radiation effects on the dimensional stability and

mechanical properties. In particular, the cladding material response must be demonstrated to

provide suitable radiation stability, as well as quantifying the radiation hardening and radiation

creep behavior. In this report, we describe the extension of a discrete cluster dynamics model

to incorporate a grouping scheme to enable the prediction of high dose defect cluster evolution,

as well as provide a preliminary assessment of the neutron radiation response of FeCrAl with

respect to the defect physics and damage accumulation behavior.

Cluster dynamics methods are a powerful rate theory approach developed to simulate and ana-

lyze the kinetics of evolving material microstructures. These models are particularly useful in

studying radiation damage, where they have been applied to processes as varied as noble gas be-

havior and bubble formation [26–28], dislocation loop nucleation [29–32], and radiation induced

and enhanced precipitation [33, 34] with potential applications to radiation creep and solute seg-

regation. These methods rely on evolving a set of coupled – and often spatially dependent –

differential equations through time.
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Each equation represents the concentration of a particular defect or solute species and takes the

form
∂Ci

∂t
= Di∇2Ci −Dik2

i Ci +Ri(CCC)+gi (3.2)

where Ci is the concentration of the ith species, Di is its diffusivity, k2
i is the net sink strength

for its removal, gi is its source rate, and Ri(CCC) is the rate of consumption or production through

interaction with other species. The equations are coupled through these reaction rates. As an

example, one might construct a problem where each Ci represents the population of precipi-

tates containing i atoms and the reaction terms describe the depletion of smaller clusters and

appearance of larger ones as solutes arrive at the existing precipitate distribution.

These methods demonstrate a substantial improvement over the “classical rate theory” approach

in that they compute the full size distribution of irradiation induced damage features rather than

a single average population. A major advantage of this approach is that the nucleation phase

of damage formation can be treated consistently with growth, where older methods must as-

sume feature densities or alternative nucleation models [35–37]. These methods, however, must

overcome a significant technical hurdle for broad application. As posed, the natural resolution

for cluster dynamics is of the atomic scale, but the desired scale to model engineering relevant

microstructural changes involves defects or features with sizes of nanometers to hundreds of

nanometers. As an example, it requires on the order of 108 equations to simulate the formation

of voids a few tens of nanometers in diameter. This may prove manageable given a limited

number of reaction pathways, but if the number of constituents increases, as for modeling gas

bubbles or complex precipitates, the situation becomes completely infeasible.

This combinatorial explosion has typically limited the application of cluster dynamics to the

description of small, simple systems, and for larger or more complex systems researchers have

turned to other methods. Kinetic Monte Carlo (KMC) [38, 39] and stochastic cluster dynam-

ics (SCD) [40–42] methods have offered an attractive alternative to the deterministic approach.

These methods do not suffer from the combinatorial explosion from large or multi-component

cluster spaces in the same way that deterministic approaches often do. These methods offer a

number of additional potential advantages as well. For instance, object KMC models do not

require the rate constants embedded in cluster dynamics which are computed from mean field

conditions and may be incorrect under certain circumstances such as during spatially correlated

damage events. While moving to stochastic approaches makes a solution feasible, the cost as-

sociated with attaining damage doses relevant to major microstructural changes is quite high

and most such simulations reach terminal doses of a few displacements per atom (dpa) or less.

These methods have not yet demonstrated the capability to model the microstructural changes

in fuels or in structural materials for fast reactors, which must endure doses of hundreds of dpa

or more.

While not discussed in any detail here, we have focused our effort during the past year to eval-

uating a number of different grouping schemes to extend the applicability of cluster dynamics

models that solve a system of equations such as given in Eq. 3.2. We find that the most general

and reliable method involves the use of a moment approach to grouping the equations, although
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several different interpolation schemes show promise. We have a revised journal article under

review that describes this analysis, and more information will be forthcoming once the article is

accepted.

We have begun to use the moment-based grouping method of cluster dynamics to evaluate the

radiation damage microstructure development in an Fe-Cr-Al alloy subject to neutron irradiation

at a dose rate of 8.1×10−7 dpa/s as a function of irradiation temperature between 320 and 400°C

to radiation doses of 1.6 and 2.4 dpa. Figure 3.9 shows the initial modeling results for the mean

size (top) and density (bottom) of self-interstitial type dislocation loops as a function of Burgers

vector, namely a<100> (left) or a/2<111> (right), as a function of irradiation temperature.

The initial modeling results shown in Figure 3.9 correctly reproduce the observed experimental

result that the <100> loops are larger than the <111> loops, but neither the size nor magnitude

is correctly predicted at this time.

Figure 3.9: Cluster dynamics modeling predictions of dislocation loop mean size (top) and num-

ber density (bottom), for loops with Burgers vector of a<100> (left) and a/2<111>
(right), as a function of irradiation temperature and dose (1.6 dpa is blue and 2.4 dpa

is red circles).

Future efforts will continue to evaluate the assumptions about the thermodynamic and kinetic

properties of the defect clusters in FeCrAl, as well as broadening the comparison of model pre-
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dictions to other experimental results, and calculating the net flux of defects to dislocations that

can provide the driving force for dislocation climb under irradiation, leading to irradiation creep.

These initial results provide promise that the cluster dynamics modeling can successfully predict

the radiation damage of microstructures in nuclear fuel cladding and aid in the development of

advanced constitutive models needed in fuel performance modeling.
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4 Engineering Scale Developments

At the engineering scale exploratory studies have been completed to investigate the behavior

of the two ATF concepts under normal operating and accident conditions. In this section, the

material models incorporated into BISON for FeCrAl and U3Si2 are summarized. Examples are

provided that compare the response of the ATF concepts to that of traditional fuel rods containing

UO2 fuel and Zircaloy cladding under various operating conditions. Finally, sensitivity analyses

are completed to determine the most important material parameters on output metrics of interest

including fuel centerline temperature and cladding hoop strain.

4.1 Material Models

While the lower length scale models are being developed, empirical correlations have been im-

plemented into BISON. The materials of interest include U3Si2 fuel and the FeCrAl alloy being

developed at Oak Ridge National Laboratory (ORNL) known as C35M [43].

4.1.1 U3Si2 Fuel

Uranium silicide is of particular interest because of its considerably higher thermal conductivity

compared to UO2, which will result in lower fuel temperatures and temperature gradients within

the fuel. Lower thermal gradients are expected to result in less cracking of the fuel pellets.

Less cracking and lower temperatures suggests that fission gas release will be less in U3Si2 than

in UO2. Moreover, U3Si2 has a higher uranium density than oxide fuel resulting in economic

savings, as fuel enrichment is not necessary to achieve the same discharge burnup. Unfortunately

the majority of existing experimental data for U3Si2 is for low temperature dispersion fuel used

in research reactors. The applicability of the models developed using this data to U3Si2 in pellet

form under LWR conditions is unclear.
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4.1.1.1 Mechanical properties

Since no thermal and irradiation creep data exists for U3Si2, the fuel is treated as an elastic

material with a Young’s modulus of 140 GPa and a Poisson’s ratio of 0.17 [12].

4.1.1.2 Thermophysical properties

Using the existing data, empirical correlations have been added to BISON for thermal conduc-

tivity and specific heat. The thermal conductivity and specific heat used in the work presented

in this report was proposed by White et al. [6].

The thermal conductivity correlation in W/m-K is:

k = 0.0151T +6.004 (4.1)

where T is the temperature in K. A comparison of the unirradiated thermal conductivity of

U3Si2 and UO2 as a function of temperature is shown in Figure 4.1. Only the unirradiated

thermal conductivities are compared because the change of thermal conductivity of U3Si2 under

irradiation is currently not known. The UO2 curve is that which is obtained from the NFIR

thermal conductivity model with burnup and gadolinia content set to zero. The figure indicates

that for fresh fuel the thermal conductivity of U3Si2 is much larger than that of UO2. The curves

are terminated at a temperature of 1773 K because White’s U3Si2 model is only valid up to that

temperature.

Recently, a new thermal conductivity model has been added to BISON based upon the lower

length scale work of Yongfeng Zhang at the Idaho National Laboratory. This model was devel-

oped using phase field calculations and improves upon White et al.’s model by predicting the

thermal conductivity of a variety of the secondary uranium silicide phases including U3Si and

U3Si5. The Zhang model reproduces the behavior of the White et al. correlation for U3Si2.

The correlation for specific heat in J/mol-K is:

Cp = 0.02582T +140.5 (4.2)

To obtain the specific heat in units of J/kg-K, one must divide the specific heat calculated by

Eq. 4.2 by the molar mass for U3Si2 given as 0.77026 kg/mol.

The thermal expansion coefficient is set to 15×10−6 K−1 according to Metzger et al. [12].
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Figure 4.1: Comparison of the unirradiated thermal conductivity of U3Si2 and UO2 as a function

of temperature.

4.1.1.3 Swelling and densification

The default swelling and densification model in BISON was originally derived by Metzger et

al. [12] from experimental data from Finlay et al. [11]. Metzger et al. converted the data in Figure

3 of Finlay et al. into swelling strain as a function of burnup (in FIMA) by utilizing a conversion

factor from fission density (in fissions per cubic centimeter) to FIMA of 3.63457×10−23. The

obtained empirical correlation is given by

ΔV
Vo

= 3.88008Bu2 +0.79811Bu (4.3)

The above correlation represents the total swelling strain due to both gaseous and solid fission

products. This model was separated into its gaseous and solid components in preparation for a

new gaseous swelling model based upon rate theory by Yinbin Miao at Argonne National Lab-

oratory. The Miao gaseous swelling model is more sophisticated because it takes into account

the effect of local power, local temperature and temperature gradient within the fuel pellet. The

Miao model has been developed for both normal operating and transient conditions. The general

form of the Miao formula is given by Equation 3.1. The solid swelling based upon Finlay’s data

is given by: (
ΔV
Vo

)
solid

= 0.34392Bu (4.4)

23



and the gaseous swelling based upon Finlay’s data is given by:

(
ΔV
Vo

)
gaseous

= 3.88008Bu2 +0.45419Bu (4.5)

4.1.1.4 Fission gas behavior

Compared to UO2, fuel temperatures will be much lower in U3Si2 due to a higher thermal con-

ductivity, which would tend to mitigate fuel gaseous swelling and fission gas release. However,

recent lower-length scale work [44] indicated that the fission gas diffusion coefficient is much

higher, at a given temperature, for U3Si2 than for UO2. Indeed, an experiment performed on

U3Si2 at power reactor temperatures [45] demonstrated that significant fission gas release and

gaseous swelling occur, even at very low burnup. Hence the need to develop suitable fission gas

behavior models in order to properly analyze the performance of fuel systems with U3Si2is clear.

To do so, there is a need for both theoretical model development and generation of experimental

data to support model validation.

Recently, work was performed along these directions at INL. In particular, (i) new experimental

data of the gaseous swelling in U3Si2 under power reactor conditions was generated from [45],

and (ii) the development of a new theory-based model for the analysis of fission gas behavior of

U3Si2 in BISON was started.

The first item aims to partly fulfill the need for data for validation of any newly developed

engineering scale model. The second item aims to allow for fission gas behavior calculations

on the engineering scale informed by lower length scale modeling for the determination of the

fundamental model parameters. Moreover, theory-based modeling overcomes the limitations

related to the use of purely burnup dependent correlations for gaseous swelling (Section 4.1.1.3),

such as the impossibility of predicting fission gas behavior during rapid transients, or difficulties

in extending the validity range of correlations to power reactor conditions.

More details of this recent work are given in the following subsections.

Generation of new experimental data
Several U3Si2 irradiation experiments have been conducted in research reactors, e.g. [46–48],

and experimental data of gas bubble evolution and gaseous swelling at research reactor fuel

temperatures (∼300-500 K) are available. However, fission gas behavior at power reactor tem-

peratures is expected to be significantly different, and affected by the different structure of the

fuel (which is crystalline at power reactor temperatures [45] as opposed to amorphous at low

temperature).

It follows that the development of a U3Si2 fission gas behavior model for power reactor tem-

peratures cannot rely only on experimental data made available so far [49]. To the best of our
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Table 4.1: Pre- and post-irradiation grain-size measurements for the fuel slug from the AI-7-1

irradiation experiment of a U3Si2 fuel rod.

Linear 3D grain

intercept (μm) radius (μm)

Fresh fuel 61±15 46±12

Fresh fuel 35±9 26±7

Irradiated fuel 37±9 28±7

knowledge, only one experiment on U3Si2 fuel irradiated in power reactor conditions has been

performed [45]. This experiment is referred to as AI-7-1, performed by Atomics International

in 1960 to determine U3Si2 irradiation behavior characteristics, i.e., dimensional stability and

fission gas release. Several metallographic images were produced during the AI-7-1 experi-

mental campaign, but no direct measure of the gaseous swelling and of the grain size had been

performed.

In the present work, we measured the gaseous swelling and the grain size of a U3Si2 fuel sam-

ple irradiated at power reactor temperature, based on a post-irradiation metallographic image

from [45]. The U3Si2 fuel sample was irradiated at 46 kW/m up to 7.3 GWd/tU. The sample

experienced an estimated temperature of 950 K and a local burnup of 6.0 GWd/tU.

Then, the present work led to the first U3Si2 gaseous swelling data at power reactor temperatures.

Thus, even if limited in number, the data generated in this work are of fundamental importance

for the development and validation of any engineering scale fission gas behavior model for

U3Si2.

The metallography used for generating the new data is reported in Fig. 4.2. We used the image

analysis software Image J [50] and adopted the measuring methodology described in [51].

The measured volumetric gaseous swelling is 12%. We also singled out the contributions from

intra- and inter-granular bubbles, resulting in swelling values of 2.8% and 9.2%, respectively.

The relative uncertainty of these measurements is estimated as 30%. These results are in agree-

ment with the measured density changes reported in the original report from Atomics Interna-

tional [45].

We measured the grain size from the same metallography used for the swelling measurement

(applying methodology from [52]), obtaining an average grain radius of 28±7 μm. Comparing to

metallographic images of the same sample before irradiation, there is no evidence of significant

grain growth occurring during this experiment (Table 4.1).

Development of a new fission gas behavior model
Since the available experimental evidence at power reactor temperatures is not sufficient to sup-

port the development of empirical U3Si2 fission gas models, we tackle the development of a
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Figure 4.2: Post-irradiation metallographic image (magnification 250x) of the U3Si2 fuel slug

from the AI-7-1 irradiation experiment considered in this work [45]. Intra- and

inter-granular bubbles are clearly observable. The measured intra- and inter-granular

gaseous swelling values are 2.8% and 9.2%, respectively . The uncertainty is esti-

mated to be about 30%.

theory-based, multiscale model that relies on the concepts of cluster dynamics as well as lower

length-scale calculations for the determination of the basic parameters.

The evolution of intra-granular bubbles in nuclear fuel is controlled by three processes: nu-

cleation, re-solution, and trapping. Considering that fission gas behavior in uranium silicide is

characterized by homogenous nucleation and re-solution [53], we write the master equations of

cluster dynamics for the homogenous processes. Defining cn as the concentration of atom clus-

ters (or bubbles) containing n atoms (with c1 indicating the concentration of single gas atoms),

the classic cluster dynamics formulation of the master equations is [54]

dc1

dt = G−2ν+α2c2 −
∞
∑

n=2
βncn +

∞
∑

n=2
αncn

dc2

dt = ν− (β2 +α2)c2 +α3c3

dcn
dt = βn−1cn−1 − (βn +αn)cn +αn+1cn+1

(4.6)

where βn is the probability that a single atom is trapped by a cluster containing n atoms, αn is the

probability that an atom is re-solved from a cluster containing n atoms, and G is the production

rate of gas atoms.

The values for the coefficients βn and αn, and ν are derived from atomistic and molecular dy-

namics calculations from [44, 53] in a multi-scale modeling approach.

Since the solution of the full system of (thousands of) master equations is impractical for

engineering-scale applications (such as BISON), a simplified approach is developed. Clement
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and Wood [55] simplified the problem by considering only the moments of the size distribution

of the clusters. Assuming that bubbles include all clusters containing two or more gas atoms, we

define the total concentration of bubbles N and the mean of the size distribution n̄, respectively

N =
∞

∑
n=2

cn (4.7)

n̄ =
∞

∑
n=2

ncn/N (4.8)

Combining Eqs. 4.6-4.8, it is straightforward to derive equations for the time derivative of N and

n̄. After algebraic summation, a first order Taylor expansion in the phase space (i.e., exploiting

(βn,αn,cn) = (β,α,c)(n)≈ (βn̄,αn̄,cn̄)+ ...) combined with the assumption that the nucleation

process occurs on a faster time scale compared to the growth process (dN/dt ≈ 0 in the equation

for dn̄/dt) leads to
dN
dt = ν−α2c2 = ν−α2φN

dn̄
dt = βn̄ −αn̄

(4.9)

The factor φ = c2/N < 1 is estimated as

φ =
1

n̄−1
(4.10)

reducing the re-solution rate of dimers α2 when applied to clusters of size n̄.

The implementation of the model described by Eqs. 4.9 in BISON is ongoing. Once completed,

the new fission gas model in BISON will be used for the calculation of both fission gas release

and gaseous swelling in U3Si2 under power reactor conditions. Model validation will be per-

formed based on the available experimental data, including in particular those obtained during

the present work and presented above.

4.1.1.5 Neutronic properties

Recently, neutronics calculations have been completed to generate one group averaged cross-

sections for U3Si2 to be included in the radial power factor burnup model in BISON. Due to the

higher uranium density more plutonium is expected to be produced in the rim region of the pellet

resulting in a more significant radial profile of the power to the fuel. Table 4.2 presents the one

energy group pin averaged cross-sections for U3Si2. These cross-sections were calculated using

a depletion calculation with DRAGON5.
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Table 4.2: One energy group averaged cross sections for U3Si2 (in barns).

235U 238U 239Pu 240Pu 241Pu 242Pu

Fission 23.9101 0.1060 56.8242 0.5939 60.2543 0.4651

Capture 6.4194 0.7540 32.1773 80.0460 21.6194 26.7065

Thermal absorption 30.3248 0.8539 89.0001 80.6386 81.8657 27.1692

A comparison between the UO2 and U3Si2 radial power profiles are shown in Figure 4.3 for a

simple regression test consisting of 100 linear finite elements in the radial direction. As expected,

the radial profile in U3Si2 has more self-shielding due to the higher uranium density. It should

be noted that the coefficients in the radial power profile equations are still fitted to UO2 data

and only the cross-sections in the equations have been modified for U3Si2 until further data is

available.

Figure 4.3: Comparison of UO2 and U3Si2 radial power profiles.

4.1.2 FeCrAl Cladding

FeCrAl alloys are widely used in applications where low oxidation rates and high temperature

performance are required (e.g., coatings on gas turbines blades). Compared to traditional zir-

conium based claddings, FeCrAl alloys have higher strength and oxidation resistance, but a

lower melting point and higher neutron absorption cross-section. Therefore, thinner cladding
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walls and slightly larger pellets with higher enrichment will be necessary to compensate for

this neutronic penalty. Models have been added to BISON for the C35M alloy being developed

at ORNL. When experimental data does not exist, material properties of the commercial alloy

Kanthal APMT [56] is used. Models have been added to BISON for temperature dependent

Young’s modulus, Poisson’s ratio, thermal conductivity, thermal expansion and specific heat,

thermal and irradiation creep, plasticity, oxidation, and failure. Sweet et al. [57] and Galloway

and Unal [58] have performed investigations of Kanthal APMT cladding using BISON. Neither

group of authors have committed their material models to the main BISON repository.

4.1.2.1 Mechanical properties

Correlations for Young’s modulus and Poisson’s ratio have been implemented in BISON from

Thompson et al. [59]. The Young’s modulus is given by

E =−5.46×10−5(T −273.15)2 −3.85×10−2(T −273.15)+1.99×102 (4.11)

while the Poisson’s ratio is calculated as follows

ν = 3.85−5(T −273.15)+2.68×10−1 (4.12)

where E (GPa) is the Young’s modulus, ν (/) is Poisson’s ratio, and T (K) is the temperature.

4.1.2.2 Thermophysical properties

For thermal expansion, thermal conductivity, and specific heat the properties for Kanthal APMT [56]

are used, since no data for C35M are yet available. The values for the above mentioned param-

eters are reported in Table 4.3.

4.1.2.3 Thermal and irradiation creep

Recently, new experimental data on thermal and irradiation creep of C35M FeCrAl alloys have

been published by Terrani et al. [60]. Correlations specific to those alloys and accounting for

these most recent data have been implemented in BISON. These are described hereinafter.

Thermal Creep
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Table 4.3: Temperature dependent thermal conductivity, specific heat, and coefficient of thermal

expansion of Kanthal APMT alloy.

Temperature Thermal Specific Temperature CTE
[K] Conductivity Heat Range [μm/m-K]

[W/m-K] [J/kg-K] [◦C]
293.15 480 20 - 250 10.7

323.15 11 20 - 500 12.0

473.15 560 20 - 750 12.2

673.15 640 20 - 1000 12.5

873.15 21 710 20 - 1200 15.1

1073.15 23 670

1273.15 27 690

1473.15 29 700

Thermal creep is modelled through a correlation in the form of a Norton power creep law. Below

873 K, as proposed in [60], the following correlation for thermal creep rate is adopted

ε̇ = 2.89×10−36σ5.5exp

(
−29709

T

)
(4.13)

while above 873 K the correlation from Saunders et al. [61] is employed

ε̇ = 5.96×10−27σ5.5exp

(
−47136

T

)
(4.14)

where ε̇ is the creep rate (s−1), σ the effective stress (Pa) and T(K) is the temperature.

Irradiation Creep

Following [60], irradiation creep for C35M alloys is modelled as dependent on the fast neutron

flux and on the effective stress. The recommendation in [60] for the irradiation creep rate (s−1)

is 5× 10−6 MPa−1 dpa−1. Adopting a conversion factor from dpa to fast neutron fluence of

1×1025 n m−2 = 0.9 dpa, the following correlation for the irradiation creep rate is obtained:

ε̇ = 4.5×10−31σφ (4.15)

where ε̇ is the creep rate (s−1), σ the effective stress (MPa) and φ (n m−2s−1) is the fast neutron

flux. Eq. 4.15 is implemented in BISON for the calculation of irradiation creep in C35M FeCrAl

alloys.

4.1.2.4 Plasticity

An isotropic plasticity model for the C35M FeCrAl alloy has been implemented in BISON. The

model calculates the yield stress as a function of temperature based upon data by Yamamoto et
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al. [62], reported in Table 4.4. This model enables accounting for treatment of plastic deforma-

tion in FeCrAl claddings with BISON.

Table 4.4: Yield Stress as a Function of Temperature

Temp. Range [K] Yield Stress [MPa]
290.735 446.819

546.411 313.964

640.150 295.872

824.832 225.901

1007.24 67.237

4.1.2.5 FeCrAl Failure

A failure model for FeCrAl cladding has been implemented in BISON, based upon an overstress

criterion. In facts, when the hoop stress exceeds the ultimate tensile strength (UTS), the cladding

is considered failed. The ultimate tensile strength is calculated as a function of temperature based

upon experimental data by Yamamoto et al. [62], reported in Table 4.5.

Table 4.5: Ultimate Tensile Strength as a Function of Temperature

Temp. Range [K] UTS [MPa]
294.738 569.475

551.495 543.205

644.048 527.023

829.85 288.826

1011.95 65.373

4.1.2.6 Oxidation

The oxidation model of FeCrAl cladding is based upon a parabolic rate law to determine the mass

gain of oxide. The mass gain is then converted into an oxide thickness. The model presented

here was developed for Kanthal APMT, which is one of the candidate ATF FeCrAl cladding

alloys. The model was also developed for high temperature steam, resulting in low oxidation

rates at normal operating temperatures. It is expected that oxidation of FeCrAl alloys will be

negligible during normal operation, and that the model can be applied to the normal operating

regime. The parabolic rate constant was determined by Pint et al. [63]:

kp = koe−Q/T (4.16)
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where kp is the parabolic rate constant in units of g2/cm4-s, ko is a constant equal to 7.84 g2/cm4-

s, and Q is an activation energy in units of K with a value of 41373.7. The mass gain due to the

oxide formation is then calculated by

wg = k1/2
p t1/2 (4.17)

where wg is the mass gain due to oxidation in units of mg/cm2. Then the oxide thickness is

determined by multiplying the mass gain by the conversion factor of 5.35 μm-(cm2/mg), as

proposed by Jönsson et al [64].

4.2 Normal Operating Conditions

4.2.1 LWR fuel rodlet demonstration problem with FeCrAl

In order to demonstrate the new FeCrAl modeling capabilities in BISON and to offer an ini-

tial assessment of the performance of FeCrAl claddings, we performed BISON simulations of

a PWR fuel rodlet at typical operating powers. We considered C35M FeCrAl cladding with the

models described in Section 4.1.2. Calculations with Zircaloy-4 cladding under analogous con-

ditions were also performed in order to compare the behavior of the two cladding materials.

4.2.1.1 Setup of BISON simulations

A 2D axisymmetric analysis of a conceptual LWR fuel rodlet is considered. The assumed geom-

etry, whose main parameters are reported in Table 4.6, includes a smeared column of ten UO2

pellets, C35M FeCrAl cladding, an initial 80 μm pellet-clad gap, and an upper plenum. The

radial clad thickness is set equal to 385 μm [16]. Note that the FeCrAl cladding is thinner than

a Zircaloy cladding [14]. The adoption of a thinner clad is is necessary to reduce the neutronic

penalty associated with the usage of FeCrAl as cladding material compared to Zr alloys, and

would allow for an increased overall core fuel loading [14]. Using a thinner clad is thought

to be possible both in view of the higher strength of FeCrAl [62] and its enhanced corrosion

resistance [65].

Typical PWR operating conditions were used for this demonstration problem (e.g., see [2]). The

rod power is assumed to rise linearly over three hours and is then held constant for 4 years at

25 kW/m. In addition to this base irradiation, an operational transient was considered in order

to assess the impact of a power ramp on the performance of the FeCrAl cladding. In particular,

after the 4-year irradiation at 25 kW/m, the power was increased to 40 kW/m (with a ramp rate

32



of 6 kW/m/h) and held at this power for 48 hours. The finite element mesh employed in the

simulations is shown in Fig. 4.4.

Figure 4.4: Finite element mesh for the LWR fuel rodlet demonstration problem. Note that a 2D

axisymmetric problem is considered; hence, the left edge of the mesh represents the

fuel centerline. The figure is scaled 2x along the radial direction for visualization.

In addition to the demonstration problem with FeCrAl, a corresponding case with Zircaloy was

developed for comparison purposes (Section 4.2.1.3). The Zircaloy problem is analogous to the

FeCrAl problem in terms of rod geometry and power conditions, with the exception of cladding

thickness. This is set to a typical value for a PWR Zircaloy cladding of 575 μm [16], in order

to provide a meaningful comparison. Correspondingly, the pellet radius is lower in the Zircaloy

case, given an equal initial pellet-cladding gap for the two cases. The consdered geometries for

the FeCrAl and Zircaloy cases are summarized in Table. 4.6.

4.2.1.2 Results and discussions for the FeCrAl demonstration problem

In this Section, the results of the BISON simulations of the LWR fuel rodlet demonstration

problem with FeCrAl cladding are presented. In order to provide a sensitivity analysis of the

effect of recently implemented models, four different input settings have been considered:
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Table 4.6: Geometry of the LWR fuel rodlet demonstration problem. In addition to the case with

FeCrAl, the geometry of a corresponding case with Zircaloy is summarized.

Cladding material C35M Zr–4

Cladding OD (mm) 9.50 9.50

Cladding thickness (μm) 385 575

Pellet–clad gap (μm) 80 80

Fuel material UO2 UO2

Fuel stack length (mm) 118.6 118.6

Upper plenum length (mm) 26 26

• BISON originally available FeCrAl thermal and irradiation creep models from [57, 66].

Elastic fuel behavior is considered. (Blue lines in the figures below).

• New thermal creep model from [60] (Eq. 4.14), original irradiation creep model. Elastic

fuel behavior is considered. (Dashed red lines).

• New thermal and irradiation creep models from [60] (Eqs. 4.14, 4.15). Elastic fuel behav-

ior is considered. (Black lines).

• New thermal and irradiation creep models from [60] (Eqs. 4.14, 4.15). Fuel cracking and

creep are considered. (Green lines).

Hence, in addition to the most recent FeCrAl models, in our sensitivity analysis we consider

the impact of accounting for fuel cracking and creep (fourth setting). This is expected to af-

fect cladding stresses and strains under fuel-cladding contact conditions, when fuel deformation

affects cladding stress and diametral strain. Fuel cracking is represented using a newly imple-

mented BISON model [67].

In Fig. 4.5, we plot the calculated hoop stress at the cladding inner radius and at fuel rod mid-

plane as a function of time. The effects of the newly implemented creep and irradiation models

are evident. In particular, note the lower stress obtained with the new thermal and irradiation

creep models (black line) compared the original models (blue line), which is due to a higher

creep rate and correspondingly higher stress relaxation. In particular, the impact of irradiation

creep is remarkable. The effect of the new creep models is particularly evident during pellet-

cladding contact conditions. Contact occurs in correspondence to the slope change for the stress

curves, i.e., between 20000 and 25000 hours, depending on the considered setting. Contact

occurs significantly earlier with the new irradiation creep correlation applied, which is due to

more rapid creep-down of the cladding onto the fuel under the effect of outer coolant pressure.

The effect of considering fuel creep (visco-elastic behavior) and cracking is evident following

fuel-cladding contact, with a lower stress in the cladding being calculated relative to the cor-

responding case with elastic fuel. This behavior is as expected, since fuel creep allows for the
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Figure 4.5: Calculated hoop stress at the cladding inner radius and fuel rod mid-plane from the

BISON analyses of the FeCrAl demonstration problem. Sensitivity analysis is shown

of the recently implemented models relative to the original models as in [57, 66].

Left: Full irradiation time. Right: Zoom on the power ramp and higher power period

at the and of irradiation.

fuel to creep inwards under the mechanical restraint exerted by the cladding, resulting in lower

cladding outward strain and tensile stress.

Following the power ramp to higher power, cladding stress increases due to fuel thermal expan-

sion driving cladding outward strain.

It is interesting to note that the hoop stress remains below 300 MPa during the base irradiation

and also the postulated operational transient (power ramp). These values are well below the ul-

timate tensile stress of the FeCrAl alloy at the considered temperatures (around 550 MPa [62]).

Hence, the present results indicate that the FeCrAl cladding during LWR applications will un-

dergo acceptable stresses during both steady-state operation conditions and operational tran-

sients.

In Fig. 4.6, we plot the calculated hoop strain at the cladding inner radius and at fuel rod mid-

plane as a function of time. The new irradiation creep correlation (green and black lines) has

the larger impact on the calculated cladding strain, which is consistent with the corresponding

stress results presented in Fig. 4.5. When fuel-cladding contact occurs, the cladding strain is

driven by fuel deformation. This is consistent with the blue, red and black lines having approxi-

mately the same slope (hence strain rate) during contact, despite the different cladding models.

When considering creep and cracking in the fuel, the different fuel deformation rate results in

different cladding strain rate. Under normal operating conditions, the strain in the C35M Fe-

CrAl cladding is always below the rupture strain of the material (around 30% at the considered

temperatures [62]).
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Figure 4.6: Calculated hoop strain at the cladding inner radius and fuel rod mid-plane from the

BISON analyses of the FeCrAl demonstration problem. Sensitivity analysis is shown

of the recently implemented models relative to the original models as in [57, 66].

Left: Full irradiation time. Right: Zoom on the power ramp and higher power period

at the and of irradiation.

4.2.1.3 Comparison between FeCrAl and Zircaloy cladding behavior

In this Section, we present the results of a preliminary comparison of the behavior of FeCrAl

and Zircaloy claddings for the LWR fuel rodlet demonstration problem.

As mentioned in Section 4.2.1.1, the Zircaloy case is analogous to the FeCrAl demo problem,

with the cladding thickness being set to a typical value for a PWR Zircaloy cladding, in order

to provide a meaningful comparison. The geometries for the FeCrAl and Zircaloy cases are

summarized in Table. 4.6. The considered irradiation history is the same for the FeCrAl and

Zircaloy cases and as described in Section 4.2.1.1, with a 4-year base irradiation at 25 kW/m

followed by a power ramp and a holding time of 48 hours at 40 kW/m. For the FeCrAl case, we

considered the setting with the most recent models as in Section 4.2.1.2, i.e., new clad thermal

and irradiation creep, visco-elastic and cracked fuel. For the Zircaloy case, we also consider

visco-elastic and cracked fuel, and the BISON models for Zircaloy as in [68].

Figure 4.7 reports the results of the BISON simulation in terms of cladding hoop stress at the

rod mid-plane during the full irradiation (left) and the power ramp only (right). Fig. 4.8 reports

the corresponding results in terms of cladding hoop strain.

First, the results point out that gap closure and fuel-cladding contact in the rod with the FeCrAl

cladding occurs significanly later than in the rod with the Zircaloy cladding (Fig. 4.7, left, and

Fig. 4.8, left). This is due to (i) a higher outward strain for the FeCrAl cladding after the initial

rise to power, which is owing to the higher coefficient of thermal expansion of FeCrAl com-
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Figure 4.7: Comparison between the hoop stress in the FeCrAl cladding and in the Zircaloy

cladding for the LWR demonstration problem analyzed with BISON. The hoop stress

at the cladding inner radius and fuel rod mid-plane is considered. Left: Full irradi-

ation time. Right: Zoom on the power ramp and higher power period at the and of

irradiation.

Figure 4.8: Comparison between the hoop strain in the FeCrAl cladding and in the Zircaloy

cladding for the LWR demonstration problem analyzed with BISON. The hoop strain

at the cladding inner radius and fuel rod mid-plane is considered. Left: Full irradi-

ation time. Right: Zoom on the power ramp and higher power period at the and of

irradiation.

pared to Zircaloy (Table 4.3), and (ii) a lower rate of creep-down of the FeCrAl cladding under

coolant pressure due to the lower creep rate of the FeCrAl alloy compared to Zircaloy at a given

temperature. Both effects are evident in Fig. 4.8, left.

The cladding hoop stress is negative (compressive) due to outer coolant pressure in open gap
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conditions, and becomes positive (tensile) following fuel-cladding contact. Apart from the

compression-to-tension transition periods, the absolute stress in the FeCrAl cladding is higher

than in the Zircaloy cladding (Fig. 4.7, left). This is expected in view of the lower thickness

of the FeCrAl cladding as well as the lower rate of stress relaxation due to creep. However,

the calculated stress in the FeCrAl cladding is well below the FeCrAl ultimate tensile strength

(i.e., around 550 MPa at the temperature characteristic of the cladding [62]) during the whole

irradiation, including the final power ramp.

The strain plot in Fig. 4.8, left, points out the lower strain rate due to creep in the FeCrAl

cladding relative to the Zircaloy cladding, both during the creep-down period and the outward

creep period following contact. The higher strain in the FeCrAl cladding than in the Zircaloy

cladding during the power ramp (Fig. 4.8, right), instead, is due to the the higher coefficient of

thermal expansion of FeCrAl (Table 4.3).

In short, the present comparison between the behavior of a C35M FeCrAl alloy and a Zircaloy

cladding under analogous conditions representative of PWR normal operating conditions points

out that:

• Due to the higher thermal expansion and lower creep rate of the FeCrAl cladding, gap

closure and fuel-cladding contact are delayed compared to the Zircaloy cladding.

• Once fuel-cladding contact occurs, cladding outward strain rate is lower for the FeCrAl

cladding, due to the lower creep rate relative to Zircaloy, under steady-state conditions.

During a power ramp, the FeCrAl cladding can undergo a higher outward strain associated

with higher thermal expansion.

• The FeCrAl cladding is generally subject to higher stresses than the Zircaloy cladding,

which is due to a lower wall thickness and a lower creep rate of the material at a given

temperature. However, the stress in the FeCrAl cladding remains well below the FeCrAl

ultimate tensile strength during steady-state operation and a postulated operational tran-

sient.

4.2.2 LWR fuel rodlet demonstration problem with U3Si2

Utilizing the same finite element mesh and power history as used in the FeCrAl LWR fuel

rodlet demonstration in the previous section, comparative simulations were completed between

UO2 and U3Si2 fueled rodlets both clad in Zircaloy-4. The material models for U3Si2 used in

this analysis were described in detail in the previous section including temperature dependent

thermal conductivity and specific heat, constant Young’s modulus, Poisson’s ratio, and ther-

mal expansion, and burnup-dependent solid and gaseous swelling. Since the development of a

U3Si2 fission gas release model is in its infancy, the Simple Integrated Fission Gas Release and

Swelling (SIFGRS) model for UO2 was also used for U3Si2 in absence of other data. In the
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rodlet containing UO2 fuel, the material and behavior models included were burnup and temper-

ature dependent thermophysical properties, fuel creep, solid and gaseous swelling, densification,

relocation, and fission gas release.

Figure 4.9a illustrates the fuel centerline, fuel surface, and cladding inner surface temperatures

for both rodlets. The highter thermal conductivity of U3Si2 results in a centerline temperature is

approximately 400 K lower than observed for UO2. Consequently, the lower operating tempera-

ture result in less thermal expansion, and the fuel-to-clad gap remains open longer. The burnup at

which gap closure occurs is when the slope of the temperature curves abruptly change. UO2 has

a lower fuel surface temperature early in life because relocation results in a large diametrical

strain that reduces the fuel-to-clad gap. The lower fuel temperatures in U3Si2 also results in no

fission gas being released. Zero released fission gas coupled with the larger overall internal vol-

ume due to no relocation in the U3Si2 rodlet results in a lower plenum pressure as illustrated in

Figure 4.9b. It was observed that the achieved burnup for the same irradiation history was lower

in the U3Si2rodlet. This is due to the higher uranium density in U3Si2 compared to UO2.

(a) (b)

Figure 4.9: Comparisons between using U3Si2 and UO2 in the example problem (a) fuel cen-

terline, fuel surface, and clad inner surface temperatures, (b) plenum pressure and

fission gas release.

4.3 Accident Conditions

The response of U3Si2 fuel and FeCrAl cladding under postulated accident conditions including

Loss of Coolant, Station Blackout and Reactivity Insertion. Discrete ten pellet rodlets were

used for the LOCA and SBO scenarios (both U3Si2/Zircaloy-4 and UO2/FeCrAl). The RIA was

applied to a full length rod of U3Si2 fuel clad with Zircaloy.

39



4.3.1 Loss of Coolant Accident

Three ten pellet rodlets (UO2/Zircaloy, U3Si2/Zircaloy-4, UO2/FeCrAl) based upon a modified

version of the BISON example problem were compared under postulated LOCA conditions to

investigate how the ATF concepts behave relative to rods currently used in LWRs. To enable

comparisons between the different rodlets, the initial rod diameter (cladding outer diameter) and

cold fuel-to-cladding gap are the same in all cases. The cladding thickness is varied depending

on whether the material is Zircaloy-4 or FeCrAl to simulate the thinner cladding required when

FeCrAl is used to overcome the neutronic penalty. To compensate for the thinner cladding, the

pellet diameter was increased for the UO2/FeCrAl rodlet. The specifications of the fuel rodlets

are summarized in Table 4.7.

Table 4.7: Specifications for the three rodlets

UO2/Zircaloy-4 U3Si2/Zircaloy-4 UO2/FeCrAl
Rodlet Rodlet Rodlet

Number of pellets 10 10 10

Pellet length (mm) 9.83 9.83 9.83

Pellet outer diameter (mm) 8.1915 8.1915 8.1915

Dish depth (mm) 0.3 0.3 0.3

Chamfer width (mm) 0.5 0.5 0.5

Chamfer height (mm) 0.16 0.16 0.16

Radial gap width (μm) 82.55 82.55 82.55

Clad thickness (mm) 0.5715 0.5715 0.35

Rodlet length (mm) 107.203 107.203 107.203

Rodlet diameter (mm) 9.4996 9.4996 9.4996

Initial fill pressure (MPa) 2.0 2.0 2.0

Initial fill gas Helium Helium Helium

Initial grain size (μm) 20 20 20

Coolant inlet mass flux (kg m−2 s−1) 10 10 10

Coolant inlet temperature (K) 583 583 583

Coolant pressure (MPa) 15.5 15.5 15.5

Prior to the LOCA transient a nominal base irradiation was prescribed to the rodlets. The base

irradiation is shown in Figure 4.10. A flat axial profile was assumed for these short rodlets.

The LOCA begins at 80050000 seconds (∼926.5 days) for all rodlets. The burnup at the be-

ginning of the LOCA for the UO2/Zircaloy-4 and UO2/FeCrAl rodlets was 53 MWd/kgU and

was 47.67 MWd/kgU for the U3Si2/Zircaloy-4 rodlet. To simulate the LOCA, the 1-D coolant

channel model’s inlet mass flux was dropped to 1 kg/m2/s and the coolant pressure reduced to

atmospheric over 10 seconds, thereby significantly reducing the cladding-to-coolant heat trans-

fer coefficient. This type of scenario is representative of a Large Break LOCA. Meanwhile the

power supplied to the fuel was dropped to zero over two seconds at which time decay heat

is turned on as a source term. The LOCA was terminated after 90 seconds due to numerical

instabilities likely due to large cladding strains. Reflood (quenching) was not simulated.
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Figure 4.10: Base irradiation power history.

Due to the lack of experimental data and limited knowledge of the fuel performance response

of the accident tolerant fuel concepts under postulated LOCA conditions, sensitivity analyses

can be used to provide additional insight. There are numerous statistical methodologies avail-

able to determine the sensitivity of the output metrics of interest to uncertainties in select input

parameters including Pearson and Spearman correlation coefficients, main effects studies, surro-

gate models, and variance based decomposition. Here, BISON is coupled to the DAKOTA [69]

sensitivity analysis software to perform main effects studies that illustrate the importance of

uncertain input parameters on the fuel centerline temperature and total cladding hoop strain at

the end of the transients for the UO2/FeCrAl and U3Si2/Zircaloy-4 rodlets. The input parame-

ters of interest in this study are presented in Table 4.8 for the UO2/FeCrAl rodlet and Table 4.9

for the U3Si2/Zircaloy-4 including their maximum, minimum and mean values. Note that the

creep correlations are scaled by orders of magnitude because it is expected that C35M will creep

more than the current commercial FeCrAl alloys at higher temperatures. GB and IG stand for

grain boundary and intergranular, respectively. These diffusion coefficients are varied in the

U3Si2/Zircaloy-4 case due to the limited knowledge of fission gas behavior in silicide fuel.

Table 4.8: Parameters varied in the main effects analysis including their minimum, mean, and

maximum values for the UO2/FeCrAl rodlet.

Minimum Mean Maximum
Thermal creep scaling factor 1.0 50.5 100.0

Irradiation creep scaling factor 1.0 5.5 10.0

Volumetric swelling scaling factor 0.8 1.0 1.2

Young’s modulus scaling factor 0.8 1.0 1.2

Fuel enrichment (%) 5 6.5 8
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Table 4.9: Parameters varied in the main effects analysis including their minimum, mean, and

maximum values for the U3Si2/Zircaloy-4 rodlet.

Minimum Mean Maximum
GB diffusion coefficient scaling factor 1.0 5000.0 10000.0

IG diffusion coefficient scaling factor 1.0 5000.0 10000.0

Thermal conductivity scaling factor 0.8 1.0 1.2

Gas swelling scaling factor 0.8 1.0 1.2

Specific heat capacity scaling factor 0.95 1.0 1.05

The results of the LOCA simulations are presented in Figures 4.11, 4.12, and 4.13. Figure 4.11

highlights the comparison between the three systems for the baseline cases. In these cases the

uncertain material parameters are taken as their default values. The plots show the evolution

of the fuel centerline temperature and cladding hoop strain during the LOCA (i.e., t = 0 is

the end of the base irradiation). The rapid decrease in the fuel centerline temperature at the

beginning of the LOCA is due to the removal of power to the fuel. Once the mass flux has

decreased to its very small minimum value at 10 s the temperature begins to rise due to the decay

heat and severely degraded heat transfer coefficient. It is observed that the two ATF systems

result in lower centerline temperature at the end of the 90 s transient. The strain evolution in

Figure 4.11b clearly illustrates the significant hoop strain experienced by Zircaloy during the

LOCA. The sharp transition in the UO2 case at 10 s corresponds to the significant reduction in

heat transfer on the surface of the cladding. Both the UO2/Zircaloy-4 and U3Si2/Zircaloy-4 cases

begin following an exponential increase in strain due to the significant deformation experienced

by Zircaloy during the LOCA. The UO2/FeCrAl observes superior performance in terms of

cladding deformation, as the strain remains very low.

(a) (b)

Figure 4.11: Comparison of the (a) centerline temperature and (b) cladding hoop strain during

for the three fuel systems during a LOCA transient.
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Figure 4.12 illustrates the main effects plots for the UO2/FeCrAl system during the LOCA tran-

sient. In a main effects study the output metric of interest (e.g., centerline temperature) is shown

on the ordinate axis, whereas the various input parameters are plotted along the abscissa. Each

subplot in a particular diagram represents the main effects of that input parameter. To provide

guidance on how to interpret the results of a main effects study initially focus on the swelling

scale factor subplot in Figure 4.12a. The point for a swelling scale factor of 0.8 represents the

mean centerline temperature for all of the simulations that had the swelling scale factor set to

0.8. A monotonic upward slope when an input variable is varied indicates a positive correlation

with the output metric. Subsequently, a monotonic downward slope represents a negative corre-

lation between the input parameter and output metric. Lines that are close to horizontal imply

no correlation between input and output. Note that all of the data points represent the mean

values at the last timestep of the transient, but the DAKOTA analysis was applied to the entire

irradiation history.

For the UO2/FeCrAl system the main effects study highlights the importance of the swelling

scaling factor and the fuel enrichment. The centerline temperature and cladding hoop strain are

both positively correlated with the swelling strain. Contrarily, the fuel enrichment is negatively

correlated with centerline temperature but positively correlated with the hoop strain. Higher en-

richment leads to a larger burnup within the fuel, particularly in the rim region at the periphery

of the pellet. The swelling correlation in BISON is burnup dependent, thus, increased enrich-

ment results in larger fuel swelling. Larger fuel swelling results in contact between the fuel and

cladding earlier in the LOCA transient resulting in a decreased centerline temperature. Sub-

sequently, the harder the contact occurring between the fuel and cladding the larger the strain.

Interestingly, the large scaling factors on the thermal and irradiation creep appear to have no

influence, indicating that the creep strain is still significantly low. It is prudent to note that the

range of centerline temperature and cladding hoop strain is small.

The results of the main effects study for the U3Si2/Zircaloy-4 system during the LOCA are

shown in Figure 4.13. In this case the range of the output metrics is much larger than the

UO2/FeCrAl system indicating that uncertainty in U3Si2behavioral models have a more signif-

icant impact on the centerline temperature and hoop strain. As expected the significant un-

certainty assumed on the intergranular diffusion coefficient results in large variations in the

centerline temperature and cladding hoop stress. The larger diffusion coefficients give rise to

increased stress due to greater fission gas release to the plenum increasing the internal pressure

and inducing larger stress on the cladding. In addition, increasing the thermal conductivity re-

sults in lower temperatures and strains. Surprisingly, uncertainty in the specific heat capacity

has a significant correlation with the centerline temperature for such a long duration transient.

Usually, the specific heat only has an affect during very short duration transients (e.g., reactivity

insertion accidents). The plots indicate that the grain boundary diffusion coefficient and gaseous

swelling have minimal effects. It is anticipated that at very high burnups (>60 MWd/kgU)

gaseous swelling would be the most dominant behavior due to the rapid increase in gaseous

swelling at high burnups. In this study the burnup after the base irradiation was approximately

5.01% FIMA (47.67 MWd/kgU) which is just above the threshold for gaseous swelling of 5%

FIMA in the current BISON model.
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(a) (b)

Figure 4.12: Main effects plots for the UO2/FeCrAl rodlet at the end of the LOCA transient.

(a) (b)

Figure 4.13: Main effects plots for the U3Si2/Zircaloy-4 rodlet at the end of the LOCA transient.

4.3.2 Station Blackout

The three rodlets that were subjected to the LOCA in the previous section were also subjected

to a postulated station blackout scenario at the conclusion of the base irradiation illustrated in

Figure 4.10. To simulate the SBO after the base irradiation, the coolant pressure was kept at

15.5 MPa while the coolant flow was drecreased to 100 kg/m2/s to simulate the minimal flow

rate introduced by the backup cooling system over 10 s. The power was shut off over 2 seconds

and decay heat turned on as a source term. As with the LOCA case, baseline comparisons and

main effects studies were performed for the station blackout. The duration of the SBO was 24

hours.
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The results of the SBO simulations are presented in Figures 4.14, 4.15 and 4.16. Figure 4.14

presents the comparison between the three systems for the baseline cases. The plots show the

evolution of the fuel centerline temperature and cladding hoop strain during the station blackout

transient. For the SBO plots, the beginning of the transient (t=0) in the plot is taken as the time

when the cooling water mass flux equals 100 kg/m2/s. This value represents the minimal flow

provided by the backup cooling system. It is observed that the centerline temperature approaches

the coolant inlet temperature rapidly. This can be attributed to the size of the rodlet considered.

The coolant channel model takes the bottom of the rodlet as the inlet and because the rodlet

is only 107.2 mm long it can still be cooled quickly with minimal coolant flow. Subsequently,

because the fuel and cladding temperatures remain low, the stress induced in the cladding is

minimal. Thus, simulations of full-length fuel rods are required to provide conclusive qualitative

comparisons of the three systems during a station blackout event. It should be noted that the

reduced flow decreases the rate of cooling from full power.

(a) (b)

Figure 4.14: Comparison of the (a) centerline temperature and (b) cladding hoop strain for the

three fuel systems during a postulated SBO transient.

The UO2/FeCrAl system’s main effects study for the SBO scenario is shown in Figure 4.15.

Since the temperatures in the baseline cases approach the coolant inlet temperature, expectations

of much variation during the SBO scenario were low. However, it was found that the cladding

hoop strain had strong positive correlations between the Young’s modulus and swelling factor.

Comparing this to the LOCA case it can be concluded that at the end of the SBO there is no

contact between the fuel and cladding because the Young’s modulus correlates with the strain.

Whereas, in the LOCA case shown previously, the Young’s modulus has no effect, indicating

contact had been established at the end of the transient.

The U3Si2/Zircaloy-4 system experienced a minute variation in the centerline temperature and

cladding hoop strain with respect to the uncertainties in the inputs for the SBO case as shown in

Figure 4.16. Strong correlations are still observed for the intergranular diffusion coefficient and

thermal conductivities. An important observation is that for the SBO transient, which lasted 24
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(a) (b)

Figure 4.15: Main effects plots for the UO2/FeCrAl rodlet at the end of the SBO transient.

hours, compared to the LOCA that lasted 90 seconds, the specific heat has no correlation with

the output parameters. This is expected for the long duration transients.

(a) (b)

Figure 4.16: Main effects plots for the U3Si2/Zircaloy-4 rodlet at the end of the SBO transient.

4.3.3 Reactivity Insertion Accident

In fiscal year 2016 a Reactivity Insertion Accident (RIA) was analyzed in collaboration with

colleagues at Brookhaven National Laboratory. In this study a different simulation domain was

used compared to the LOCA and SBO scenarios discussed previously. The full details of the

analysis are provided in a TopFuel 2016 paper accepted for presentation as a poster at the meet-

ing [70]. In brief, a RIA was simulated on fresh fuel from hot full power conditions (33658

46



W/m) for two rod systems: UO2/Zircaloy-4 and U3Si2/Zircaloy-4. The rods had dimensions

of an AP-1000 fuel rod. The poster history and axial power profile were generated using the

TRACE [71] and PARCS [72] codes, respectively. Since the BISON coolant channel model is

not currently developed to handle the complex coolant conditions during a RIA, the cladding

outer surface temperature was provided as a Dirichlet boundary conditions in BISON, obtained

from TRACE. The reactivity insertion corresponded to a $1 ramp. Figure 4.17 presents the nor-

malized reactoer power calculated by TRACE and the core-averaged axial power distribution

calculated by PARCS The normalized reactor power is converted to average linear heat rate in

units of W/m for use in BISON. The simulations of the two rod systems were terminated after 1

second.

(a) (b)

Figure 4.17: Illustration of the (a) normalized power history calculated by TRACE and (b)

axial power profile calculated by PARCS applied to the UO2/Zircaloy-4 and

U3Si2/Zircaloy-4 rods for the RIA scenario.

A code-to-code comparison was completed between BISON and TRACE for the fuel centerline

temperature for both rods. Figure 4.18 presents the axial temperature variation at simulation

times of 0.0 (start of RIA), 0.2 and 0.6 s. The difference between the BISON and TRACE

simulations are due to the gap conductance and thermal expansion models used by the codes.

The important observation to make when comparing Figure 4.18a and 4.18b is that the centerline

temperature is consistently lower for the U3Si2/Zircaloy-4 rod. This preliminary conclusion is a

positive argument for using U3Si2 as an accident tolerant fuel. However, the melting temperature

of U3Si2 is lower than that for UO2, reducing the net benefit.
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(a) (b)

Figure 4.18: Axial temperature profile during the RIA for (a) the UO2/Zircaloy-4 and (b) the

U3Si2/Zircaloy-4 rods at times of 0.0, 0.2 and 0.6 s.
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5 Summary

In response to the events that occurred at the Fukushima-Daiichi nuclear power plant in March

of 2011, the US DOE through its NEAMS program have funded an ATF HIP. The ATF HIP is

a multi laboratory and university effort to investigate two proposed accident tolerant materials:

U3Si2 fuel and FeCrAl cladding, using a multiscale multiphysics approach. This report provides

a brief overview of the lower length scale efforts that are underway in support of the engineering

scale models to be included in the BISON fuel performance code. The laboratory and con-

tributors to the work were provided. Next, a description of the material models for U3Si2 and

FeCrAl that have been introduced into BISON was provided. The material models are under

constant modification as new experimental data becomes available and additional lower length

scale work is completed. The application of these models to normal operating and accident

conditions was summarized. The preliminary results indicate that the accident tolerant concepts

perform as good or better under normal operating and accident conditions as the standard fuel

system. However, additional research is required in important areas where data is limited, such

as fission gas release in U3Si2 and irradiation creep in FeCrAl.
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6 Future Work

Although the behavioral response of two proposed accident tolerant fuel concepts has been ex-

plored in this report, further work at the engineering scale is required going into the final year

of the HIP. First, the normal operating power history was a representative power history that

was generated to achieve appreciable burnup. For an improved understanding of the behavior

of the ATF concepts under LWR conditions, an actual power history in a commercial LWR re-

actor should be used. The next step is to perform the analyses shown in this report using the

power history for the TSQ002 rod in the US PWR 16x16 experiment that was irradiated in a US

commercial pressurized water reactor (PWR) [73]. Moreover, additional model improvements

for U3Si2 and FeCrAl are desired. Extensions of the normal operating and accident analyses

including the breadth of sensitivity analyses completed are planned.

For U3Si2 fuel future goals include:

• Inclusion of radiation damage degradation in the Zhang thermal conductivity model and

the Miao gaseous swelling model.

• Continue development of a fission gas release model.

• Finalization of the implementation of the radial power profile for U3Si2 obtained from

neutronics calculations.

• Incorporate the Zhang and Miao models into the normal operating and accident condition

investigations.

For FeCrAl cladding future goals include:

• Updating the thermal and irradiation creep models for FeCrAl as experimental data be-

comes available.

• Incorporating the lower length scale VPSC model under development at LANL into BI-

SON.

• Utilizing the recently added FeCrAl burst model in the accident condition investigations.
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For the application of the ATF concepts to normal operating and accident conditions future goals

include:

• Performing more simulations on full length rods.

• Applying a more justifiable base irradiation history such as that of the TSQ002 rod irradi-

ated in a commercial PWR.

• Investigating late life power ramps.

• Comparing cladding stresses between smeared and discrete pellet cases.

• Performing coupling analyses with a system code such as RELAP-7 for improved treat-

ment of the coolant boundary conditions under transient conditions.

• Extending the sensitivity analyses to include variance-based indices (e.g., polynomial re-

gression or polynomial chaos expansions) that provide additional detail into which model

parameters are of greatest importance.

• Extending sensitivity analyses to include reactivity insertion accidents.
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