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ABSTRACT

Coupled nonlinear multiphysics simulations require special treatment in order to obtain
numerically-converged, physically-meaningful solutions. The Multiphysics Object Oriented Sim-
ulation Environment (MOOSE) was originally designed to handle “fully-coupled” systems of
nonlinear equations, but this approach has definite limitations when applied to problems in-
volving physics with drastically different time and spatial scales, and may also lead to nonlinear
systems with prohibitive memory requirements and poor solvability characteristics. In these
instances, it may be useful to decouple the solution strategy into “loosely-coupled systems of
tightly-coupled equations.” This approach involves multiple solve stages and information trans-
fer in different directions. Examples of such approaches include Picard iteration and “operator
split” schemes. In this work, we describe recently added framework capabilities that allow
developer-built simulations with arbitrary state information to be saved and restored as needed.
This capability allows the simultaneous evolution of physical models operating on different time
scales to iterate as needed while discarding and recovering from failed steps. In addition to the
Picard iteration scheme, new developments on a generalized eigensolver and physics module for
solving the level set equation are also discussed.
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1 Introduction

The MOOSE framework brings together advanced multiphysics coupling techniques, agile software
development with high code quality standards, and a vibrant open scientific software development
community. The MOOSE framework is used for a number of research and production quality nuclear
energy related applications at Idaho National Laboratory, prominent academic institutions, and
across the DOE complex. The framework, and the applications based on it, are all developed with
the ideas of fast prototyping, ease of interoperability, and high performance on parallel architectures
at the forefront of the design.

In this report, we describe several recent enhancements to the framework that have further
extended the possibilities for advanced analysis, including, in particular, the ability to model nuclear
reactor accident scenarios. One of the key enhancements described in this work is the novel use
of the pre-existing restart and recovery system, in conjunction with the MultiApp system, in order
to enable advanced simulation execution strategies. Simulation state can now be saved within the
hierarchical MultiApp execution scheme. This new solution scheme gives developers new choices
for running multiphysics applications, particularly those with very strong nonlinear effects, or those
requiring coupling across disparate time and/or spatial scales.

Another enhancement described in this report is the addition of a generalized eigenvalue solver
capability based on SLEPc, a suite of dense and sparse solver algorithms which is itself based on
PETSc. The MOOSE framework already makes extensive use of the parallel linear and nonlinear
solvers provided by PETSc, making SLEPc a natural fit within the framework as well. libMesh [1],
the finite element library underlying MOOSE, has provided C++ interfaces to the SLEPc solvers
via its EigenSystem and EigenSolver classes for some time, although they have not been used
to date by any MOOSE-based applications. Efficient generalized eigenproblem solvers are clearly
important in nuclear energy applications such as neutron transport, but they are also useful in a
wide variety of other contexts including nonlinear stability analysis, structural dynamics, materials
science, shape optimization, and quantum chemistry. We anticipate that the addition of this
capability to MOOSE will have a significant positive impact on the number of collaborators who
find the framework applicable for use in their research.

Finally, we also describe a new physics module for solving the well-known level set equation
via the finite element method, which is currently under development. Similar to the generalized
eigensolver capability, the level set equation arises in a number of different application areas, in-
cluding fluid-structure interaction, front tracking, image processing, and snow science. There are a
number of challenging aspects to the numerical solution of the level set equation, so it makes sense
to develop a robust and well-tested solution strategy in a centralized location such as the MOOSE
modules. Such an implementation can then be easily coupled to other MOOSE-based applications
with little additional effort. In this report, we describe several recent and ongoing developments in
the context of this module, and the remaining work which is to be accomplished.

The rest of this report is arranged in the following way: §2 discusses the MultiApp-based Picard
iteration strategy and some recent results obtained using it on a coupled multiphysics problem. §3
describes the initial work which has been done on the generalized eigensolver capability, as well as
some of the ongoing challenges with its development. §4 gives details on the level set module which
is currently under development, as well as some promising initial results. Finally, §5 gives some
conclusions and directions for future work.
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2 MultiApp Picard Iteration Capability

MOOSE was originally designed to minimize the effort necessary to create “fully-coupled” mul-
tiphysics simulations. Programming interfaces were created for scientists and engineers to easily
enable pluggable physics operators with extensible interfaces for solving a wide variety of problems.
In 2013, new MultiApp and Transfer systems were added to the MOOSE framework to enable
both “loose-coupling” and “tight-coupling” schemes. Utilizing these new systems a first-of-its-kind,
full-core nuclear reactor model was simulated on the MOOSE platform [2].

Figure 1: Figures depicting different solver strategies: top loosely-coupled, middle tightly-coupled,
bottom fully-coupled

Figure 1 shows the three common coupling types made possible by the MOOSE MultiApp

system. The top figure shows loose-coupling or operator-split coupling where one model is solved
and information from the converged solution is transferred to another simulation and used to obtain
a converged solution on the second model. After the second model is solved, time is typically
advanced and the process is repeated. The middle figure shows a tight-coupling strategy where
models are solved separately but iteration between them occurs until some tolerance is satisfied.
Picard/fixed-point iteration [2–4] is an example of a tight-coupling scheme.

“Fixed-point iteration” [5] classically refers to the process of computing the limit of a sequence
{xn} defined by xn+1 = f(xn) for a given function f : R→ R, while “Picard iteration” is classically a
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technique for proving the existence and uniqueness of solutions to ordinary differential equations [6].
In the present context of solutions to coupled systems of PDEs, we use these terms in a more general
context to describe the following solution algorithm: suppose we are given two nonlinear systems
of equations

�F (�x; �y) = �0 (1)

�G(�y; �x) = �0 (2)

where �x ∈ R
N is the “primary” unknown for �F : RN → R

N , but �F also depends parametrically on
a “secondary” unknown �y ∈ R

M , and likewise �y is the primary unknown for �G : RM → R
M , but �G

also depends parametrically on a secondary unknown �x. An example of this situation would be a
fuels performance simulation which requires coolant temperature as a boundary condition coupled
to a thermal hydraulics simulation which requires an input wall heat flux value.

A key observation is that solving (1) via a nonlinear solution algorithm (such as the precon-

ditioned Jacobian-free Newton-Krylov method) requires only the approximation of ∂ �F
∂�x , likewise

solving (2) requires only an approximation of ∂ �G
∂�y , these systems of equations are of size N2 and

M2, respectively, and need not be solved simultaneously. This suggests the pseudocode shown in
Algorithm 1. Note that in the second step of the while loop, the �G system is solved with the most
up-to-date value of �x, namely �xi+1. There is also a natural extension of Algorithm 1 to problems
with more than two systems of equations. As the number of systems increases, the order in which
they are solved can potentially be important to the robustness of the algorithm and the speed at
which it converges.

Algorithm 1 Picard iteration algorithm for solving (1) and (2) in a tightly-coupled manner.

Set initial guess �x0, �y0
Set i = 0
while not converged do

Solve �F (�xi; �yi) = �0 for �xi+1. Requires approximate ∂ �F
∂�x .

Solve �G(�yi; �xi+1) = �0 for �yi+1. Requires approximate ∂ �G
∂�y .

Check for convergence of ‖�xi+1 − �xi‖, ‖�yi+1 − �yi‖.
i← i+ 1

end while

Finally, the bottom image in Figure 1 shows a fully-coupled solution strategy where two models
are solved together in a single system of equations. This solution strategy has the advantage that
highly-nonlinear effects, which might otherwise cause fixed-point iterations to diverge or converge
to non-physical solutions, do not arise. Drawbacks of the fully-coupled solution strategy are: (i)
the size (in memory) of solver, and especially the preconditioner, may grow unacceptably as more
systems of equations are added, and (ii) the nonlinear systems themselves may become more difficult
to solve, and/or not amenable to pre-existing, well-known, and highly-researched solvers for the
individual systems.

While the tight-coupling capability has been a part of the MOOSE framework for some time,
it has previously suffered from several restrictions which reduced its applicability to problems of
interest. For example, it was initially not possible to recover from a failed time step in one of the
coupled applications unless both applications were using the same time step size. This restriction
made it difficult to couple problems which naturally occurred on vastly different time scales. These
restrictions inspired a novel usage of the pre-existing backup and recovery system in order to
improve the robustness of the tight coupling algorithm.
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2.1 Restart System
MOOSE contains an extensible backup and recovery system where user-defined data from any
object can be serialized and saved in memory or written to disk. This user-defined data, along
with the data from the framework itself, is useful for resuming a simulation after either a normal
or unexpected termination. Each object in MOOSE has access to an interface where storage can
be reserved based on name and data type. MOOSE maintains this data store for all processes and
threads, and can serialize all stored data on demand. The serialized data can then be used for
a variety of purposes such as checkpointing the entire system state, communicating data to other
processes or threads in a data-structure agnostic fashion, or to execute complex time stepping
strategies. Normally these serialized backups are written to disk as a simulation progresses for
fault-tolerance purposes, but when using the Picard iteration scheme, backups are maintained in
memory so they can be restored quickly during the solution process.

Generally only a small subset of data needs to be saved to enable the restart functionality. Most
simulation information such as the system matrices and solver data structures can be regenerated
on demand. Distributing the saved information in parallel also means that the process of creating
these backups is scalable. This would not be the case if, for instance, all restart data was first
communicated to the root processor before being written to disk.

2.2 Implementation
Figure 2 shows a typical MultiApp setup in MOOSE. Each node represents a separate simulation
containing a separate equation system. MOOSE solves the equation system on each node in turn,
in a user-controlled manner. Information can be aggregated or split and transferred from parent
to child or child to parent as needed between solves. This is accomplished through the extensible
Transfer system. By using the existing MultiApp and Restart systems in concert, it is possible
to remove several of the restrictions from the initial Picard solution strategy. MOOSE supports
tight-coupling schemes using a Picard iteration strategy while utilizing the MultiApp capability.
MOOSE Executioners have the ability to “backup” or save the state of any tree node in the
MultiApp hierarchical structure (see Figure 2). Saving a single node in the tree automatically saves
the states of all children nodes from that point on down the tree. Executioners can then maintain
any number of states by holding state objects in RAM or writing them to disk. These states can
be restored as needed if a determination is made at any point to re-run an existing step or set of
steps. Sub-apps that advance the simulation state by several steps during a single parent solve can
be restored back to any previously saved state. This capability allows completely separate physics
that may have different time scales to iterate as needed until a reasonable convergence tolerance is
reached.

To verify the correct operation of the tightly-coupled Picard iteration capability, several test
problems were created to verify the state restoration process. Additionally, several highly-nonlinear
multiphysics problems have been devised which are difficult or infeasible to solve with a “fully-
coupled” scheme or fail to produce reasonable answers when solved with an operator-split or
“loosely-coupled” scheme. Figure 3 shows a plot from a coupled radiation transport/fuels perfor-
mance simulation. Using a loosely-coupling scheme, extreme oscillations in the transport solution
begin to occur as high burnup is reached in the fuels performance code. The use of the MultiApp

Picard iteration capability with varying numbers of iterations is able to damp out the oscillations
completely.

A nuclear power station undergoing a “blackout” scenario was simulated using a single fuel rod
under normal operating conditions. The simulation is run for several months to accumulate a high
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Figure 2: MultiApp simulation structure.

fuel burnup characteristics. Simultaneously a two-phase coolant channel was simulated within a
Picard iteration tightly-coupled to the fuel simulation. At a specified time, the coolant channel
circulation pumps are stopped and the reactor is scrammed simulating a station blackout (SBO)
condition. Decay heat in the highly burned up fuel continues to produce heat while the lack of
circulation provides insufficient cooling to the rod. As the coolant channel’s temperature continues
to rise, it begins to boil further reducing the ability to remove heat from the rod. The rod eventually
heats and expands to the point where the cladding materials undergo plastic deformation. The
complex interaction of these tightly-coupled physics models place high demands on the execution
strategy to reach convergence among all models. The ability to run execute these models with and
without advanced Picard iteration techniques greatly improves the analysis capabilities already in
the framework. A screen capture of the simulation is shown in Figure 4.
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Figure 4: Coupled BISON/RELAP-7 accident scenario solution.
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3 EigenSolver

Eigenvalue problems arise in many applications of physical simulations such as solid mechanics and
transport theory. While the MOOSE framework has supported two methods (inverse iteration [7]
and Newton-type method [8]) for solving some eigenvalue problems in the past, a fully-integrated
solution compatible with all of the customizable MOOSE systems has been lacking. To create the
most general solution method possible, we started with the generalized eigenvalue problem:

Ax = λBx. (3)

where the A and B matrices typically represent different operators within the same PDE. For
example, in transport theory, the entries in the A matrix represent all of the events neutrons may
undergo in a background media including collision, streaming, scattering, and absorption. The
entries in the B matrix represent the fission events, and the entries in the x vector represent the
angular fluxes. The purpose of solving this eigenvalue problem is to determine the strength of the
fission process by varying the scalar coefficient λ to obtain the self-sustained neutron populations
without external sources.

For sophisticated multiphysics problems, the matrices A and B may depends on the eigenvector
x, and then (3) is reformulated in the more general form:

A(x) = λB(x), (4)

where A and B are nonlinear operators, and A(·) and B(·) are interpreted as the corresponding
nonlinear functions. Most algorithms for solving (3) or (4) perform a Rayleigh-Ritz projection for
extracting the spectral approximations. This procedure reduces the problem to a low-dimensional
subspace, and solutions of the original problem are obtained by solving the low-dimensional sub-
space problem. Solver algorithms such as power iteration [7], subspace iteration [9], Arnoldi’s
method [10], Krylov-Schur [11], and the generalized Davidson method [12] differ in the type of
subspace used, how the subspace is constructed, and other characteristics aimed at improving con-
vergence, etc. Among these subspace methods, the simplest one is the (inverse) power method,
which is described in Algorithm 2.

Algorithm 2 The inverse iteration algorithm. The solve step which updates x(i+1) requires either
a linear or nonlinear solve depending on whether we are solving (3) or (4), respectively.

Input: operators A and B, and an initial guess (λ(0), x(0))
for i = 0, . . . , nmax do
x(i+1) = λ(i)A−1Bx(i)
λ(i+1) = λ(i) ‖Bx(i)‖

‖Bx(i+1)‖
if converged then

break
end if

end for
Output: (λ(i+1), x(i+1))

Algorithm 2 has been implemented in MOOSE using a Newton-type method to solve the gen-
eralized eigenvalue problem. These two algorithms work effectively for transport problems, but
are difficult to maintain because they are outside the original scope of problems MOOSE was de-
signed to solve. Additionally, Algorithm 2 is not easily extensible to applications which require the
computation of more than one eigenvalue, since it computes only the smallest eigenvalue.
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PETSc [13], the numerical linear algebra library used by MOOSE, is also used by SLEPc [14],
a library for solving generalized eigenvalue problems of the type discussed here. The goal of this
work was to provide the infrastructure needed to support the interfaces in SLEPc in both the
MOOSE framework and the underlying libMesh library. The new design creates a more flexible and
extensible solution scheme, while simultaneously reducing the maintenance burden of the existing
interfaces. Having developers with experience in more than one of the PETSc, SLEPc, libMesh,
and MOOSE projects was key to the feasibility and success of this work. Although full integration
of the generalized eigensolver is an ongoing effort, prototype implementations have already enabled
its use in multiple MOOSE-based applications. Continued iteration on the current design, and FY
2017 efforts toward redesigning the MOOSE executioner, will continue to enhance this capability
and make it more accessible to scientists and engineers using MOOSE-based applications.
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4 Level Set Module

The level set method is commonly used for front tracking problems [15]. It is modeled with the
multi-dimensional advection equation

∂u

∂t
+ �v · ∇u = 0, (5)

where t is time, �v is a known velocity field, and u is the variable representing the interface. Tra-
ditionally u is taken to be the signed distance from the interface. This problem poses significant
challenges: numerical stabilization techniques must be employed to avoid node-to-node oscillations,
and intermediate re-initialization steps must be undertaken to evolve the interface in a physically-
consistent manner.

The basic requirements for solving the level set equation in MOOSE are summarized in the
following milestone objectives:

1. Solve the level set equation numerically using the Galerkin finite element method.

2. Apply a standard stabilization scheme.

3. Implement a basic re-initialization scheme.

In order to test and demonstrate the use of the level set module, a benchmark rotating bubble
problem requiring each of the three aforementioned components was undertaken.

The weak form of (5) is: find uh ≈ u such that

(
∂uh
∂t

, ψi

)
+ (�v · ∇uh, ψi) = 0 (6)

holds for all admissible test functions, ψi. Here uh is the finite element approximation to u, and
we have employed the inner-product notation (u, v) ≡ ∫

Ω uv dx for convenience. Solving (6) in
MOOSE requires the addition of a single physics kernel for the second term on the left-hand side
of (6). This kernel is included in the level set module as LevelSetAdvection, and allows one to
use coupled variables to represent the velocity field.

As with any pure convection equation, implementing the level set equation with the Galerkin
finite element method requires numerical stabilization if node-to-node oscillations are to be avoided
and standard solution accuracy is to be maintained. The level set module also includes kernels
which implement the Streamline Upwind/Petrov-Galerkin (SUPG) stabilization method [16, 17]
for (6), which is given by

(
∂uh
∂t

+ �v · ∇uh, ψi +
h

2‖�v‖(�v · ∇ψi)

)
= 0, (7)

where h is the element length, and ‖�v‖ is the Euclidean norm of the velocity vector. We note
that the h-dependent terms add stability to the numerical scheme by introducing the symmetric,
velocity-dependent artificial viscosity contribution:

(
h

2‖�v‖�v · ∇uh, �v · ∇ψi

)
(8)

in a so-called “consistent” manner. That is, if the true solution u satisfies (5), it is easy to see,
by inspection, that it will also satisfy (7), since the strong form of the residual appears in the first
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“slot” of the inner product. The stabilization terms are implemented in the code as two additional
kernels: LevelSetTimeDerivativeSUPG and LevelSetAdvectionSUPG.

The advected variable u is often used to track a moving front, and therefore it is desirable that
the total amount of u present in Ω remain the same throughout the simulation. This is equivalent
to stating that the area within a given contour of u does not change. It is also frequently desirable
that u remain a signed distance function throughout the course of the simulation. There is a vast
amount of research into methods which guarantee either conservation, the signed distance property,
or both. The level set module in MOOSE currently implements a conservative “re-initialization”
algorithm that transforms uh into a smooth function in the range [0, 1] rather than a signed distance,
which is useful for certain types of problems such as phase identification.

The weak form of the re-initialization equation is: find Uh such that

(
∂Uh

∂τ
, ψi

)
+ (∇ψi, (−f + ε∇Uh · n̂∗)n̂∗) = 0, (9)

holds for every admissible ψi, where τ is the pseudo time during the re-initialization, n̂∗ is the
normal vector computed from the level set variable uh at pseudo time τ = 0, ε is the interface
thickness, f ≡ Uh(1− Uh), and Uh(τ = 0) = uh. Steady-state for Uh is detected when

‖Um+1
h − Um

h ‖
Δτ

< δ, (10)

where δ is a problem-dependent tolerance, and Um
h ≡ Uh(τ = mΔτ). When steady-state is achieved,

uh is set equal to the re-initialized solution Uh, and the entire process is repeated at time t+Δt.
The majority of the MOOSE level set module implementation effort was focused on the addition

of this re-initialization algorithm. Improvements to the MOOSE MultiApp system, such as a more
robust solution copy function and an improved full-solve MultiApp, allowed the level set equation
and the re-initialization problem to be solved on the same variable at each time step.

A typical benchmark problem for the level set equation is the rotating bubble. The problem
involves initializing uh with a “bubble” of radius 0.15 at (0.0, 0.5) for Ω = [−1, 1]2. This bubble is
then advected with the given velocity field �v = (4y,−4x), so that, at t = π/2, the bubble should
return to its original position.

(a) Level set equation only. (b) Level set with SUPG. (c) Level set with re-initializa-
tion.

Figure 5: Initial condition (black contour) and final state (green contour) after two revolutions at
time t = π for the basic level set equation (a), SUPG method (b), and re-initialization method (c).
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Figure 5 shows the results of running this problem using the level set equation alone, the SUPG
stabilized level set equation, and the re-initialized level set equation. Figure 6 is a plot of the area
of the circle during the three simulations. Note that in the unstabilized, un-reinitialized level set
equation, both area conservation and stability issues are readily apparent. The instabilities are
especially obvious in Figure 6, where the drastic area changes are due to numerical oscillations in
the solution field. Adding SUPG stabilization helps ameliorate the stability concern but it suffers
from loss of area conservation. The re-initialization scheme is both stable and area-conserving.

Figure 6: Comparison of area inside the bubble during simulations described in Figures 5 (a), (b),
and (c).

The re-initialization methods performs well, but it is computationally expensive and picking
the pseudo timestep size Δτ , steady-state criteria δ, and interface thickness ε correctly for the
re-initialization problem is a non-trivial difficulty. Nevertheless, the level set module provides a
valuable starting point and proof-of-concept for other researchers interested in the method, and
the existing algorithm can no doubt be tuned to the needs of specific applications in terms of
conservation and computational cost requirements.

The following additional tasks should be completed to make the level set module more useful
and robust for real-world applications:

1. Develop automated techniques means for setting the various re-initialization tuning parame-
ters (Δτ , ε, etc.).
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2. Implement a signed-distance-preserving re-initialization scheme based on established meth-
ods, e.g. [18].

3. Implement additional stabilization techniques such as the Galerkin Least Squares [19] method
and “shock/discontinuity capturing” schemes [20, 21].

4. Create module-specific input file syntax for level set problems to simplify input file generation
and usage.

5. Solve additional benchmark problems with various stabilization and re-initialization schemes,
and investigate different mesh refinement and adaptivity strategies for said problems.
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5 Conclusions

Several advanced capabilities have been added to the MOOSE framework to enable new solution
strategies. Supporting a Picard iteration strategy in the MultiApp system allows for the solution of
highly-nonlinear models, and the coupling of physics across disparate time scales. These capabilities
are already being used to study nuclear reactor accident scenarios involving radiation transport,
high-fidelity multiscale fuels performance, and multiphase coolant channel models. These capabil-
ities are also being used to support other DOE modeling objectives related to the TREAT restart
project. The addition of an improved eigenvalue solver and the level set module continue to expand
the types of pluggable physics that engineers and scientists are able to implement and study. As
each new capability is added to the framework portfolio, an emphasis on coupling and flexibility
is made to ensure ease of use by the applications and programs that rely on the toolkit. This
crosscutting, consolidated strategy reduces costs to the various funding programs, and maximizes
the amount of science performed by applications built with the MOOSE framework.
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