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Introduction
Introduction

As the nation’s nuclear energy laboratory, Idaho National Laboratory brings together talented people and specialized nuclear research capability to accomplish our mission. This edition of the Nuclear Fuels and Materials Division Spotlight provides an overview of some of our recent accomplishments in research and capability development. These accomplishments include:

- Evaluation and modeling of light water reactor accident tolerant fuel concepts
- Status and results of recent TRISO-coated particle fuel irradiations, post-irradiation examinations, high-temperature safety testing to demonstrate the accident performance of this fuel system, and advanced microscopy to improve the understanding of fission product transport in this fuel system.
- Improvements in and applications of meso and engineering scale modeling of light water reactor fuel behavior under a range of operating conditions and postulated accidents (e.g., power ramping, loss of coolant accident, and reactivity initiated accidents) using the MARMOT and BISON codes.
- Novel measurements of the properties of nuclear (actinide) materials under extreme conditions, (e.g. high pressure, low/high temperatures, high magnetic field) to improve the scientific understanding of these materials.
- Modeling reactor pressure vessel behavior using the GRIZZLY code.
- New methods using sound to sense temperature inside a reactor core.
- Improved experimental capabilities to study the response of fusion reactor materials to a tritium plasma.

Throughout Spotlight, you’ll find examples of productive partnerships with academia, industry, and government agencies that deliver high-impact outcomes. The work conducted at Idaho National Laboratory helps spur innovation in nuclear energy applications that drive economic growth and energy security.

We appreciate your interest in our work here at Idaho National Laboratory, and hope that you find this issue informative.

David Petti

David Petti, Ph.D., is a graduate of the MIT Nuclear Engineering Department and has been recognized as a Fellow at both Idaho National Laboratory and the American Nuclear Society. With over 30 years of experience in nuclear technology, he currently serves as director of the Nuclear Fuels and Materials Division and as the Nuclear Science and Technology’s chief scientist. Previously, he held the position of Co-National Technical Director for DOE’s Advanced Reactor Technologies Program. He has direct experience with research and development for fuels, graphite, high-temperature materials, and design and safety evaluation methods. Dr. Petti is an internationally recognized expert in coated particle fuel technology.
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Metrics for the Technical Performance Evaluation of Light Water Reactor Accident Tolerant Fuel
Safe, reliable, and economic operation of the nation’s nuclear power reactor fleet has always been a top priority for the nuclear industry. Continual improvement of technology, including advanced materials and nuclear fuels, remains central to the industry’s success. Enhancing the accident tolerance of light water reactors (LWRs) became a topic of serious discussion following the 2011 Great East Japan Earthquake, resulting tsunami, and subsequent damage to the Fukushima Daiichi nuclear power plant complex. The overall goal for development of accident tolerant fuels (ATF) for LWRs is to identify alternative fuel system technologies to further enhance the safety, competitiveness, and economics of commercial nuclear power.

Designed for use in the current fleet of commercial LWRs or in reactor concepts with design certifications (GEN-III+), fuels with enhanced accident tolerance would endure loss of active cooling in the reactor core for a considerably longer period of time than the current fuel system, while maintaining or improving performance during normal operations. Significant discussion among the Organization for Economic Cooperation and Development Nuclear Energy Agency Expert Group on ATF for LWRs has led to the following definition of “coping time” for ATF:

The “coping time” for a fuel system is defined as the time to significant loss of geometry of the fuel assemblies such that the reactor core can no longer be cooled or the fuel cannot be removed from the reactor using standard tools and procedures.

Each fuel system concept should have an associated failure modes and effects analysis conducted to determine the onset of failure modes that would lead to unacceptable conditions or performance. Additionally, the appropriate “coping time” reported could correspond to the point at which the condition or accident progression is not recoverable. This is sometimes referred to as an “escalation point” (e.g., a point where addition of water to the vessel can no longer provide sufficient cooling to halt accident progression or it could make the situation worse).

The complex multiphysics behavior of LWR nuclear fuel in an integrated reactor system makes defining specific material or design improvements difficult. Therefore, establishing desirable performance attributes is critical to guiding design and development of fuels and cladding with enhanced accident tolerance. Key behavior or performance goals for fuel and cladding are summarized in Figure 1. Leading design objectives for ATF provide guidance to fuel design. An ATF system must do the following:

**Improved Reaction Kinetics with Steam**
- Decreased heat of oxidation
- Lower oxidation rate
- Reduced hydrogen production (or other combustible gases)
- Reduced hydrogen embrittlement of cladding

**Improved Fuel Properties**
- Lower fuel operating temperatures
- Minimized cladding internal oxidation
- Minimized fuel relocation/dispersion
- Higher fuel melt temperature

**Improved Cladding Properties**
- Resilience to clad fracture
- Robust geometric stability
- Thermal shock resistance
- Higher cladding melt temperature
- Minimized fuel-cladding interactions

**Enhanced Retention of Fission Products**
- Gaseous fission products
- Solid/liquid fission products

**Enhanced Tolerance to Loss of Active Core Cooling**

*Figure 1. Key considerations for establishing ATF attributes.*
1) Maintain or improve the thermal, mechanical, and chemical properties observed for current state-of-the-art fuel systems.

2) Provide accident tolerant improvements that increase the fuel system’s coping time under severe accident scenarios.
   a. Increase time before the onset of core melt, during which additional recovery actions can be made to halt accident progression.
   b. Reduce the impact of a severe accident by reducing core damage frequency, maintaining coolable geometry, and reducing combustible gas production and the amount of radioactive materials potentially released.

3) Offer the capability for power uprate and increased burnup to allow an economic case to be made for adoption of the new fuel system. Economic evaluation of proposed ATF concepts will be performed separately from the technical evaluation).

A technical evaluation methodology has been proposed within the United States to aid in optimization and prioritization of candidate ATF designs. A complete description of the proposed metrics and associated sensitivity studies is provided in Bragg-Sitton et al. (2016) [1]. Key to the performance evaluation is consideration of behavioral characteristics across all performance regimes: (1) fabrication/ability to manufacture at scale and the required quantity, (2) normal operation and anticipated operational occurrences, (3) postulated accidents (design basis accidents), (4) severe accidents (beyond design basis), and (5) used fuel storage, transportation, and disposition, with a consideration for the potential of future reprocessing. The general evaluation approach is designed to identify both benefits and vulnerabilities for each concept, where vulnerabilities also encompass development risks.

Research and development (R&D) of ATF in the United States is conducted under the U.S. Department of Energy (DOE) Fuel Cycle R&D Advanced Fuels Campaign. DOE is sponsoring multiple teams to develop ATF concepts within multiple national laboratories, universities, and the nuclear industry. Concepts under investigation offer both evolutionary and revolutionary changes to the current nuclear fuel system, although one should note that the concepts that introduce a more significant departure from the current fuel system technology will likely take longer to develop and implement than evolutionary changes.

Cladding options under investigation primarily focus on materials that will have a more benign reaction with steam than zirconium alloys. DOE-sponsored R&D efforts include coated zirconium alloys (e.g., using protective materials such as a thin layer of MAX-phase materials applied to the cladding surface), advanced steels (e.g., ferritic/martensitic steel, including FeCrAl alloys), refractory metals (e.g., multi-layer design using molybdenum), ceramic cladding (e.g., silicon carbide [SiC]/SiC ceramic matrix composites), and zirconium alloy cladding with a SiC/SiC sleeve.

Fuel options under investigation primarily focus on materials that will provide higher thermal conductivity, higher fissile density, and improved containment of fission products relative to standard UO2 fuel. Higher fissile density fuels are of particular interest for coupling with cladding options that would introduce increased parasitic neutron absorption relative to zirconium alloys (e.g., FeCrAl); high density fuel would allow use of these cladding materials without requiring a significant increase in fuel enrichment. DOE-sponsored R&D efforts include UO2 with additives such as Cr2O3, SiC particles or whiskers, or diamond particles; U3Si2; enhanced UO2; composite fuels; and fully ceramic microencapsulated fuels using a UN kernel and SiC matrix (often referred to as FCM fuel).

The phased development of ATF is summarized in Bragg-Sitton and Carmack (2016) [2]. The program is currently nearing the end of Phase 1 feasibility assessment activities. During this phase, investigation of a number of technologies that may improve fuel system response and behavior under accident conditions has been conducted. The U.S. DOE Advanced Fuels Campaign continues to sponsor multiple teams within national laboratories, universities, and nuclear industry who are developing and testing fuel and/or cladding concepts.

A recent overview of the ATF irradiation testing program for ATF is available in Chichester et al. [3]. This test program is being conducted in four phases for test reactor irradiation: (1) ATF-1 drop-in capsule testing in the Advanced Test Reactor (ATR) at Idaho National Laboratory, (2) ATF-2 loop testing in ATR and ATF-H-x loop testing in the Halden Reactor, (3) ATF-3 transient testing of fuel rodlets (from the ATF-2 series) in the Transient Reactor Test (TREAT) facility, and (4) ATF-4 transient testing of fuel rods from the commercial power plant irradiation series (lead fuel rods or assemblies) in TREAT. The irradiation test series for commercial power plant irradiations (i.e., CM-ATF-x) is included as a separate “phase” that will be conducted by a utility partner and requires approval from the Nuclear Regulatory Commission.
ATF-1 drop-in capsule irradiation was initiated in 2015 with insertion of 19 capsules provided by AREVA, Westinghouse, General Electric, and Oak Ridge National Laboratory; samples will be removed from ATR at multiple burnup levels to characterize the microstructural evolution of the fuel samples. More than 30 additional ATF-1 capsules are being prepared for insertion in ATR in 2016. The capsules are provided by Oak Ridge National Laboratory, Los Alamos National Laboratory, Westinghouse, AREVA, and AREVA/Electric Power Research Institute. Three ATF-1 rodlets have been removed for post-irradiation examination to date. The ATF-2 test series will take the most promising fuel system concept(s) into loop testing in ATR, where the experimental ATF rods will be in direct contact with high-pressure water coolant with active chemistry control to mimic the conditions of a pressurized water reactor primary coolant. ATF-2 loop irradiation is anticipated to begin in 2017. The ATF-3 test series will take the most promising concept(s) from ATF-2 into testing in the TREAT facility at Idaho National Laboratory. After operating for 35 years, the TREAT facility was placed in operational standby in 1994 due to reductions in the domestic Sodium Fast Reactor Program. The facility is currently being refurbished for restart following a February 2014 decision. In TREAT, experimental ATF rods will be subjected to reactivity-initiated accident scenarios to investigate their integral performance under this class of accident conditions. The ATF-3 experiment series is currently in the design phase, with sample irradiation expected to begin in approximately 2018. Irradiation of a lead fuel rod or assembly in a commercial LWR is targeted to begin in 2022.

The technical evaluation methodology [1] is proposed to aid assessment of anticipated performance and safety of proposed ATF concepts relative to the current UO2-zirconium alloy system. Rather than focus on individual properties, the approach considers the confluence of properties that result in a particular behavior during all phases of possible operation and also considers challenges associated with fabrication of each concept. The proposed evaluation process provided guidance to an independent technical review and prioritization of ATF concepts that was conducted in January 2016. Results of this independent review are now being used as input to DOE in the selection of concepts for Phase 2 development.
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Jason D. Hales and Kyle A. Gamble

The catastrophic events that occurred at the Fukushima-Daiichi nuclear power plant in 2011 have led to widespread interest in research of alternative fuels and claddings that are proposed to be accident tolerant. Thus, the United States Department of Energy through its Nuclear Energy Advanced Modeling and Simulation (NEAMS) program has funded an Accident Tolerant Fuel (ATF) High Impact Problem (HIP). The ATF HIP is funded for a 3-year period. The purpose of the HIP is to perform research into two potential accident tolerant concepts and provide an in-depth report to the Advanced Fuels Campaign (AFC) describing the behavior of the concepts, both of which are being considered for inclusion in a lead test assembly scheduled for placement into a commercial reactor in 2022. The initial focus of the HIP is on uranium silicide fuel and iron-chromium-aluminum (FeCrAl) claddings. Utilizing the expertise of three national laboratory participants (Idaho National Laboratory [INL], Los Alamos National Laboratory [LANL], and Argonne National Laboratory [ANL]), a comprehensive multiscale approach to modeling is being used including atomistic modeling, molecular dynamics, rate theory, phase-field, and fuel performance simulations.

This paper provides a brief review of the multiscale modeling approach before presenting macroscale simulations of two proposed ATF systems: U₃Si₂ fuel with Zircaloy-4 cladding, and UO₂ fuel with FeCrAl cladding. The simulations investigate the fuel performance response of the proposed ATF systems under normal operating and loss of coolant accident (LOCA) conditions using the BISON fuel performance code. Sensitivity analyses were completed using Sandia National Laboratories’ DAKOTA software to determine which input parameters (e.g., fuel specific heat) have the greatest influence on the output metrics of interest (e.g., fuel centerline temperature).

Introduction

There has been an increased emphasis on research of ATF concepts in recent years. Through the United States Department of Energy’s NEAMS ATF HIP program, a multinational laboratory (INL, LANL, ANL) effort is underway to investigate the suitability of iron-chromium-aluminum (FeCrAl) claddings and U₃Si₂ fuel as alternative fuel rod materials. A comprehensive multiscale approach is planned that uses lower length scale methodologies such as density functional theory, molecular dynamics, rate theory, and phase field to develop more mechanistically informed correlations for use in the macroscale fuel performance code BISON.

While the lower length scale models are under development, fuel performance simulations have been completed using empirical models based upon the limited existing experimental data available for FeCrAl cladding and U₃Si₂ fuel. This paper presents simulations of two proposed ATF systems: U₃Si₂ fuel with Zircaloy-4 cladding, and UO₂ fuel with FeCrAl cladding. The simulations investigate the response of the systems under normal operating and LOCA conditions. The results of the two ATF systems are compared with the conventional UO₂/Zircaloy-4 system currently in use.

Material Model Development

Given that the lower length scale models are under development, empirical correlations have been implemented into BISON. The materials of interest in this study are U₃Si₂ and the iron-chromium-aluminum (FeCrAl) alloy being developed at Oak Ridge National Laboratory (ORNL), known as C35M [1]. U₃Si₂ is of particular interest because of its considerably higher thermal conductivity compared to UO₂, which will result in lower fuel temperatures and temperature gradients within the fuel. Lower thermal gradients are expected to result in less cracking of the fuel pellets. Less cracking and lower temperatures suggests that fission gas release will be less in U₃Si₂ than in UO₂. Moreover, U₃Si₂ has a higher uranium density than oxide fuel resulting in economic savings, as fuel enrichment is not necessary to achieve the same discharge burnup. Unfortunately, the majority of existing experimental data for U₃Si₂ is for low-temperature dispersion fuel used in research reactors. The applicability of the models developed using this data to U₃Si₂ in pellet form under light water reactor (LWR) conditions is unclear. FeCrAl alloys are widely used in applications where low-oxidation rates and high-temperature performance is required (e.g., coatings on gas turbines blades). Compared to traditional zirconium-based claddings, FeCrAl alloys have higher strength and oxidation resistance, but a lower melting point and higher neutron absorption cross section. Therefore, thinner cladding walls, and slightly larger pellets with higher enrichment will be necessary to compensate for this neutronic penalty.

Based on the existing data for U₃Si₂ and C35M, empirical models have been developed and added to BISON. For areas where FeCrAl experimental data is non-existent (e.g., thermal conductivity of C35M) data from commercial alloys are used. For U₃Si₂, material models have been added for thermal conductivity and specific heat [2], gaseous and solid swelling [3], and fission gas release [4]. The fission gas release model used is
the same as for UO₂ in the absence of data suggesting differences in fission gas release behavior. Since no thermal and irradiation creep data exists for U₃Si₂, the fuel is treated as an elastic material with a Young’s modulus of 140 GPa, a Poisson’s ratio of 0.17, and a thermal expansion coefficient of 15e-6 K⁻¹ as per Metzger et al. [5]. For the laboratory-optimized FeCrAl alloy developed at ORNL, C35M, models have been added for the mechanical and thermal properties as a function of temperature, thermal and irradiation creep, volumetric swelling, and oxidation. The mechanical properties (Young’s modulus and Poisson’s ratio) were obtained from Thompson et al. [6]. Thermal properties, namely specific heat and thermal conductivity, for the commercial alloy Kanthal APMT are used [7]. The high-temperature thermal creep model for MA956 developed by Seiler et al. [8] is used in the absence of other data. Representative models have been added for isotropic swelling and irradiation creep of FeCrAl claddings based upon engineering judgment. The oxidation model adopts the parabolic rate constant suggested by Pint et al. [9], and the conversion from mass gain to oxide thickness proposed by Jönsson et al. [10] is used.

**Normal Operating Conditions**

Utilizing the material models described in the previous section, simulations were completed using the BISON fuel performance code to assess the response of the ATF concepts under normal operating conditions. The geometry used for this study was a modified version of the BISON 10 pellet example problem. To enable comparisons between the different systems, the initial rod diameter and fuel-to-cladding gap were the same in all cases. The cladding thickness is varied depending on whether the material is Zircaloy-4 or FeCrAl to simulate the thinner cladding required when FeCrAl is used to overcome the neutronic penalty. To
compensate for the thinner cladding, the pellet diameter was increased for the UO$_2$/FeCrAl system. The representative normal operating power history is shown in Figure 1. A flat axial profile was assumed for this short rodlet. A comparison of the centerline temperature evolution between the three systems is shown in Figure 2. The legend labels UO$_2$, FeCrAl, and U$_3$Si$_2$ represent the UO$_2$/Zircaloy-4, UO$_2$/FeCrAl, and U$_3$Si$_2$/Zircaloy-4 systems, respectively. As expected, the U$_3$Si$_2$/Zircaloy-4 experiences much lower fuel centerline temperatures due to the significantly higher thermal conductivity in U$_3$Si$_2$ compared to UO$_2$. The UO$_2$/FeCrAl rod experience slightly higher fuel centerline temperatures compared to the UO$_2$/Zircaloy-4 because the FeCrAl cladding creeps less resulting in a larger fuel-to-cladding gap. A larger gap results in reduced heat transfer and higher fuel temperatures.

Loss-of-Coolant Accident Conditions

To compare the response of the three systems under postulated LOCA conditions, a representative transient was initiated at the end of the normal operation history shown in Figure 1. To simulate the LOCA, the one-dimensional (1-D) coolant channel model’s inlet mass flux was dropped to 1 kg/m$^2$·s and the coolant pressure reduced to atmospheric over 10 seconds, thereby significantly reducing the cladding-to-coolant heat transfer coefficient. Meanwhile, the power supplied to the fuel is dropped to zero over 2 seconds where decay heat is turned on as a source term for the duration of the transient. The duration of the transient is 90 seconds. Figure 3 highlights the evolution of the cladding hoop strain during the LOCA for the three systems. Zircaloy experiences significant deformation during the LOCA, as observed by the UO$_2$ and U$_3$Si$_2$ curves. The sharp transition in the UO$_2$ curve at 10 s corresponds to the significant reduction in heat transfer.

Figure 3. Comparison of the cladding hoop strain for the three fuel systems under LOCA conditions.

Figure 4. Main effects plot for the U$_3$Si$_2$/Zircaloy-4 system at the end of the LOCA.
on the surface of the cladding. Both the UO₂/Zircaloy-4 and U₃Si₂/Zircaloy-4 cases begin following an exponential increase in strain due to the significant deformation experienced by Zircaloy during the LOCA. The UO₂/FeCrAl observes superior performance in terms of cladding deformation, as the strain remains very low.

**Sensitivity Analyses**

Due to the lack of experimental data and limited knowledge of the fuel performance response of the ATF concepts under postulated accident conditions (such LOCA and Station Blackouts [SBOs]), sensitivity analyses can be used to provide additional insight. There are numerous statistical methodologies available to determine the sensitivity of the output metrics of interest to uncertainties in select input parameters including Pearson and Spearman correlation coefficients, main effects studies, surrogate models, and variance-based decomposition. In this work, BISON is coupled to the DAKOTA [11] sensitivity analysis software to perform a main effects study that illustrates the importance of uncertain input parameters on the fuel centerline temperature at the end of a LOCA transient for the U₃Si₂/Zircaloy-4 system. The input parameters of interest in this study include the grain boundary and intergranular-diffusion coefficients, thermal conductivity, gaseous swelling, and specific heat of U₃Si₂. In a main effects study, the output metric of interest (e.g., centerline temperature) is shown on the ordinate axis, whereas the various input parameters are plotted along the abscissa. As expected, the significant uncertainty assumed on the intergranular-diffusion coefficient results in large variations in the centerline temperature. In addition, as the specific heat increases, the temperature decreases because the fuel is able to absorb the inputted energy more easily. The higher thermal conductivity then removes the heat from the fuel.

**Conclusions**

This spotlight investigated the fuel performance response of two ATF concepts under postulated normal operating and LOCA conditions. It was observed that the ATF concepts have superior performance during the postulated 90s LOCA. In addition, an application of sensitivity analyses to the investigation of the U₃Si₂/Zircaloy-4 system was presented. The results indicated that further investigation is required into the intergranular diffusion behavior of fission gas in U₃Si₂. Additional simulations and advanced sensitivity analysis techniques are required to gain improved understanding of the behavior of the proposed ATF concepts under normal operating and accident conditions prior to formulating a summary report for the Fuel Cycle Research and Development Advanced Fuels Campaign.
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James I. Cole, Eric D. Larsen, Barry H. Rabin, Bradley C. Benefiel, and Ann Marie Phillips

Introduction

The U.S. High-Performance Research Reactor Program is pursuing development and qualification of a new high-density monolithic fuel to facilitate conversion from highly enriched uranium to low-enriched uranium for five higher power research reactors (i.e., the Advanced Test Reactor, High-Flux Isotope Reactor, National Institute of Standards and Technology Research Reactor, Massachusetts Institute of Technology Reactor, and the Missouri University Research Reactor) and one critical facility (i.e., the Advanced Test Reactor-Critical) that are located in the United States. The down-selected fuel system consists of U10Mo alloy fuel foils that have a thin Zr diffusion barrier interlayer that is clad in 6061 Al alloy by hot isostatic pressing. In order to support fabrication development and fuel performance evaluations, new testing capabilities are being developed to evaluate the properties of fuel specimens. Fuel plate residual stress that is induced during fabrication and/or developed during irradiation is one characteristic related to fuel performance that is being investigated. The residual stress state may have a significant influence on the fuel plate’s ability to resist delamination, which is one of the primary requirements for qualification. In this overview, a new measurement capability that is being developed to assess residual stress in fresh and irradiated plate fuel is described.

Residual Stress Measurement System Development

Monolithic fuel plates are essentially a layered composite system composed of materials with differing mechanical and thermal properties and constrained interfaces. Residual stresses can occur as a result of thermo-mechanical processing due to these differing properties, in particular, as a result of cooling from the hot isostatic pressing processing temperature [1] and during cooling after reactor shutdown. Tensile and compressive stresses through the thickness of the part ultimately have to balance; therefore, large compressive stresses in one layer will, by necessity, induce large tensile stresses in another. If these stresses exceed the ultimate tensile strength of the materials or the bond strength between the interfaces, fuel cracking, plate breaching, blistering, or delamination may result.

Fuel performance modeling results, taking into account irradiation-induced fuel creep, suggest that pre-irradiation residual stresses from fabrication do not significantly influence irradiation performance because these stresses are relaxed very quickly during initial irradiation. However, post-irradiation residual stresses (developed during reactor shutdown) are believed to play an important role in causing fuel failures at high burnup [2]. It is also important to understand whether the proposed alternate fabrication processes (i.e., application of Zr by electroplating or plasma spraying) have an effect on the post-irradiation stress state.

A variety of techniques can be employed to measure residual stresses in as-fabricated, unirradiated fuel plates; many of these techniques are non-destructive. For example, monolithic fuel plates have been examined using diffraction techniques [3]. In general, these methods cannot be readily implemented in a hot cell environment for use on irradiated fuel specimens.

Figure 1. Schematic of slitting a residual stress measurement system (top view – tool is held horizontally and fuel plate width is into the paper.)
The U.S. High Performance Research Reactor Fuel Development Program (led by Idaho National Laboratory) has explored alternate methods of measuring residual stress. Several destructive measurement techniques are available and, of these, the incremental slitting or crack compliance technique that was demonstrated on surrogate plate fuel at Los Alamos National Laboratory seemed the most amenable to hot cell adaptation [4]. This technique uses incremental slitting of the plate and measures the deflection to calculate residual stress. Typically, in non-nuclear applications, the slits are made with electric discharge machining [5] and deflections are measured using strain gauges. However, because of the need to operate the system remotely, the method has been adapted to facilitate hot cell deployment. Electric discharge machining has been replaced by a small milling tool and the strain gauges have been replaced by non-contacting displacement transducers. The schematic shown in Figure 1 illustrates the essential system elements.

The residual stress measurement is made by clamping the fuel plate on one end, vertically, then milling a slit across the width of the plate. As the residual stress is relaxed, the end of the plate opposite the clamped end will deflect and the extent of deflection is measured by the transducer. The direction of the deflection will be dictated by the nature of the residual stress (i.e., tensile or compressive). The milling tool depth is incremented (about 10 microns for this application) and another slit is made. In this manner, a one-dimensional through-plate profile of residual stress can be mapped.

Figure 2 illustrates the type of data produced and how the data are used to generate a residual stress profile using finite element modeling. In addition to deflection data, sample geometry and materials properties (i.e., modulus, Poisson’s ratio) serve as inputs into the finite element model. The model assumes a cantilever beam (one end fixed) and two-dimensional plane strain. The Zr barrier thickness of 25 μm dictates the mesh size and elements are placed to capture the interface. Elements are removed from the model. The stress distribution surrounding the slit, representing the corresponding measured strain increment, is calculated (Figure 2b). In this manner, a stress profile through the plate thickness is generated. Of particular interest is the extent of the stresses that develop at the interfaces between the cladding, Zr barrier layer, and the U-Mo fuel and how these stresses relate to interfacial bond strength. Initial results indicate these transitions are adequately captured at the level of fidelity needed.

In order to be effectively utilized for testing of highly irradiated fuel plates, the equipment has to be adapted from its conventional configuration to a configuration that can be readily used inside of a hot cell with remote manipulators. The customized system that is developed incorporates a heavy baseplate to reduce vibration, a clamping jig to hold the sample, displacement sensors, and a cutting tool. The sensors and cutting tool are fully motion controlled to allow precise positioning and calibration. Eddy current sensors were chosen for displacement measurements, rather than capacitive displacement sensors, because they were deemed to be more robust in a high-radiation environment. A schematic of the system adapted for hot cell use and an image of a surrogate fuel plate loaded into

![Figure 2. (a) Plate deflection versus cut depth data produced by the residual stress system and (b) example of finite element model to evaluate stress state based on measured deflection data.](Figure 2)
the system are shown in Figure 3. The system has been qualified through mockup for hot cell use and is slated to be installed in the Hot Fuel Examination Facility in Fiscal Year 2017 to support the U.S. High-Performance Research Reactor Mini-Plate 1 experiment and future fuel qualification experiments.

**Discussion and Conclusions**

It is important to understand the baseline residual stress state of the as-fabricated fuel plates to evaluate whether fabrication processes have introduced stresses into the fuel plate that might enhance chances for debonding during irradiation. Because the plate is composed of three disparate materials, the thermal history will introduce differential thermal expansions and result in stress gradients through the plate thickness. Most of these stresses are predicted to be relaxed during the initial stages of irradiation; however, additional stresses will be imposed during irradiation as the fuel swells, cladding deformation occurs, and the fuel plate cools during reactor shutdown. Post-irradiation residual stress examinations will aid in determination of likely stress concentrators and, with additional property measurements (e.g., hardness, bend testing, and bond strength), give a good indication, if any, of the fuel plate constituents near the failure limits.

*Figure 3. Schematic and image of the residual stress measurement system with a surrogate fuel plate loaded into system.*
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Status of TRISO Fuel Irradiations in the Advanced Test Reactor Supporting High-Temperature Gas-Cooled Reactor Designs
Abstract

The Advanced Gas Reactor (AGR) Fuel Development and Qualification Program is irradiating up to seven experiments on low-enriched uranium tristructural isotropic (TRISO) particle fuel. Irradiations and fuel development are being accomplished at Idaho National Laboratory’s Advanced Test Reactor to support development of the next generation of reactors in the United States. The experiments will be irradiated over the next several years to demonstrate and qualify new TRISO-coated particle fuel for use in high-temperature gas reactors, with goals of providing irradiation performance data to support fuel process development, qualifying fuel for normal operating conditions, supporting development and validation of fuel performance and fission product transport models and codes, and providing irradiated fuel and materials for post-irradiation examination and safety testing. The experiments will be irradiated in an inert sweep gas atmosphere, with individual online temperature monitoring and control of each capsule and online fission product monitoring of effluent to track individual capsule fuel performance.

The first experiment (AGR-1) started irradiation in December 2006 and was completed in November 2009. The second experiment (AGR-2) started irradiation in June 2010 and completed in October 2013. The third and fourth experiments have been combined into a single experiment (AGR-3/4), which started its irradiation in December 2011 and completed in April 2014. Because the purpose of this experiment was to provide data on fission product migration and retention in the next generation reactor, the design of this experiment was significantly different from the first two experiments. The final experiment (AGR-5/6/7) is scheduled to begin irradiation in early summer 2017.

Introduction

Fuel development and irradiations are being performed to support development of the next generation of reactors in the United States. The AGR Fuel Development and Qualification Program will complete the irradiation experiments over the next 4 to 5 years to demonstrate and qualify new low-enriched uranium (LEU) TRISO particle fuel for use in high-temperature gas-cooled reactors (HTGRs). Goals of the irradiation experiments include providing irradiation performance data to support fuel process development, qualifying fuel for normal operating conditions, supporting development and validation of fuel performance and fission product transport models and codes, and providing irradiated fuel and materials for post-irradiation examination (PIE) and safety testing. [1] Each experiment consists of multiple separate capsules and will be irradiated in an inert sweep gas atmosphere with individual online temperature monitoring and control of each capsule. The sweep gas will also have effluent online fission product monitoring to track fuel performance in each individual capsule during irradiation.

The experiments are specially designed for an exact irradiation position (e.g., location and size) and specific irradiation parameters (e.g., temperature and fluence). The experiments employ an umbilical tube for housing and protecting the instrumentation and gas lines, including from the individual capsules to the monitoring, control, and data collection system connections at the reactor vessel wall. The overall design concept and sweep gas systems used to control capsule temperatures and monitor for fission gas release will be common to all AGR fuel experiments. However, the experiment capsule design, which was identical for the first two experiments (i.e., AGR-1 and AGR-2), was extensively modified for the third irradiation, which is a combination of the third and fourth experiments (designated AGR-3/4). The test train modification was performed primarily to support the specific purpose of the third irradiation; however, it was also done to accommodate the different types of irradiation positions (e.g., flux trap versus large B) to be used. The temperature control system for the third irradiation also included an additional feature for injecting anticipated typical gas impurities in the coolant gas of the HTGR into the gas stream of selected experiment capsules. The mission, capsule design, and support systems for the AGR 3/4 experiment will be discussed first and will be followed by the status and irradiation results to date.
Experiment Description and Mission

AGR-3/4 was an instrumented lead-type experiment with online active temperature control and fission product monitoring of the effluent gas. The other major types of irradiation experiments commonly performed in the Advanced Test Reactor (ATR) are pressurized water loop experiments and static capsule experiments. The pressurized water loop experiments also have active monitoring and control systems, but the static capsule experiments have only passive monitoring and control; therefore, experimental results are determined after irradiation by examination in a hot cell.

The overall concept for temperature control of experiment capsules, temperature control system design, and fission product monitoring system design are all essentially identical to those used on AGR-1 and AGR-2. The experiment capsules utilize an insulating gas jacket with variable mixing of helium and neon sweep gases to control temperature of the fuel during irradiation. New gas temperature control and fission product monitoring systems were installed for AGR-3/4 because the existing systems were being used to irradiate AGR-2 in parallel with the AGR-3/4 irradiation. The new systems are essentially duplicates of the previous systems. Because AGR-3/4 was a combination of the third and fourth experiments, the new system required twice as many temperature control channels and fission product monitors as the previous systems used for irradiation of AGR-1 and AGR-2.

The primary mission for AGR-3/4 involved determining the retention behavior of metallic fission products in the fuel compact matrix material (used to form fuel particles into fuel compacts) and the graphite materials planned for use in a prismatic HTGR. To complete this mission, design-to-fail (DTF) particles were included in the AGR-3/4 fuel. The DTF fuel particles provide the fission product source necessary for measuring retention behavior of fuel compact matrix material and nuclear-grade graphite core components in an HTGR. This irradiation will also provide (a) fuel performance data on fission gas release from failed fuel particles and (b) irradiated fuel specimens for safety testing and PIE. In this role, the AGR-3/4 irradiation will provide valuable data for development of improved fuel performance and fission product transport models to support source term analysis for an HTGR.

AGR-3/4 was irradiated in the northeast flux trap (NEFT) position in ATR, which is in contrast to the Large B positions used to irradiate AGR-1 (B-10) and AGR-2 (B-12). These different irradiation positions are shown in Figure 1.

The next five AGR experiments (AGR-3 through AGR-7) have tentatively been scheduled for irradiation in the much larger (i.e., 133 mm) ATR NEFT position. NEFT has higher fast (i.e., 4.4 x 10^{14} versus 2.5 x 10^{14} n/cm^2-s) and thermal (i.e., 1.1 x 10^{14} versus 1.61 x 10^{13} n/cm^2-s) neutron fluxes, which allows irradiations to achieve the burnup and fast fluence requirements in a shorter period of time (i.e., approximately 20 to 24 months versus 30 to 36 months in a Large B position). The increased fast to thermal neutron flux ratio in NEFT also required tailoring of the neutron flux spectrum to prevent exceeding the maximum fast fluence limit before the fuel burnup goals were achieved.
achieved. However, the acceleration factor between these ATR experiments and HTGR for fuel burnup and fast neutron fluence accumulation will remain at or below three to prevent premature fuel particle failures. Because the NEFT position is almost four times the diameter of the Large B positions, AGR-3/4 and other later experiments will be much larger in size and different in shape compared to AGR-1 and AGR-2. This much larger diameter irradiation position also supports irradiating two experiments simultaneously (as previously planned) by doubling them up into irradiations with essentially twice as many capsules and/or twice as many fuel stacks in each capsule. The doubling process will most effectively use the larger position to reduce the required irradiation time and obtain the necessary fuel burnup and fast fluence levels as early as practical. The schedule advantage of using the NEFT position is demonstrated in the irradiation schedules for AGR-2 versus AGR-3/4. Irradiation of AGR-2 started in June 2010 and irradiation of AGR-3/4 started approximately 18 months later in December 2011. However, irradiation of AGR-2 completed in October 2013 and AGR-3/4 completed only 6 months later in April 2014.

Fuel Types and Details

The AGR-3/4 fuel was comprised of two different types of fuel particles. The majority of the fuel particles being used to create the fuel compacts will provide the irradiation temperatures and conditions for the experiment. These particles are typically called ‘driver’ particles, because they serve similar functions to the driver fuel elements used in the core of a test reactor. The driver particles were made from uranium oxy-carbide-type LEU fuel kernels originally fabricated for AGR-1, with an enrichment level of 19.7%. The individual fuel particles are comprised of fuel kernels that are covered with a layer of silicon carbide sandwiched between two pyrolytic carbon layers to make up the TRISO-coated fuel particles. The fuel particles are over-coated with a mixture of graphite powder and thermo-set resin and pressed into fuel compacts that are then sintered to remove the volatile compounds in the resin. After being covered with the TRISO coatings, the 350-μm nominal diameter fuel kernels result in approximate 820-μm nominal diameter fuel particles.

The second type of fuel particles in the AGR-3/4 fuel compacts are the DTF particles mentioned earlier. The DTF particles were made using uranium oxy-carbide-type LEU fuel kernels from the same batch used for the driver particles. However, the DTF particles only contain a thin carbon buffer layer and a single highly anisotropic pyrolytic carbon layer, resulting in an approximate overall particle diameter of 425 μm. Because the DTF particles do not contain a silicon carbide layer or the second pyrolytic carbon layer, these particles were anticipated to fail the single pyrolytic carbon layer early in the irradiation and release fission products to the fuel compact and graphite materials in the experiment capsule. The puff of released fission gases was detected by gross gamma detectors in the fission product monitors, indicating when the particle failures occurred; subsequent PIE analysis of the capsule contents will provide the fission product retention data desired from the experiment.

The height of the AGR-3/4 fuel compacts was reduced to increase the number of fuel compacts available for the planned PIE tests and measurements and to minimize the neutron fluence gradients within each compact. The nominal height of 25 mm used in the previous AGR-1 and AGR-2 experiments was decreased to 12.5 mm. However, the diameter of the AGR-3/4 fuel compacts was maintained at the same nominal 12.4-mm value used in the earlier experiments. Because the compact height was reduced, the number of fuel particles in each compact was also reduced from the approximate 4,150 fuel particles in AGR-1 to approximately 1,872 fuel particles total, including 20 DTF particles. The mean total uranium content of an AGR 3/4 fuel compact from both driver and DTF particles was approximately 0.45 grams.

Irradiation Requirements

The 12 capsules in the AGR-3/4 experiment will provide data in different combinations of irradiation temperature, fuel burnup, and material types/configurations. Six of the capsules were selected to be controlled based on time-average peak fuel temperatures, with one capsule at <900°C, one capsule at <1000°C, one capsule at <1150°C, two capsules at <1250°C, and one capsule at <1400°C. The other six capsules were controlled based on time-average peak graphite material temperatures ranging from 750°C to 1050°C. Controlling fuel temperatures alone would result in significant temperature variations over the life of the irradiation in the surrounding materials. Therefore, using a temperature control strategy for both the fuel and surrounding materials provided data under both conditions to help separate the effects of fuel versus material temperatures on fission product migration.

AGR-3/4 utilized the full 1.2-meter active core height in ATR to provide the desired broad range of fuel burn-up and temperature combinations. The initial fuel compact burnup goals were a minimum of 6% fissions per initial metal atom (FIMA) and a maximum of less than 19% FIMA. The as-run calculated burnup ranges from 4.78% FIMA for the compact furthest from the core center and experiencing the lowest neutron
flux to 15.3% FIMA, which is burnup for the compacts at the peak neutron flux at the mid-plane of the ATR core. The as-run calculated results have been evaluated against the initial goals and have been found to satisfy programmatic requirements.

**Experiment Capsule Design**

The overall concept for the AGR experiment capsules is very similar for all irradiations. However, design of the experiment capsule, which was essentially identical for the first two irradiations (AGR-1 and AGR-2), was significantly modified for AGR-3/4. The change was needed primarily to support the different mission and purpose of AGR-3/4 and to accommodate the new type of irradiation position that will be utilized. As indicated earlier, the AGR-3/4 irradiation was performed in the much larger NEFT irradiation position in ATR to reduce the overall irradiation schedule of the AGR experiments. A horizontal cross section of the AGR-3/4 experiment capsule is shown in Figure 2.

Each AGR-3/4 capsule contains four right circular cylindrical fuel compacts nominally 12.4 mm in diameter and 12.5 mm long. The fuel compacts are arranged in a single stack in the center of the capsule, surrounded by a solid ring of fuel matrix material. The next ring is made of one of two nuclear-grade graphite being considered for use in a prismatic HTGR core. An inner insulating gas gap separates the inner graphite from an outer ring of the same nuclear-grade graphite, which operated at relatively cool temperatures from approximately 550 to 750°C to collect any fission products that migrate completely through the matrix material and inner graphite rings. The outside diameter of the outer graphite forms the inside boundary of the outer insulating gas gap and provides the primary temperature control during irradiation. Both the inner and outer graphite components have spacer nubs machined on their outside diameters to space them and to form the applicable gas gap for temperature control. The thickness of the outer gas gap varies among the capsules from approximately 0.25 mm to slightly over 2.0 mm, depending on the neutron flux at the vertical location of the capsules within the ATR core. The thickness variation in the outer gas gap was accomplished by varying the outside diameter of the outer graphite.

As in other AGR experiments, no metal could touch the fuel particles; therefore, thermocouples had to be placed within one of the graphite or matrix material rings within the experiment capsules. Thermocouple selection and placement was ultimately based on four criteria. First, temperatures in the outer graphite are relatively low, which would significantly increase the longevity of the thermocouples and allow use of smaller (1-mm) diameter (type N) thermocouples. Second, if the smaller size thermocouples were used, there was enough room within the through tubes to nominally accommodate two thermocouples in addition to the inlet and outlet gas lines for each capsule. Third, the smaller size thermocouples are much more flexible, which was very beneficial in making the relatively tight bends within the very limited space of the gas plenums between capsules. The final and fourth reason was the smaller thermocouples provided enough room for three capsules (nominally designed for fuel centerline temperatures of 900°C, 1150°C, and 1250°C) to have a third thermocouple located in the matrix material next to the fuel compacts. These additional thermocouples in the matrix layer provided measured temperature data inside of the inner gas gap. The temperature data from these three thermocouples has been used to more accurately reconcile the thermal analysis model and improve the accuracy of model predictions for fuel, matrix material and inner graphite temperatures for the other capsules.

![Figure 2. AGR-3/4 capsule cross section.](image-url)
The through tubes (i.e., pathways for thermocouples and gas lines from the lower capsules to pass through the upper capsules) were positioned in the middle of the outer graphite to minimize their effect on sorption of the fission products. Melt wires were included in each capsule for passive temperature verification in the relatively unlikely event that all thermocouples within a capsule were to fail during irradiation. Flux wires were also installed in the graphite to measure both the thermal and fast neutron fluence.

**Test Train Design**

The AGR-3/4 experiment test train was very similar to AGR-1 and AGR-2 and included 12 separate stacked capsules welded together to form the core section of the test train. The core section was welded to an umbilical tube (i.e., termed a leadout at ATR) that houses and protects the gas lines and thermocouple leads. The leadout was routed from the NEFT position straight up from the ATR core to the experiment penetration in the reactor vessel top head. Above the vessel top head, the gas lines and thermocouple leads were connected to their facility counterparts in the temperature monitoring, control, and data collection systems similar to the other AGR experiments. The leadout also vertically located the experiment within the NEFT (shown in Figure 1) in the ATR core. A vertical section of the AGR-3/4 test train is shown in Figure 3.

The original AGR-3 and AGR-4 experiments were both necessary to obtain data at different combinations of irradiation conditions necessary to support development of the fission product transport models. Therefore, the desired number of capsules for this irradiation was twice the nominal six capsules originally envisioned for each irradiation. Doubling the number of capsules required use of the full 1.2-m ATR active core height (versus the 0.9 m used in AGR-1 and AGR-2). In addition, the overall capsule height (with gas plenums between capsules) was reduced from 150 mm in AGR-1 and AGR-2 to approximately 110 mm. Capsules toward the top and bottom of the core (as well as the fuel compacts within these capsules) in this arrangement had increased vertical neutron flux gradients, which was also a major factor in the decision to reduce the height of the fuel compacts for AGR-3/4.

To maximize the available irradiation space and meet the fluence and burnup requirements, new flux trap irradiation housing was designed for this specific experiment and is shown in Figure 4. The irradiation housing interfaced with the ATR core structure that supports the ATR fuel elements surrounding NEFT; the housing also located the AGR-3/4 test train in the center of NEFT. The neutron flux was moderated to reduce the fast to thermal neutron flux ratio to prevent excessive fast neutron damage while achieving the desired fuel burnup. The housing also

![Figure 3. AGR-3/4 test train vertical section.](image-url)
helped lower the overall thermal neutron flux rate to keep the irradiation acceleration factor to less than three and prevent possible premature fuel particle failures. Furthermore, NEFT is the primary irradiation position within the northeast quadrant of ATR and its power level is controlled by the four control drums (see Figure 1) on its north and east sides. The irradiation program using NEFT has the ability to determine the power level (within specified limits) in the northeast quadrant, which was a very key parameter in limiting the irradiation acceleration factor. Controlling the power level was also crucial in maintaining a relative flat heat generation rate within the AGR-3/4 fuel compacts to achieve the constant desired irradiation temperatures during the experiment.

The irradiation housing consisted of inner and outer stainless steel shells with a hafnium filter sandwiched between them. The outer shell had centering collars with spacer nubs on them located at the top and bottom of the housing (above and below the active core height of ATR) to provide a uniform reactor coolant channel between it and the ATR core structure. In the same manner, spacer nubs on the AGR-3/4 test train ensured a uniform reactor coolant channel between the test train and the irradiation housing. The center section of the irradiation housing, which is located within the active core height of ATR, contained a very wide coolant channel that is located vertically between the centering collars that are shown in pink in Figure 4. In addition to its cooling function, the reason this water coolant channel was exceptionally wide was to moderate the neutrons coming from the ATR driver fuel and reduce the fast-to-

Design of the irradiation housing required a very close coordinated effort between its design, the test train design, and the reactor physics and thermal analyses. Meeting the neutron flux requirements was one of the biggest challenges in design of the AGR-3/4 experiment. There were many other design challenges in providing the relatively large number of capsules with widely different irradiation temperatures combined within a single test train.
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High-Temperatur Safety Testing of Irradiated AGR-1 TRISO Fuel
High-Temperature Safety Testing of Irradiated AGR-1 TRISO Fuel

John D. Stempien, Paul A. Demkowicz, Edward L. Reber, and Cad L. Christensen

Introduction

The purpose of the Advanced Gas Reactor (AGR) Fuel Development and Qualification Program is to design, fabricate, irradiate, analyze, and qualify tristructural isotropic (TRISO)-coated particle fuel for use in high-temperature gas-cooled reactors (HTGRs) in the United States [1]. In a recently completed test, three intact irradiated fuel compacts were heated under a temperature transient characteristic of a core-conduction cool-down event in an HTGR. Releases of condensable fission products (i.e., Ag, Cs, Eu, Sb, and Sr) and fission product gases (Kr) were determined as a function of test time.

A spherical irradiated fuel element, designated AVR-91/31, was tested in a time-varying temperature profile in the cold finger apparatus (KÜFA) in the Federal Republic of Germany [2]. The TRISO-coated particle fuel in this sphere featured a UO2 kernel, and prior to the test, the sphere had been irradiated to a burnup of 9.0% fissions per initial metal atom (FIMA). The heating profile used in this test followed the shape of a calculated design-basis core-conduction cool-down event shifted up to a maximum temperature of 1700°C compared to 1600°C for the design basis. The AVR-91/31 test was particularly noteworthy in that approximately 20 TRISO failures occurred, based on the level of Kr release. This is a higher failure fraction than was observed during isothermal tests of similar AVR fuel. Part of the motivation for the AGR safety test reported here was to determine if AGR fuel performed differently during a temperature transient than during high-temperature, isothermal exposure.

Sample Selection and Experiment

Three cylindrical fuel compacts from the first AGR irradiation (i.e., AGR-1) were selected for simultaneous heating in the Fuel Accident Condition Simulator (FACS) furnace at Idaho National Laboratory. All kernels were a heterogeneous mixture of uranium oxide (UO2) and uranium carbide (UCO). Compacts selected for this test used “Variant 3” fuel particles with silicon carbide (SiC) layers deposited at lower temperatures in an argon-hydrogen mixture that produced a finer grain structure that is expected to reduce SiC defects caused by uranium dispersion [3,4]. The three compacts were from the same AGR-1 irradiation capsule and each compact contained approximately 4,126 fuel particles (i.e., a volume packing fraction of 36%) with a uranium enrichment of 19.7 wt %.

The FACS furnace is located in the main hot cell at the Hot Fuels Examination Facility at Idaho National Laboratory. A tantalum sample holder held the three compacts for simultaneous heating under a helium sweep gas at a total flow rate of 1 L/minute. A water-cooled cold finger held condensation plates that collected condensable fission products. The condensation plates were swapped at various points during the test and analyzed following test completion. A fission gas monitoring system collected and counted Kr-85 throughout the test. Additional information on the FACS furnace is available in [6].

Results and Discussion

The plots in Figures 1 through 3 show cumulative fractional fission product releases and release rates as a function of time for the transient test of AGR-1 Variant 3 Compacts 1-4-2, 1-1-3, and 1-1-1. Results from three previous isothermal safety tests [6] of individual AGR-1 Compacts 6-4-1 (baseline variant), 4-3-3 (Variant 3), and 4-3-2 (Variant 3) are also plotted for comparison. The transient test results are plotted such that time \( t = 0 \) marks the beginning of the transient rise in temperature. The previously

<table>
<thead>
<tr>
<th>Table I. AGR-1 compact irradiation properties.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compact Name</td>
</tr>
<tr>
<td>--------------------</td>
</tr>
<tr>
<td>1-4-2</td>
</tr>
<tr>
<td>1-1-3</td>
</tr>
<tr>
<td>1-1-1</td>
</tr>
</tbody>
</table>
reported isothermal test results are plotted such that time \( t = 0 \) represents the time at which the isothermal test temperature was reached. Since the transient test utilized three compacts, a single average particle is equivalent to a fraction of 8.08E-5 of the transient test fission product inventory. From the prior three single-compact tests, a single particle represents a fraction of 2.4E-4 of a single compact inventory. Table II summarizes the total fractional releases of fission products from the transient test. For all measured nuclides, except Ag, the release was less than the inventory in a single particle.

Figure 1 shows that about 7% of the total Ag inventory from the three compacts was released and this 7% release had been reached approximately 10 hours into the test. Nearly all Ag released from this test came during the temperature ramp after the hold at 857°C and prior to reaching the peak test temperature. This indicates relatively rapid, early release of Ag that had accumulated in the outer pyrolytic carbon layer of the fuel particles and compact graphitic matrix during the preceding irradiation. This is consistent with the accompanying data from Compacts 4-3-2, 4-3-3, and 6-4-1 and the observations made in [6].

Figure 2 shows the Ag release rate throughout the transient test. Compared to the isothermal tests at 1600 and 1800°C, the Ag release rate varies considerably with the temperature of the transient test. Between 1400 and 1650°C, the transient test Ag release rate was similar to those observed during the isothermal 1600°C safety tests. The peak Ag release rate (1.6E-3 fraction/hour) occurred at about 6 hours and a test temperature of 1390°C. The test temperature continued to increase to its peak of 1695°C at 30 hours; however, the Ag release rate decreased after reaching its peak at 6 hours. From 168 hours to the termination of the test at 304 hours, the temperature continued to decrease; however, the Ag release rate increased. The average

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Equivalent Particle Inventories Released</th>
<th>Total Fraction Released</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag-110m</td>
<td>902</td>
<td>7.29E-2</td>
</tr>
<tr>
<td>Cs-134</td>
<td>0.006</td>
<td>4.80E-7</td>
</tr>
<tr>
<td>Eu-154</td>
<td>0.46</td>
<td>3.69E-5</td>
</tr>
<tr>
<td>Kr-85</td>
<td>0.039*</td>
<td>3.21E-6*</td>
</tr>
<tr>
<td>Sr-90</td>
<td>0.011</td>
<td>2.61E-6</td>
</tr>
</tbody>
</table>

*Due primarily to in-leakage from hot cell.
release rate for the final three condensation plates exchanged in the test was 2.4E-5 fraction/hour, and the average temperature over these three plates was 1299°C. This suggests a region where the Ag release rate is inversely proportional to the test temperature. This apparent inverse-temperature behavior is consistent with behavior noted in the safety test of AGR-1 Compact 4-2-2 [7], where the test temperature was varied between 1000 and 1600°C, and the Ag-110m release rates were found to be highest in the 1100 to 1300°C range.

A fraction of 4.8E-7 of the Cs-134 inventory was released from the compacts during the transient test. This is equivalent to 0.6% of the inventory from a single, average particle, and indicates that no SiC layer degradation occurred. Despite a peak temperature of 1695°C, the transient test Cs-134 fractional release is similar to that of the isothermal 1600°C test of Compact 4-3-3. Most Cs release occurred during the ramp to peak temperature following the hold at 857°C. The two highest Cs release rates were 3.8E-9 fraction/hour from the plate exchanged at 1600°C and 2.7E-9 fraction/hour from the plate exchanged at 1690°C. Since little Cs release occurred after peak test temperature, this indicates that Cs releases during the test were limited to Cs that had migrated out beyond the fuel particle SiC layers during irradiation.

Figure 3 shows that the Eu-154 release rates are proportional to temperature. The increase in the Eu-154 release rate after 114 hours for Compact 4-3-2 is a behavior observed only during 1800°C tests of Variant 3 compacts and is due to diffusive release through intact particles that eventually overwhelm release of Eu retained in the compact matrix during irradiation. Sr-90 was observed to behave similarly to Eu.

The rates of Kr-85 collection during the transient test were similar to those measured during two unfueled tests with no samples, making it reasonable to conclude that the majority of the Kr-85 measured during the transient test was from in-leakage of hot cell contamination. The two collection rates (i.e., 18.8 and 44.4 Bq/hour) could be due to a change in the fitment of the O-rings used to seal the moveable cold finger that holds the condensation plates. As summarized in Table II, even if all of the Kr-85 measured from the transient test was directly attributable to the fuel, it represents only 3.9% of a single particle’s inventory and would not indicate any TRISO failures (i.e., failure of all three dense layers). If a TRISO failure had occurred, it is expected that a significant fraction of the Kr-85 would have been rapidly released for each particle with failed TRISO layers. This was the case for the 1800°C safety test of Compact 4-3-2, where two TRISO failures occurred and Kr-85 activities corresponding to two particle inventories were measured.

**Conclusions**

This temperature transient test demonstrates that AGR-1 fuel does not experience the significantly higher TRISO failure rates observed during the temperature transient test of the German UO$_2$ sphere AVR-91/31. Furthermore, at 95% confidence, the transient test results are consistent with the relatively low layer failure rates observed in AGR-1 fuel during isothermal testing [1] at temperatures of 1600 to 1800°C. Future temperature transient tests utilizing irradiated AGR-2 UCO and UO$_2$ fuel may be performed.

![Figure 3. Eu-154 fractional release rates.](image-url)
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Background

Post-irradiation examination of tristructural isotropic (TRISO) fuel particles from the first Idaho National Laboratory’s Advanced Gas Reactor (AGR)-1 experiment, using scanning transmission electron microscopy and energy dispersive spectroscopy analysis, identified both intragranular and intergranular fission product precipitates, ranging in size from several microns (predominantly at or close to the silicon carbide [SiC]-inner pyrolytic carbon interface) to nanoscale precipitates as small as about 2 nm through the entire SiC layer thickness [1-5]. During these AGR-1 research activities on various lamellae from coated particles irradiated to levels between $\frac{1}{2} \times 10^{19}$ to $1 \times 10^{19}$ fissions per initial metal atom at time-average, volume-average temperatures ranging from 1040 to 1094°C, it was found that silver (Ag)-containing precipitates are predominantly located at grain boundaries and triple points, with only two sitings within an SiC grain, of which one Ag-containing precipitate was allocated at a stacking fault [6].

The predominant association of Ag-containing precipitates at grain boundaries and triple points in neutron-irradiated SiC layers of the AGR-1 experiment, in addition to various out-of-pile experimental and modeling work [7-10], suggests grain boundary diffusion as a potential transport mechanism for Ag. To determine the influence of grain boundary character on fission-product migration in SiC, it was necessary to employ techniques that can determine misorientation across individual grain boundaries, including grain boundaries that contain and those that do not contain fission products. While scanning electron microscopy-based electron backscattered diffusion and transmission Kikuchi diffraction or $t$-electron backscattered diffusion can determine grain boundary misorientation, it is not possible to identify the nano-sized fission product precipitates on the grain boundaries or identify the composition of these nano-precipitates. Therefore, precession electron diffraction (PED) (i.e., a transmission electron microscope [TEM]-based technique) was explored [11]. The advantage of PED is that it utilizes a very small electron-beam spot size (i.e., about 5 nm or less) and the interaction volume is on the order of the beam size because the sample is very thin. Both enable a very small step size and high spatial resolution, allowing orientation analysis at the nanolevel. A method using PED on the SiC layer of an unirradiated TRISO fuel particle has been demonstrated [12].

Experimental Samples

Three TEM samples (referred to as inner, center, and outer, respectively) from particle AGR1-632-035 (compact irradiated to 11.4% fissions per initial metal atom to a time-average, volume-average temperature of 1070°C) were prepared by standard focused ion beam methods at the locations in Figure 1 to obtain qualitative information as a function of distance through the thickness of the SiC layer. Individual particle burnup and temperature may have varied considerably from the compact average depending on its location within the compact.

Figure 1. Focused ion beam-prepared TEM samples from particle AGR1-632-035 were taken from the general area indicated in (a), while the specific locations of the TEM samples are indicated in (b): inner (IE), center (Ctr), and outer (OE). The center sample significantly overlaps the IE and OE samples.
Experimental Results: Grain Boundary Data for Grain Boundaries Containing Fission Products

Figure 2 shows one area with fission product precipitates that was analyzed for composition and associated grain boundary information, as an example of the type of information that was obtained from analysis areas. In this particular area, seven grain boundary segments exhibited fission product precipitates. Even though all segments were connected, the fission products present in each segment were not necessarily the same (Table 1). Most segments contained palladium (Pd) with the exception of Boundary Segments 2 and 3, which contain only Ag. In this example, it appears that the grain boundary parameters, which determine grain boundary energy and grain boundary atomic structure, affect which fission products may be present on a particular grain boundary segment. Boundary Segments 1, 2, 3, and 4 in Table 1 are all considered to be random, high-angle grain boundaries; all are expected to be relatively high energy and with no expected specific repeating atomic structure because they are random grain boundaries and yet they exhibit elevated levels of different fission product elements. They must possess unique characteristics, energy, or atomic structures, which allow preferential segregation of certain fission product elements to them. In any case, the specific boundary parameters strongly influence the diffusion of the various fission products.

---

**Table 1. Summary of fission product precipitate information and associated grain boundary information (• indicates the presence of fission product) [13].**

<table>
<thead>
<tr>
<th>Grain Boundary Segment</th>
<th>Angle</th>
<th>Axis</th>
<th>CSL designation</th>
<th>Pd</th>
<th>Ag</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>33.6</td>
<td>20 13-13</td>
<td>—</td>
<td>•</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>45.7</td>
<td>5 13 15</td>
<td>—</td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>54.2</td>
<td>18 2-15</td>
<td>—</td>
<td></td>
<td></td>
<td>•</td>
</tr>
<tr>
<td>4</td>
<td>43.6</td>
<td>4 16-19</td>
<td>—</td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>38.7</td>
<td>1 0 1</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>56.8</td>
<td>20 -1 23</td>
<td>—</td>
<td></td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>13.8</td>
<td>-7 23-18</td>
<td>—</td>
<td></td>
<td></td>
<td>•</td>
</tr>
</tbody>
</table>
Experimental Results: Summary of Precipitate Composition and Associated Grain Boundary Information

SiC grain boundary precipitates were most prevalent near the IPyC layer (Figure 3, inner sample), which is as expected because this location is nearest the source of the fission products (i.e., the central fuel kernel). The occurrence of specific fission product elements and their combinations revealed interesting trends related to grain boundary type. Precipitates that contain only Pd seem to occur on all types of grain boundaries, with preference for random, high-angle grain boundaries. However, when Pd was found in conjunction with either Ag or uranium (U), low-angle grain boundaries no longer appear to be viable defects for formation of fission product precipitates. Also, Ag by itself was found to only occur on random, high-angle grain boundaries and never on low-angle or coincident site lattice (CSL)-related grain boundaries. The larger atomic radii of Ag or U can potentially increase the strain energy of such precipitates on low energy boundaries to the point where they are no longer energetically favorable. The almost complete lack of solubility of Ag in SiC [16] (i.e., a thermodynamic consideration) may also prevent precipitation on low angle and CSL-related boundaries.

The presence of Ag only precipitates when Pd is close by remains unexplained. Another study [14] also shows that Ag is capable of diffusing through SiC, even when Pd is not present. However, if Pd were available, as in the present study, then one would expect to find only Pd+Ag precipitates due to the complete solubility of Ag in Pd [15] if the precipitates are metallic solid solutions. If a particular boundary possesses a grain boundary energy and structure amenable for Ag-only precipitates (i.e., random, high-angle grain boundaries; Figure 4), then Pd would not be expected to be excluded from also being present on this boundary, because it can precipitate on grain boundaries of all types and energies. Thus, it is not clear what combination of grain boundary energy and structure could allow precipitation of Ag and prevent Pd from also precipitating. However, Pd may actually be present in the Ag-only precipitates, but at levels below the limits of detection for the characterization methods. The same may be said of the Pd-only precipitates, Ag may actually be present but below the limits of detection. If so, then the grain boundary structure and/or energy of random, high-angle grain boundaries somehow determine the ratio of Ag to Pd in the fission

Figure 3. Summary of the grain boundary types associated with fission products [13].

Figure 4. Graphical presentation showing the associations of fission products and U with grain boundary types.
product precipitate, again implying that not all random, high-angle grain boundaries should be considered equivalent or even similar when it comes to segregation and transport of fission product elements.

Conversely, if the precipitates are actually silicides, then it might be possible to have Ag in solid solution in a Pd-silicide produce the Pd+Ag precipitates and not have Pd in solid solution in an Ag-silicide to produce the Ag-only precipitates. However, Ag-silicides do not seem to occur [17]. Therefore, the existence of Ag-only precipitates found in this study is unexplained at this time and will require determination of not only the crystal structure of the Ag-only precipitates but also that of the Pd and Pd+U precipitates to fully understand segregation of the fission product elements during (and after) irradiation. A more detailed understanding of the grain boundary energy and grain boundary structure also will be required.

Conclusions

The PED method developed earlier on unirradiated SiC was successfully used to determine the grain boundary misorientation angle and axis in the SiC layer of an irradiated TRISO fuel particle. It was also successfully demonstrated that detailed grain boundary characteristics in the vicinity of fission products could be established and compared to areas without fission products. These results show great promise for revealing the relationship between SiC grain boundary character and fission product migration through the SiC layer of TRISO-coated fuel particles. Specific findings are listed [13] as follows:

- Fission product precipitates were commonly found on random, high-angle grain boundaries and to a lesser degree at low-angle and CSL-related grain boundaries.
- Pd was found at all types of grain boundaries, but most prominently on random, high-angle grain boundaries.
- Pd-U and Pd-Ag precipitates were found on CSL-related and random, high angle grain boundaries, but not on low-angle grain boundaries.
- Precipitates containing only Ag were only found on random, high-angle grain boundaries (i.e., not on either low-angle or CSL-related grain boundaries). The reason for Ag-only precipitates is not known.

This study was expanded to obtain information from more TRISO particles from the AGR-1 experiment to enable comparative datasets. These results are now being analyzed and integrated into the final AGR-1 advanced microscopy report.

It is further recommended that efforts be made to analyze the grain boundary plane in addition to the other grain boundary parameters to fully understand the influence of grain boundaries on fission product migration through the SiC layer of TRISO and, ultimately, fission product release during irradiation.
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Introduction

The metallic cladding that encases light water reactor (LWR) fuel serves as a barrier against release of fission products. Pellet-cladding interaction (PCI), which can be caused by a combination of mechanical interactions between fuel and cladding and chemical reactions, is one of the major causes of cladding failure [1]. The cladding stresses induced by the mechanical PCI are strongly influenced by local pellet geometry. A type of defect, known as a missing pellet surface (MPS) in which a portion of the side of a pellet has been removed due to accidental machining or chipping, has been identified as a significant cause of cladding failure [1,2] due to its local effects on pellet geometry.

Because of the nature of the defect geometry, modeling the effects of an MPS defect requires a local three-dimensional (3D) model of the defect region, but the model must also incorporate the effects of the full fuel rod. This paper presents an approach to couple a two-dimensional (2D) model of the full rod with a local 3D model of the defective pellet region using the BISON code and a demonstration of this approach on boiling water reactor (BWR) fuel subjected to a local rapid increase in power due to a control blade withdrawal.

Models

The thermo-mechanical response of LWR nuclear fuel in the reactor environment is affected strongly by the composition of the fill gas, which evolves during the life of the rod because of the release of gaseous fission products into the plenum gas, which is initially helium. To accurately represent the response of a local region of a fuel rod, such as the region adjacent to an MPS defect, one must account for the response of the entire rod. To account for this, two separate models are employed: a 2D axisymmetric finite element model of a full fuel rod (shown in Figure 1[a]), and a local model of the region of interest (shown in Figure 1[b–d]).

Figure 1. Models employed in this work: (a) 2D axisymmetric model of a full rod; (b) 3D representation of a pellet with an MPS defect; (c) zoomed-in view of 3D model of fuel and cladding in the vicinity of the MPS defect; and (d) 2D model of MPS-affected fuel and cladding.
The full rod model and the local model are both run through the full irradiation history. A one-way coupling strategy is employed where the time histories of the total fission gas released, total plenum volume, and plenum gas temperature are transferred from the full rod model to the local model. This set of data is sufficient to fully define the pressure boundary conditions and plenum gas thermal conductivity needed in the local model.

This coupling strategy is very flexible and allows the combined global and local models to represent the effects of transients that affect primarily local regions of the rod and transients that are more global in nature. This has been demonstrated recently on an analysis of BWR fuel [3] for which excerpts are summarized in the following:

Control blades are employed in BWRs to control the power. During the course of operation, these control blades are withdrawn in small increments to adjust the power. These small adjustments have a minimal impact on the global response of the full fuel rod, but result in a significant and rapid local increase in the power in the vicinity of the tip of the control blade.

The proposed coupling strategy was employed to represent a BWR fuel rod containing an MPS defect irradiated for one cycle in a position away from the influence of a control blade and then moved to a position adjacent to a control blade. Power at the MPS defect location is initially suppressed due to the control blade, but the power significantly increases as the blade is withdrawn a small amount. The power is then held at that level, until the power in the full rod is increased by 50% to simulate a ramp to high power. While the control blade withdrawal event has a negligible effect on fission gas, the high power ramp causes a significant increase in fission gas release and a corresponding decrease in fill gas thermal conductivity.

**Results**

Figure 2 shows contours of hoop stress and temperature in the cladding from the 3D local model of the MPS defect region. The stresses are significantly affected by the defect in this region because of the plate bending behavior of the cladding as it spans the gap created by the defect. Cladding temperatures are lower in that region due to the local defect region was modeled using both a 3D model (Figure 1[c]) and a 2D generalized plane strain model (Figure 1[d]) to demonstrate the effects of modeling assumptions. Figure 3 shows time histories of quantities of interest in the cladding at selected location at cladding interior adjacent to the pellet/pellet interface and pellet waist, as denoted in Figures 1[e–d].

The models with a defect have increased stresses and creep strains compared to the baseline case at all locations considered here. The 2D model reasonably replicates the
response of the 3D model at the pellet waist, but differs significantly from the response at the pellet/pellet interface.
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Figure 3. Time history of response at locations of interest denoted in Figure 1[c–d]. Results are shown for 2D and 3D models of the defective pellet region for no defect and a 0.1-mm defect.
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A. Casagranda, B. W. Spencer, G. Pastore, S. R. Novascone, J. D. Hales, R. L. Williamson, and R. C. Martineau

An in-reactor experiment is being designed to validate the pellet-cladding mechanical interaction (PCMI) behavior of the BISON fuel performance code. The experimental parameters for the test rod to be placed in the Halden Research Reactor are being determined using BISON simulations. The fuel rod includes a missing pellet surface (MPS) defect to generate large local cladding deformations, which will be measurable after typical burnup levels.

Introduction

There is considerable interest in modeling PCMI such as that induced by MPS defects [1-3]. Because of its three-dimensional (3D) capabilities, BISON is uniquely positioned to model this phenomenon [4], and it has been employed recently for this purpose [5]. There are significant efforts underway to validate BISON [6], and having validation data for 3D PCMI scenarios would improve confidence in BISON’s predictive capabilities in this area. An opportunity arose recently to utilize an experiment in the Halden Research Reactor to generate data for validating 3D simulations of the behavior of MPS defects. This experiment will involve irradiation of two fuel rods, both including MPS defects, in the Halden Research Reactor. One of the two rods (“reference rod”) will be instrumented with two fuel centerline thermocouples (TC) for the fuel temperature measurements to be compared to BISON calculations. In addition to temperature measurements, periodic examinations will include cladding diameter measurements during the experiment. The “reference rod” has been modeled initially and will be described in this article.

The primary objectives of the BISON simulations in this phase of the experimental planning are to ensure that the effects of MPS defects on cladding deformation will be detectable during the experiment, and to ensure that thermocouple temperatures are below acceptable limits.

Fuel Rod Configuration

The fuel rod will comprise of approximately a 200 mm long stack of UO₂ fuel pellets and Zircaloy-4 cladding with He as the fill gas. The rod will have a narrow initial pellet/clad gap to promote PCMI early in the experiment and enhance the effect of the MPS on cladding deformation. The irradiation will be performed under typical pressurized water reactor conditions for at least 2 years.

A schematic of the fuel and cladding geometry is shown in Figure 1. The rod will include two MPS pellets. One of these will be a hollow pellet located in the upper part of the rod, and the other will be a solid pellet located at the fuel mid-plane. One centerline TC will be located in correspondence of the upper MPS pellet, while the other will be located in a non-defective pellet at a symmetric, lower axial position relative to the upper TC. Because the axial power profile will be approximately flat, the lower TC will serve as reference to assess the effect of MPS on fuel temperature through comparison with the upper TC signal.

MPS Models

Several 3D models were created to represent the various fuel rod configurations proposed for the Halden experiment. Initially, since the number of pellets and MPS locations had not been finalized, a simplified 5-pellet model (Figure 2) was used to perform preliminary simulations. This model consists of both solid and annular pellets with an MPS defect in the central pellet. The MPS depth in this model was varied from 0.1 to 0.3 mm.

Once the experimental configuration of the fuel rods became more certain, a full-length 3D model containing all 21 pellets was developed based on the schematic shown in Figure 1.

Figure 1. Halden fuel rod schematic.
**MPS Defect Depth Effect**

The effect of MPS depth on cladding deformation is a primary concern in determining the fuel rod geometry. Figure 3 shows the radial deformation of the cladding plotted as a function of distance from the bottom of the fuel rod for a series of MPS depths using the simplified 5-pellet model. The plot shows that even with the smallest MPS depth of 0.1 mm, the radial deformation at the end of the 2-year experiment is approximately 20 microns. Since the resolution of the device for measuring cladding displacement is a few microns, the cladding deformation induced by the 0.1 mm MPS defect should be easily detectable at the end of the experiment. Such MPS depth is representative of defects of practical interest. However, introducing a deeper MPS defect in one of the two rods in order to provide detectable effects earlier in the experiment and a more extensive database for BISON validation is being considered.

**Contact Model Comparison**

The contact model used for the pellet-cladding interface has a significant effect on the behavior of a fuel rod simulation. The cladding deformation results shown in Figure 3 were calculated using a frictionless contact model for the pellet-cladding interface. For comparison, this interface was also modeled using a glued contact condition, which may be closer to the experimental conditions, but is still an approximation. The glued contact is enforced as soon as initial contact occurs and the interfaces are not allowed to move tangentially or separate under tension. During the intermittent measurements of the cladding deformation, some fuel-cladding separation may occur, which will not be accounted for using this contact model.

The differences in the local effects caused by different contact models can be seen in Figure 4. The figure shows a contour plot of the effective cladding creep strain in the central MPS defect area. The glued model shows higher local strains near the defect, whereas the frictionless model allows the deformation to be distributed along the cladding and is less localized. In addition, the plot shows the strain varies in the circumferential direction and highlights the necessity for 3D models to capture the effects of MPS defects.

![Figure 2. Five-pellet BISON MPS defect model.](image)

![Figure 3. Radial cladding deformation with MPS depth variation.](image)
Conclusions

BISON simulations were employed to guide the design of a proposed Halden Reactor experiment that will provide useful PCMI validation data for BISON and other fuel performance codes, including unique data of 3D effects associated with MPS pellet defects. These simulations provided information on whether cladding deformations due to the MPS defect will be significant enough to be measurable. In addition, these simulations were used to propose a linear power history that will maximize fuel temperatures, but still maintain the temperature of the in-situ thermocouples below the specified limit. The power history and cladding deformations were determined using full 3D simulations of the fuel rod due to inherent limitations of 2D representations of an MPS defect. A comparison of certain results was made using both frictionless and glued contact models for the pellet-cladding interface in BISON. These comparisons illustrate the effect of the interface contact model, highlight the 3D nature of simulating MPS defects, and provide bounding values for the BISON predictions of the experiment. Additional calculations will be performed as more details of the final fuel rod configurations are provided.

Figure 4. Comparison of cladding effective creep strain computed using frictionless (left) and glued (right) contact.
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Modeling of Fuel Rod Behavior during LOCA Accidents with the BISON Code
Idaho National Laboratory’s (INL’s) nuclear fuel performance code, BISON, is being expanded and validated for analysis of nuclear reactor loss-of-coolant-accidents (LOCA). To capture the complex multiphysics behavior of the nuclear fuel rods during LOCAs, new physical models are incorporated into the code. The expanded BISON code is applied to simulation of LOCA experiments and results are compared to experimental data for validation. Furthermore, relative to traditional codes, BISON’s added value of being able to model three-dimensional (3D) effects that importantly affect fuel rod behavior during a LOCA is demonstrated.

**Introduction**

During a LOCA in a light water reactor (LWR), as occurred at Three Mile Island [1] and Fukushima [2], the fuel rods in the reactor core undergo a temperature transient and give rise to a complex multiphysics response, ultimately, resulting in ballooning and possible failure via burst of the rod cladding [3]. Developing computational tools for reliably predicting the thermo-mechanical behavior and lifetime of nuclear fuel rods during LOCA accidents is essential from both safety and economic standpoints [4]. BISON [5] is a modern finite-element-based, multidimensional nuclear fuel performance code that is under development at INL. Recent advances in BISON include extension of the code to analysis of LWR fuel rod behavior during LOCAs. In this work, we give an account of BISON development and validation for LOCA analysis.

**BISON Extensions for Fuel Rod Modeling During LOCA Accidents**

During a LOCA in an LWR, the zircaloy fuel cladding experiences high temperatures while exposed to a low-pressure steam environment, and transient fission gas release from the fuel contributes to increasing the rod’s inner pressure. The complex multiphysics response of the cladding involves several mutually coupled physical processes, which leads to ballooning and possible failure via burst [3,4]. To capture the additional physics and increased complexity brought by accident conditions relative to normal reactor operation, dedicated models are incorporated into the BISON code for the main phenomena involved in LWR fuel rod behavior under LOCA conditions.

In particular, models are available in BISON for (1) transient fission gas release coupled with gaseous swelling, (2) rapid steam-cladding oxidation, (3) zircaloy solid-solid phase transformation, (4) hydrogen generation and diffusion in zircaloy, (5) zircaloy high-temperature non-linear mechanical behavior (i.e., high-temperature creep), and (6) burst failure of zircaloy cladding. Detailed descriptions of these models can be found in [6-8]. This code expansion results in the capability to represent peculiar phenomena occurring during accidents and to consistently enclose this additional physics into a global fuel rod analysis.

An example of a 3D BISON calculation for a zircaloy-4 cladding undergoing a representative LOCA transient [9] is illustrated in Figure 1. Cladding ballooning and burst failure are reproduced by BISON. For this simulation, effects of azimuthal temperature variations in the cladding, which are inherently 3D, are also considered, leading to a consistent representation of non-uniform cladding ballooning and a localized burst on...
the hottest side of the cladding as observed experimentally [9]. This demonstrates the unique capability of BISON to model fuel rod behavior during LOCAs, allowing for 3D effects that are of significant engineering importance because they affect the deformation and failure behavior of the cladding. The implications of the inherently 3D aspects during LOCAs will be further investigated with BISON in the future.

**BISON Validation Against LOCA Experiments**

In addition to the simulations presented above that demonstrate BISON’s 3D capabilities, the expanded code has been validated through comparisons of simulations to experimental data from LOCA experiments. These include both separate effects tests of cladding, ballooning, and burst, as well as integral fuel rod tests performed at the Halden Research Reactor (Norway).

Comparisons of BISON results to experimental data for 31 separate effects tests of zircaloy-4 claddings from [10] are shown in Figure 2. The accuracy of the BISON analyses is in line with the state-of-the-art [11]. Examples of BISON validation results against integral fuel rod LOCA experiments are shown in Figure 3. In particular, BISON results of inner pin pressure during the

![Figure 2. Comparisons between BISON predictions and experimental data of cladding burst pressure (left) and time to burst (right) for the MTA-EK separate effects tests PUZRY [10].](image1)

![Figure 3. Comparisons between online measurements and BISON predictions of fuel rod inner pressure and time to cladding burst for the Halden IFA-650.2 (left) and IFA-650.10 (right) tests.](image2)
LOCA transient for the Halden IFA-650.2 [12] and IFA-650.10 [13] tests are compared to experimental measurements. Calculated and experimentally determined times to burst are also illustrated. Predictions are accurate for both cases. The predicted time to burst is within about 7 seconds of the experimental one for IFA-650.2 and within about 9 seconds of the experimental one for IFA-650.10.

Conclusions

This paper presented recent developments and applications of INL’s fuel performance code, BISON, to the analysis of LWR fuel rod behavior during LOCAs. BISON was expanded to allow for complex and mutually dependent phenomena undergone by the fuel rods during LOCA transients. Then the code was validated against LOCA experiments, with an encouraging predictive accuracy. In addition, the unique capability of BISON to reproduce 3D effects that importantly affect fuel rod behavior during LOCAs was demonstrated.
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LWR Reactivity-Initiated Accident Modeling in BISON
Introduction

A reactivity-initiated accident (RIA) is a nuclear reactor event involving a sudden increase in fission rate. This event causes a rapid increase of reactor power and temperature of the fuel, which may lead to failure of the fuel rods. Transient fuel performance codes capable of modeling RIA are being used to analyze compliance with and/or assess new revised safety criteria for the RIA design basis accident [1].

Fuel performance codes for accident modeling have been developed for some time and have shown an ability to reproduce experimental results with some degree of adequacy. However, due to the highly complex nature of accident modeling, many different models and assumptions have been adopted by the various code developers. This is due, in part, to the limited availability of results from each respective experimental program. As a result, this has led to differences between the various fuel performance codes.

In 2009, the Nuclear Energy Agency (NEA) organized a technical workshop on “Nuclear Fuel Behavior during Reactivity Initiated Accidents.” As a conclusion to the workshop, it was recommended that a benchmark (RIA Benchmark Phase-I) between these codes be organized to give a sound basis for their comparison and assessment. This Phase I benchmark used a set of four experiments on highly irradiated fuel rods under different conditions. Results showed a large disparity in many of the thermal and mechanical behaviors, leading to a second phase, launched in early 2014. This phase is designed to compare results of different simulations on much more simplified cases to provide a deeper understanding of the differences in modeling of the different codes [2].

The Working Group on Fuel Safety (WGFS) RIA Fuel Codes Benchmark Phase-II consists of 15 organizations from 12 countries contributing results from seven different codes. Idaho National Laboratory joined the benchmark mid-2015 to contribute results from the BISON fuel performance code. BISON is capable of solving the fully coupled equations of thermomechanics and species diffusion for one-dimensional (1D) spherical, two-dimensional (2D) axisymmetric or plane strain, and three-dimensional (3D) geometries, while many of the other codes are only capable of 1.5-dimensional (1.5D) simulations. This benchmark provided an ideal stage to test and compare BISON capabilities for accident modeling against many other codes that are considered state-of-the-art, thus providing feedback on the strengths and areas of improvement needed in BISON.

Figure 1. Benchmark Case 5 model description: (a) detailed specifications of the benchmark model and geometry and (b) BISON geometry and mesh.
Model Description

Detailed benchmark specifications were prepared to prevent (as much as possible) the variability between the applied model among the different institutions and codes. The full detailed specifications can be found in the 2016 NEA report[2]. Ten cases were defined with an increasing degree of complexity; for this paper only, Case 5 will be discussed in detail. Many of the main specifications for Case 5 are shown in Figure 1a, with the representative BISON mesh and geometry in Figure 1b. To minimize any differences in the model and input assumptions between codes, the thermal and mechanical properties of fresh pressurized water reactor-type fuel rods are used.

Results

A complete compilation of all the results for all cases and codes was compiled by NEA [3], comparing outputs from each participant. This article compares results from the BISON and FRAPTRAN fuel performance codes for Case 5 of the benchmark.

An important parameter to consider when discussing RIA transients is the amount of energy injected into the fuel and the resulting fuel radial average enthalpy. Historically, the U.S. Nuclear Regulatory Commission’s acceptance criterion for reactivity excursions has been based on the maximum radial average fuel enthalpy in the fuel rod [4]. Therefore, for safety considerations, it is necessary to be able to accurately model the fuel radial average enthalpy of the rodlet. The energy injected into the fuel, fuel radial average enthalpy, and power pulse are shown in Figure 2. Good agreement on the radial average enthalpy of the fuel shows that both codes are calculating comparable radial profiles throughout the fuel pellet during the entire simulation.

Figure 2. Profile comparisons between FRAPTRAN and BISON for the energy injected into the rodlet and fuel radial average enthalpy shown with the simplified 30-ms FWHM power profile. The inset shows the radial average enthalpy over a longer duration.

Figure 3. Temperature profiles at different radial locations on the rodlet. Inset shows the temperature profiles during a smaller temporal scale around the power pulse.
The temperature profiles at different radial locations in the rodlet are shown in Figure 3. The fuel centerline temperature shows good agreement between the two codes over the entire transient. The fuel surface and cladding surface temperatures deviate slightly between the two codes. Because of the complexity of the problem and the multiphysics simulation involved, it is difficult to pinpoint the cause of the temperature differences between the two codes. There are large variations between the fuel-to-cladding gap conductance and cladding-liquid heat transfer coefficient between the two codes that will account for some of the temperature differences. Also, differences in mechanical models (such as the gap width between the fuel and cladding) have effects on various mechanisms that do affect energy transport.

The hoop strain and corresponding hoop stress at the outer surface of the cladding are shown in Figure 4. During an RIA event, the cladding is forced to expand and conform to the expansion of the fuel; therefore, the cladding undergoes a displacement-controlled problem. The cladding total hoop strain is controlled by the radial expansion of the fuel until separation occurs during cooling. As such, the total hoop strain shows some variation between the codes. They have very similar evolutions, but FRAPTRAN predicts approximately 0.4% more strain than BISON. This variation correlates to a difference in the maximum outer radius of 4.209 mm in BISON and 4.219 mm in FRAPTRAN. This is likely due to multiple reasons. First, FRAPTRAN assumes a rigid pellet that cannot yield, while BISON assumes a compliant fuel pellet. Also differences in fuel thermal expansion and plasticity models between codes could result in the variations in calculated strain.

Each code predicted a maximum hoop stress of about 340 MPa and was within 20 MPa of each other. The two codes agree reasonably well on the stress, except for a short time just after the power pulse (100.06 to 101.0 s). During this time, there is a complicated trade-off between elastic strain and development of plastic strain. The increase in plastic strain is due to the decrease of the zircaloy yield strength as the temperature increases. The temperature-dependent yield strength capability was added to BISON as a result of participation in this benchmark.

Conclusions

The objective of the first task in Phase II of the RIA benchmark was to compare the results of different simulations on ten simplified cases to better understand the differences in modeling of the concerned phenomena. Idaho National Laboratory was able to participate in this international collaboration and contribute to seven of the ten cases for the benchmark. Even among the very simplified cases, there still exhibited considerable scatter among the codes for some of the parameters, in particular the cladding hoop stress and strain. The difference between the upper and lower values reaches almost 200% (of the mean value) for the clad hoop stress and 75% for the clad hoop strains. There were also large differences in cladding temperatures that can be contributed to the various thermal-hydraulic models in each code. The clad-to-coolant heat transfer of water boiling during fast transients is considered a large source of uncertainty for all codes and is of considerable interest for further research and development. The complete results are compiled in an NEA/CSNI report [3].

In this report, the results for Case 5 of the benchmark have been compared more rigorously with results obtained from the U.S. Nuclear Regulatory Commission using FRAPTRAN. In general, the results compare reasonably well in both thermal and mechanical aspects and differences can likely be explained by variations in thermal, mechanical, and thermal hydraulic models applied in each respective code.

![Figure 4. Hoop stress and total hoop strain at the outer surface of the cladding.](image-url)
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R. L. Williamson, K. A. Gamble, D. M. Perez, S. R. Novascone, G. Pastore, R. J. Gardner, and J. D. Hales

Introduction

BISON is a modern finite-element-based nuclear fuel performance code that has been under development at the Idaho National Laboratory since 2009 [1]. The code is applicable to both steady and transient fuel behavior and can be used to analyze one-dimensional (spherically symmetric), two-dimensional (i.e., axisymmetric and generalized plane strain), or three-dimensional geometries. BISON has been used to investigate a variety of fuel forms, including light water reactor (LWR) oxide fuel [1], TRISO-coated-particle fuel [2], and metallic fuel in rod and plate form [3, 4]. The code has also been used to investigate novel fuel concepts [5], design and interpret irradiation experiments [6], and investigate fuel defects [7]. BISON is built using the Idaho National Laboratory Multiphysics Object-Oriented Simulation Environment (MOOSE) [8].

To assess the fidelity of BISON’s physical modeling, validation efforts are underway. To date, BISON predictions have been compared to roughly 50 integral rod LWR experiments. Comparisons have focused on measurements of fuel centerline temperature, fission gas release (FGR), and cladding outer diameter both before and following fuel-clad mechanical contact, with much of this validation work reported recently [9]. The objective of this article is to provide a brief summary of these comparisons.

Light Water Reactor Validation Results

A comparison of predicted and measured fuel centerline temperature is shown in Figure 1 for rods in the burnup range of 20≤Bu<40 MWd/kgUO₂; dashed lines define an error range of ±10%. With only a few exceptions, BISON predictions are within this range, which is very reasonable considering measurement uncertainty. Further comparisons in reference [9] demonstrate similar predictive capability for irradiations varying from beginning-of-life through high burnup, including power ramping.

Comparisons of measured versus predicted FGR are shown in Figure 2. BISON’s accuracy in predicting gas release is generally consistent with state-of-the-art modeling practices. Because of the inherent uncertainties of FGR modeling, a deviation of fuel performance code predictions from the experimental data within a factor of about 2 up and down is generally regarded as satisfactory.

Figure 3 summarizes rod diameter comparisons in terms of the difference between the measured and predicted values as a function of burnup, including power ramping. Comparisons are made either at the rod axial midplane or averaged over the rod length, based on the available experimental data. In general, the results indicate a tendency to overpredict the diameter reduction that occurs early in life and, more significantly, overpredict the diameter increase that occurs late in life. The early life comparisons typically occur before fuel-clad contact, when clad deformation is dominated by clad creep down; therefore, comparisons indicate a tendency to overpredict clad creep rates.

Figure 1. Comparison of the measured versus predicted fuel centerline temperature for rods in the burnup range of 20≤Bu<40 MWd/kgUO₂. The Rf parameter in the IFA-562.2 Rod 17 labels indicate the fuel roughness used in the simulation. M = P stands for measured = predicted. The specific experiments identified in the legend are described in more detail in [9].
Although the number of low burnup points is limited, diameter comparisons indicate this overprediction is more severe for zircaloy-2 than zircaloy-4. Reasons for this overprediction could include large variations and uncertainty that exist in clad microstructure and the lack of an anisotropic creep model in BISON. Comparison to separate-effects clad creep experiments are underway to better understand and improve predictions. At higher burnups following fuel-clad contact, clad diameter increase is controlled by the mechanical behavior of the fuel. The fact that the clad diameter change (measured – predicted) is significantly negative indicates a tendency to overpredict fuel radial growth. BISON’s overprediction of final rod diameter may be partially due to its lack of a relocation recovery model, which would recover a portion of the relocation strain upon fuel cladding contact. Uncertainty in the initial fuel porosity and densification during irradiation provide further possible explanation for poor diameter comparisons. Fuel creep, which has been neglected in the present comparisons, is also expected to play a significant role. Inclusion of fuel creep combined with smeared cracking in BISON is underway.

A more detailed comparison of rod diameter predictions is possible for the Risø-3 GE7 validation case, which includes full-length rod diameter comparisons at both the end of base irradiation and following a power ramp. Recent BISON simulations have included both smeared and discrete pellet geometries, also providing a comparison of the effects of this modeling assumption. Figure 4 compares the predicted and measured rod diameter as a function of rod length. The diameter of the pre-irradiated rod is shown as a solid black line for reference. Diameter measurements following base irradiation are indicated with open circle symbols. Post ramp measurements were made on the
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cladding adjacent to pellet mid and end locations, as indicated by the x and + symbols, respectively. BISON overpredicts clad creep rates during base irradiation, resulting in a decrease in rod diameter roughly double the measured value. Note that the predicted axial diameter profile has a shape very similar to the axial power profile, indicating the fuel is predicted to have been in contact with the clad at some time during base irradiation. This is confirmed by the predicted gap closure history, which indicates contact begins at a burnup of approximately 28 MWd/kgU. On the other hand, the measured diameter profile following base irradiation shows no evidence of contact, which is not surprising based on the much lower measured clad creep down. Comparing the measured and predicted diameter change during the ramp test indicates BISON does a reasonable job of predicting the transient mechanical behavior. Permanent change in the clad diameter results from both creep and instantaneous plasticity and is driven principally by thermal expansion and gaseous swelling of the fuel. Oscillations in the rod diameter profile for the discrete pellet simulation are due to the predicted hour-glassing of individual fuel pellets, which were clearly in contact with the cladding during the power ramp. For this experiment, overall comparison of the post ramp diameter to measurements improves when considering individual pellets over smeared fuel. However, it is also clear that the predicted ridge magnitude is larger than measured. This overprediction in ridging is believed to be principally due to the assumption of elastic fuel, because fuel creep would naturally reduce peaks at pellet ends. The effect of fuel creep on ridging will be isolated in a future study.

Conclusions

BISON predictions of fuel centerline temperature, fission gas release, and cladding outer diameter have recently been compared to roughly 50 integral rod LWR experiments. Results demonstrate the following:

- Fuel centerline temperature comparisons through all phases of fuel life are very reasonable. Deviations between predictions and experimental data are shown to be within ±10%.
- Accuracy in predicting FGR appears to be consistent with state-of-the-art modeling and with involved uncertainties.
- Comparison of rod diameter results indicate a tendency to overpredict clad diameter reduction early in life, when clad creep down dominates and, more significantly, overpredict diameter increase late in life, when fuel expansion controls the mechanical response.

Results from this study are being used to define and prioritize future code development and validation activities. High priority items include the following:

- An increased emphasis on separate effects validation experiments, especially for fuel swelling and fuel and cladding creep
- Inclusion of more realistic mechanical models for oxide fuel, specifically smeared cracking and creep
- Addition of a relocation recovery model
- Consideration of discrete pellet geometry in validation cases, especially for cladding diameter comparisons
- Expansion of the validation base to include other fuel types, including MOX and Gd-doped fuels
- Inclusion of the effects of high burnup structure on fuel performance
• Addition of accident behavior cases (both loss-of-coolant-accident and reactivity-initiated accident) to the validation base.
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Abstract

High-burnup structure (HBS) is a self-organized microstructure formed at the rim region in UO₂ fuels with many interesting physical properties. Although the HBS contains a high density of grain boundaries, its thermal conductivity increases with respect to its larger-grain counterpart. MARMOT modeling was used to investigate this interesting problem. The results indicated that both the atomistic and mesoscale thermal transport mechanisms must be considered to understand this interesting phenomenon.

The harsh irradiation received by uranium dioxide (UO₂) fuels in reactors causes complex microstructural evolution in fuels. One of the fuel restructuring phenomena is the formation of HBS near the fuel pellet rim region [1]. Before HBS forms, the fuel grain size is about 10 microns and the fuel contains some small pores from the fuel fabrication (Figure 1[a]). After the HBS forms, the grain size decreases to about 0.1–0.3 microns through a grain subdivision process, during which many micron-size pores or bubbles form. Therefore, HBS has a microstructure of small grains and big bubbles, as shown Figure 1[b]. Because HBS has a very different microstructure from that at low burnup, the physical properties of HBS such as thermal conductivity also change. Intuitively, the thermal conductivity of HBS should be lower than that of the unrestructured microstructure because contains high-density grain boundaries (GBs).

Interestingly, experiments [2, 3] have shown that the reduction of thermal conductivity of nuclear fuels with increasing burnup actually is slowed down upon HBS formation (Figure 1[c]), which is counterintuitive. To understand this interesting phenomenon, we used the MARMOT mesoscale fuel performance tool [4] developed at Idaho National Laboratory to model the thermal conductivity of HBS. Detailed information of this work can be found in Bai et al.’s article [5].

In this work, the phase-field method coupled with heat conduction in MARMOT was used to calculate the effective thermal conductivity of various fuel microstructures. Three microstructures were modeled: large Xe bubbles in small grains, random small bubbles in large grains, and GB-aligned small bubbles in large grains. The first microstructure represents HBS, the second and third microstructures represent intragranular and intergranular bubbles in unrestructured fuels, respectively. The effective thermal conductivities of the three microstructures were calculated for different bubble porosities at 300 K (Figure 2). As expected, the thermal conductivities in all three systems decrease monotonically with increasing bubble porosity (p). However, over the entire porosity range studied in this work, the HBS has a lower thermal conductivity than that of the unrestructured microstructure with random bubbles. These results contradict the experimental observation that the local thermal conductivity of the HBS region increases upon its formation with respect to the unrestructured fuel at the same porosity (Figure 1[c]). Therefore, simply considering the topology of large microstructural features is not sufficient to predict the unusual HBS thermal transport properties observed in experiments.

Figure 1. (a – b) Scanning electron microscopy (SEM) images of microstructures from fresh fuel and after HBS forms [1]. (c) Thermal diffusivity of UO₂ fuels as a function of the fuel burnup. [3].
In a reactor environment, nuclear fission induces not only many experimentally observable microstructures such as dislocation loops and bubbles, but also many small point defects (interstitials, vacancies, dispersed Xe gas atoms, etc.) and defect clusters. These small defects can cause strong phonon scattering effects on thermal transport: therefore, these defects should not be neglected. Recently, molecular dynamics (MD) simulations were conducted to study the degradation of thermal conductivity at different Xe concentration and temperatures [6]. This atomistic information has been implemented into a new model in MARMOT. It is well known that GBs are defect sinks so that point defects can be effectively removed from the grain interior when the grain size is small [7]. Therefore, in our mesoscale modeling, we assumed that in HBS there were no dispersed Xe atoms in the grain interior due to GB-Xe interaction (i.e., all Xe atoms form bubbles). While in the large-grain microstructure, both Xe bubbles and dispersed Xe atoms were present.

Using the new model, we recalculated the thermal conductivity of a HBS and a large-grain UO₂ with randomly distributed bubbles and dispersed Xe atoms as a function of the Xe bubble porosity at 300 K. When there were no dispersed Xe atoms present in both systems, the HBS had a lower thermal conductivity than the large-grain system over the entire range of bubble porosity, which is shown in Figure 2. However, once a small concentration of dispersed Xe was added to the grain interior of the large-grain system, the trend was reversed. As Figure 3 shows, the large-grain system had a lower thermal conductivity than the HBS even if only 0.1% of dispersed Xe atoms were included. As the concentration of dispersed Xe atoms increased, the thermal conductivity of the large-grain system decreased further. In HBS, the GB-Xe interaction made the grain interior free of dispersed-Xe-induced phonon scattering effects. As a result, in HBS the decreased thermal conductivity caused by GBs was compensated by the suppression of phonon scattering effects induced by point defects. Therefore, although GBs themselves impeded the thermal transport, their interaction with point defects improved the overall thermal conductivity. This GB-defect interaction could be a reasonable explanation for why thermal conductivity of the HBS increased with respect to the unstructured fuels (Figure 1[c]).

**Figure 2.** MARMOT results of the thermal conductivities of three microstructures as a function of bubble porosity at 300 K. In the insets, blue circles represent Xe bubbles, yellow lines represent GBs, and red areas represent UO₂ matrix.

**Figure 3.** The thermal conductivity as a function of Xe bubble porosity in a HBS and in a large-grain UO₂ with randomly distributed bubbles at different dispersed Xe concentration at 300 K. Symbols: MARMOT calculation results; Lines: Analytical model predictions.
We also developed an analytical model that can quantitatively predict the thermal conductivity of different microstructures (including HBS) at any given concentration of dispersed Xe, bubble porosity, and grain size. Similar to a previous model [8], the effective thermal conductivity of a heterogeneous system is described by the multiplier of the degradation percentage caused by each type of microstructural feature. In Figure 3, only the data set of 0% Xe was used to calibrate this analytical model. Once the model was calibrated, all parameters remained unchanged. Figure 7 shows the comparison between the model prediction (solid lines) and the MARMOT simulation results (symbols). While the top-most data set is used for calibration, the model prediction was independent of the MARMOT simulation results for all other data sets. Clearly, excellent agreement between them can be seen for a wide range of microstructural parameters. Therefore, the model is very robust and has a predictive power for the conditions beyond its fitting regime.

We concluded that considering the topology of large microstructures alone is not sufficient to predict the thermal transport properties in nuclear fuels. The phonon scattering effects caused by small point defects, such as dispersed Xe atoms, must be included in the mesoscale modeling. In extreme cases, even a small concentration of dispersed Xe atoms (e.g., $10^{-5}$) can result in a lower thermal conductivity in the large-grain unstructured microstructures than in the small-grain HBS. The high-density GBs in HBS act as defect sinks and can reduce the concentration of point defects in its grain interior. As a result, its thermal conductivity increases in comparison with its large-grain counterparts. An analytical model was developed to describe the thermal conductivity at different concentrations of dispersed Xe, bubble porosities, and grain sizes. Upon calibration, the model agrees well with independent heat conduction modeling over a wide range of microstructural parameters.
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Introduction
During operation, metal fuels are subjected to high thermal gradients from the center to the rim, fissile events that produce fission products, and neutron irradiation that produces lattice defects, with profound effects on fuel microstructure and chemistry. To fully capture the evolution in microstructure and change in fuel chemistry is essential for the development of microstructure-based fuel performance models. For uranium (U)-based metal fuels (such as U-Mo and U-Zr), an important issue is phase separation because the preferred γ phase is stable only at high temperatures. Taking U-Zr as an example, upon varying temperature and composition, the entire U-Zr phase diagram contains six phases (or seven considering the miscibility gap of the γ-U/β-Zr phase): α-U, β-U, γ-U/β-Zr, α-Zr, δ-UZr, and liquid. During fuel operation, phase separation takes place according to the radial temperature gradient. The formation of new phases, along with the Zr-flux caused by the thermal gradient (i.e., the so-called Soret effect), leads to a redistribution of Zr [1]. This evolution in the crystal phase and composition needs to be captured to reliably predict local fuel properties such as thermal conductivity and mechanical strength. At the lower-length scale, effort has been made to develop a phase-field model for the U-Zr system for phase separation and constituent redistribution in the mesoscale fuel performance modeling code MARMOT [2].

Multiphase Phase Field Model
The phase field method is powerful for concurrent evolutions in microstructure (phases) and chemical composition (concentrations). In a phase field simulation, phases are represented by non-conserved order parameters ηi and chemical compositions by conserved concentrations c. The material system evolves to minimize the total free energy F [3]. The evolution of order parameters is given by the Allen-Cahn equation:

$$\frac{\partial \eta_i}{\partial t} = -L_{ij} \frac{\delta F}{\delta \eta_j}$$

(1)

And the evolution of concentrations by the Cahn-Hilliard equation:

$$\frac{\partial c_j}{\partial t} = \nabla \cdot M_j \nabla \frac{\delta F}{\delta c_j}$$

(2)

Here $L_{ij}$ and $M_j$ are parameters related to interfacial and atomic mobilities, respectively. In general, Equations (1) and (2) apply to material systems of multiple phases and components. The development of a multiphase field model centers on the accurate description of the free energy of the system. Without long-range interactions (such as electric or magnetic fields), the free energy of the system can usually be expressed as:

$$F = \int (f(c_i, \eta_i, T) + w_i \eta_i + k_i \nabla^2 c_i + k_i^\eta \nabla \eta_i) dV$$

(3)

Here, $f(c_i, \eta_i, T)$ is the bulk free energy density; $w_i$ is the barrier for phase transformation; and the $k_i^c$ and $k_i^\eta$ terms together represent the interfacial energy in terms of concentrations and order parameters. For a multi-phase and multi-component system, $f$ can be written as [4]:

$$f = G^d + G^\eta + G^\alpha$$

(4)

Here, $G^d$, $G^\eta$, and $G^\alpha$ represent the Gibbs free energy for reference phases, that of ideal solid solution, and the excess free energy due to mixing, respectively. For more details about the U-Zr free energy model, refer to Chevalier et al. [4]. The same model is used in the Calphad database. Free energies for all six U-Zr phases have been implemented into MARMOT for a multi-phase, multi-component model for both phase separation and constituent redistribution, targeting a more general model than the single-phase model recently developed for γ-U [5]. In the following applications of the model for temperature gradient induced phase separation in pure U and Zr redistribution in U24Zr (in atomic percent) will be presented to demonstrate the capability.
Phase Transformation Induced by a Temperature Gradient

For temperature gradient induced phase separation, a quasi-1D simulation cell with \( x = 1,000 \) and \( y = 10 \) (Figure 1) was used. The Zr concentration was set to be 0.0 to represent pure U. \( \alpha \text{U} \) is represented by order parameter \( \eta_1 \), \( \beta \text{U} \) by \( \eta_2 \), \( \gamma \text{U/Zr} \) by \( \eta_3 \) and the liquid phase by \( \eta_4 \), respectively. Initially, all phase coexist with \( \eta_1 = \eta_2 = \eta_3 = \eta_4 = 0.25 \) everywhere. A prescribed temperature profile was set up as \( T = 573 + 950 \sin(x/2000 \pi) \) (K). Phases that were preferred at the corresponding temperature regions were observed to grow at the sacrifice of metastable phases until the system was equilibrated. At the equilibrium state, the stable phases were found to be \( \alpha \text{U} \) (\( \eta_1 = 1 \)) in the temperature region from 573 K to 950.3 K (677.3°C), \( \beta \text{U} \) (\( \eta_2 = 1 \)) from 950.3 K to 1056.6 K (783.6°C), \( \gamma \text{U/Zr} \) (\( \eta_3 = 1 \)) from 1056.6 K to 1405.0 K (1132.0°C), and the liquid phase when \( T > 1405.0 \text{K} \). These results are in good agreement with the Calphad database.

Zr Redistribution in U24Zr

Another test of the model focused on Zr redistribution using a two-phase phase field simulation containing \( \beta \text{U} \) and \( \gamma \text{U} \). To mimic the temperature gradient in a UZr fuel, a non-evolving temperature profile given by \( T = 773 + 400 \cos(r/100 \pi) \) was used. A temperature-dependent mobility taken from the literature [6] was used in the simulation. The simulation started with pure \( \beta \text{U} \), with \( c_{\text{Zr}} = 0.24 \) uniformly. After simulation started, transformation of \( \beta \text{U} \) to \( \gamma \text{U} \) took place at the center due to the high local temperature, Figures 2(a) and (c). For the high Zr solubility in \( \gamma \text{U} \), Zr diffused to the center, leading to depletion of Zr in the intermediate region. While at the rim, Zr concentration remained at 24-atomic% due to the low diffusivity there. The concentration profile observed in the simulation is in similar shape with that observed in a U-Pu-Zr fuel [1], which showed increased \( c_{\text{Zr}} \) in the center, depletion in the middle, and intact \( c_{\text{Zr}} \) at the rim. However, direct comparison may not be made at this time since no \( \alpha \text{U} \) existed in the simulation, while it has been characterized in the experiments. In reality, Zr redistribution is caused by the different solubility in different U phases and the Soret effect, which induces Zr flux along the temperature gradient. The phase separation is governed by the temperature-dependent free energy of

![Figure 1. Contours of order parameters for \( \alpha \text{U} \) (\( \eta_1 = 1 \)), \( \beta \text{U} \) (\( \eta_2 = 1 \)), \( \gamma \text{U/Zr} \) (\( \eta_3 = 1 \)) and the liquid phase (\( \eta_4 = 1 \)) at (a) \( t = 0 \) and (b) \( t = 24,000 \). In (c) the temperature and order parameter profiles at \( t = 24,000 \) along \( y = 0 \) are plotted as functions of \( x \). The units are nm in space and second in time.](image1)

![Figure 2. Profiles of (a) order parameter for \( \gamma \text{U} \) and (b) Zr concentration along \( r \) at various times. (c) and (d) show the order parameter and concentration contours at \( t = 0 \) and \( t = 8000 \).](image2)
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...each phase, the interfacial energies and the elastic mismatches between phases. In the simulation shown in Figure 2, no Soret effect was included for the purpose of testing phase separation and its effect on Zr redistribution. It is interesting to observe that in Figure 2, Zr depletion could occur without the Soret effect, in line with that in Nam et al. [7] Zr redistribution is governed by Zr solubility. Still, the contribution of Soret effect (already available in MARMOT) needs to be coupled to predict the boundaries of depletion. Further development of MARMOT is underway for the capability of modeling constituent redistribution.

Discussions and Conclusion

The above results demonstrate the current MARMOT capability for phase separation and constituent redistribution in U-Zr fuel. More details about the model can be reached in the 2015 report by Gamble et al. [8]. Similar development is underway for U-Mo and U-Si fuels. Since the free energy models are taken from the Calphad database, the models in MARMOT are expected to be thermodynamically quantitative for bulk phases. However, improvements are needed for better modeling performance. First, to resolve interfaces between phases, a fine mesh is usually needed, which strongly limits the size of the simulation domain and the solving efficiency. The second improvement needed is on the material properties. In addition to the free energy models for bulk phases, Zr diffusivities and heat of transport in various phases, interfacial energies, and elastic mismatches between phases are also needed for quantitative description of dynamic phase evolution. Many of these parameters are yet to be achieved from either experiments or lower length scale modeling approaches. Currently, multiscale modeling and simulation effort are being made to improve the phase field model and to obtain the needed material parameters.
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Introduction

The reactor pressure vessel (RPV) is a critical component of concern when considering life extension of existing light water reactor nuclear power plants because of the extreme difficulty of replacement or repair. Long-term exposure to high neutron flux and elevated temperature causes microstructural changes that lead to embrittlement of the RPV steel, making it more susceptible to fracture. It must be ensured that under this embrittled condition, there is not an undue risk of fracture under normal or accident conditions.

The Grizzly code is a multiphysics simulation code supported by the U.S. Department of Energy’s (DOE’s) Light Water Reactor Sustainability Program for modeling age-related degradation of nuclear power plant systems, structures, and components. Because of its critical role, initial efforts have focused on developing capabilities in Grizzly for modeling age-degraded RPVs, including models for microstructure evolution and changes to fracture properties, as well as engineering fracture models and probabilistic analysis tools.

Microstructure and Property Evolution Models

The ability to predict the progression of embrittlement over time under operating conditions is a central aspect of a simulation capability for aged RPV performance. Embrittlement in RPV steel occurs due to a combination of two primary mechanisms: irradiation damage to the body-centered cubic (bcc) iron matrix and the formation and growth of precipitates. Both of these mechanisms impede the motion of dislocations, resulting in an increased yield strength. This increase in yield strength makes the material more brittle. This is manifested as an upward shift in the temperature at which the material transitions from brittle to ductile response.

In current practice, models based on experimental data are used to predict this transition temperature shift. For example, the model in [1] employs physically based models to represent the underlying mechanisms and calibrates these to experimental data. These models work quite well when used within the bounds of the experimental data on which they are based, but cannot be applied confidently for conditions beyond the lifetime of that experimental data, which is limited to the life of the current reactor fleet.

To develop models for evolution of embrittlement that can be applied with more confidence beyond the lifetime of the current reactor fleet, bottom-up, physics-based models of microstructure evolution are being developed. Figure 1 shows a map of the modeling approaches being developed to model the physical phenomena of interest at various length scales. As indicated in this figure, Grizzly is not used for modeling at the lower-length scales because it is based on the finite element method, which is applicable to continuum rather than atomistic scales. Lower-length scale models employing methods such as molecular dynamics (MD) and lattice Kinetic Monte Carlo (LKMC) are run in other codes and provide input to Grizzly.

To model radiation damage to the matrix, rate theory and cluster dynamics models are being developed to predict the time evolution of concentrations of defects (such as interstitials and vacancies) and the formation of clusters. These models are based on energetic information that can be obtained from atomistic simulations and experiments. Where this information is not available, additional MD simulations have been performed [2].

In a similar manner, models are being developed for nucleation, growth, and coarsening of precipitates, which occurs due to aging at elevated temperatures and is accelerated by damage to the matrix. Spatially resolved evolution of precipitates is modeled by a combination of LKMC and phase-field models. LKMC models are used to model the nucleation and early growth of these precipitates; those results are then handed off to phase-field models for later growth and coarsening. Cluster dynamics models are also being developed for longer-term evolution of the number density and size of precipitates. Information to represent interactions between precipitates and matrix defects has been obtained from MD simulations [3].

The information on microstructure evolution can be used as inputs to crystal plasticity models, which are under development and can be used to compute the yield strength and hardening of RPV steel. This information can then be used as input to fracture mechanics models [4], which will be used to characterize the fracture toughness as a function of temperature for irradiated material.
**Probabilistic Engineering Fracture Models**

A complementary set of modeling tools is required to perform probabilistic fracture mechanics analyses of RPVs using embrittlement data. The widely used FAVOR code [5] developed at Oak Ridge National Laboratory is an example of such a tool, but it has limited generality due to two important assumptions: it represents the RPV using a one-dimensional model, which limits it to treating the RPV as a uniform cylindrical region, and it can only model flaws aligned with the principal axes.

Because it is based on the general MOOSE framework, Grizzly can model the thermo-mechanical response of RPVs that are represented in either two-dimensional or three-dimensional models, which permits consideration of a wider variety of geometries and conditions. The global RPV response is used to drive local models of flaw regions in Grizzly, whose general three-dimensional linear elastic fracture mechanics capabilities can be used to compute stress intensity factors using J-integrals and interaction integrals for flaws of arbitrary orientation.

Evaluating these three-dimensional fracture models is inherently computationally expensive. A given RPV can contain thousands of flaws introduced by the manufacturing process. Probabilistic evaluations of such flaw populations require fracture models that can be evaluated very quickly. Mathematical surrogate models to efficiently represent the behavior of detailed three-dimensional fracture models are being developed using a combination of the RAVEN probabilistic code and Grizzly. These will be used within RAVEN for the probabilistic fracture mechanics of aged RPVs.

When fully developed, the framework described here based on Grizzly and RAVEN will provide a modern capability for probabilistic fracture mechanics that will permit more confident evaluation of RPVs subjected to long-term irradiation beyond the lifetime of the existing reactor fleet and will allow for evaluation of more general conditions than existing tools.

---

**Figure 1.** Overview of models being developed for microstructure and engineering property evolution in RPV steels and engineering modeling of RPVs, including global response, fracture mechanics, and probabilistic fracture analysis.
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Introduction

Fracture plays an important role in the behavior of a variety of nuclear fuel and structural material applications. Accurately modeling fracture propagation has historically been challenging within the finite element method (FEM) because fractures introduce evolving discontinuities into an otherwise continuous problem. The extended finite element method (XFEM) [1] has emerged in recent years as a powerful tool for modeling discontinuities in FEM. An XFEM capability has recently been developed in Idaho National Laboratory’s (INL’s) MOOSE framework, which permits its application to a wide variety of multiphysics problems. This technique has been applied to model fracture in nuclear fuels and reactor pressure vessels using the BISON and Grizzly codes.

XFEM in the MOOSE Simulation Framework

FEM is a powerful technique for solving continuous partial differential equations that describe a variety of physical phenomena. However, modeling discontinuities, such as those caused by fracture, have proven problematic because of the assumptions of continuity in this method. Smeared representations of cracking fit naturally into the FEM setting, but suffer from mesh dependence. Discrete fracture can be represented at element boundaries, but this requires that the mesh be constructed to conform to fracture geometry, which may not be known in advance.

The XFEM overcomes these problems and can represent arbitrary, evolving, mesh-independent discrete cracks or other discontinuities in the setting of the FEM. The continuous basis functions used in FEM are enriched to represent discontinuities. The otherwise continuous solution \( u \), which is interpolated with continuous shape functions \( N_i \) within finite elements from the nodal solutions \( u_i \), is modified to include a discontinuity:

\[
 u(x, t) = \sum_{i=1}^{n} N_i(x)(u_i(t) + H(x)e_i(t))
\]

This is accomplished by adding a term including the Heaviside function \( H \), that evaluates to 1 on one side of the discontinuity and 0 on the other to the standard finite element interpolation to represent the jump in the solution across the discontinuity. Additional degrees of freedom corresponding to this enrichment \( e \) are added to all nodes connected to elements intersected by discontinuities. Additional higher-order terms can optionally be added in a similar manner and are commonly used to represent singular fields near crack tips.

Adding degrees of freedom to selected nodes can be difficult in existing codes. A technique known as the phantom node method [2] represents the same discontinuities as XFEM and can be more amenable to implementation in existing FEM codes. In this method, elements with discontinuities are split into two overlapping elements, each containing a physical and a non-physical component. Nodes not connected to physical portions of the elements are known as phantom nodes. Split elements are connected to the rest of the mesh in a specific way to ensure appropriate representation of continuity and discontinuity. The standard finite element interpolation functions are used, but integration is performed only over the physical portions of the elements. Elements can be recursively split, which facilitates crack branching and coalescence. The phantom node method was used to implement XFEM in MOOSE.

An implementation of the phantom node technique requires the following three main components:

1. A mesh-cutting algorithm to determine how to modify the finite element mesh to account for evolving discontinuities. An adaptation of the algorithm of [3] was used in this work.

2. Modifying the finite element integration rules to accurately integrate partial elements. A procedure that uses the original integration points with modified weights has been employed for this purpose.

3. A modified visualization tool to show only the physical portions of the cut elements. A plug-in to the ParaView visualization software was developed for this purpose.

The above modifications have been made to the MOOSE framework, and XFEM is now available for use within any MOOSE-based application to model discontinuities in arbitrary coupled physics models. The current implementation is geared toward fracture mechanics applications, and supports propagating cracks in two dimensions, with some support for crack branching. For three-dimensional models, there is currently support...
for stationary cracks. Support for using this capability for moving material interfaces is currently under development; there are future plans for more general support for crack branching and propagation.

**Nuclear Fuel and Materials Applications**

The primary motivation for developing an XFEM capability in MOOSE is to model propagating cracks in ceramic nuclear fuel [4]. The ceramic fuel pellets used in light water reactors experience significant fracturing due to stresses induced by gradients in volumetric expansion caused by thermal strains and other phenomena, such as swelling from the formation of fission products. Fracturing in fuel can be tolerated, but it has important effects on the performance of the fuel/cladding system during normal and accident conditions. During normal operation, it affects the pellet/cladding gap size, which affects heat transfer. Stress concentrations occur in the cladding during mechanical contact with fractured fuel. Fracture has an important effect on the movement of fuel fragments during loss-of-coolant-accident conditions. Better physics-based representation of fracture in fuel performance simulations will improve their predictive ability in a wider range of conditions.

Because it is built on MOOSE, the BISON fuel performance code can directly use the XFEM capabilities in MOOSE. Figure 1 shows representative simulation results from two and three-dimensional simulations of fracture performed with XFEM in BISON. Figure 1a shows the final fracture pattern resulting from a simulation of propagating cracks in a two-dimensional plane strain model of a cross section of a light water reactor fuel pellet. This demonstrates the ability of XFEM to represent fracture independent of the finite element mesh. Figure 1b shows a demonstration of a three-dimensional fuel simulation where a set of stationary discrete fractures is prescribed.

This capability has also been applied to simulations of reactor pressure vessels using the Grizzly code, where pre-existing flaws are evaluated to determine whether they could be initiation points for fracture during transient loading events [5]. Stationary elliptical flaws are defined independent of the mesh using XFEM, and fracture integrals are performed to compute the mode I, II, and III stress intensity factors along the flaw tips to assess whether fracture would occur.

**Figure 1.** Representative results from BISON light water reactor fuel fracture simulations using XFEM (displacements magnified 10x).
The applications shown here on fracture in nuclear fuel and reactor pressure vessels demonstrate the potential of XFEM for thermo-mechanical fracture problems. Because of the very general nature of the MOOSE framework, there are many other potential applications for mesh-independent discontinuities in multiphysics simulations.
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Nuclear Materials: Where Fundamental Meets Applied
Abstract

Nearly 20% of the world’s electricity today is generated by nuclear energy. However, the microscopic processes that control transport and thermodynamic behaviors in nuclear materials used in power plants are not well understood. Key to the understanding of these processes is detailed knowledge of different low-energy excitations, their coupling, and how it is represented in physical properties. In our research, we study these interactions by extensive transport, thermodynamic, structural, and spectroscopic measurements performed under extreme conditions such as high pressures, low/high temperatures and high magnetic fields. The characteristic responses of nuclear materials to extreme conditions help elucidate the underlying transport mechanisms and provide decisive data for theoretical models. This new information and advances in knowledge also have broad implications across actinide materials science in general. Our research utilizes onsite state-of-the-art experimental setups and a variety of offsite collaborations and cutting-edge user facilities such as the National High Magnetic Field Laboratory, Advanced Photon Source, and UserLab Institute for Transuranium Elements.

Studies about physical behaviors of matter, especially under extreme conditions, cover a highly interdisciplinary subject with broad applications to materials science, geophysics, and astrophysics that present a unique set of difficulties [1]. These studies are even more challenging for actinide materials due to their radioactivity and toxicity. Actinides are among the most complex of the long-lived elements and, in the solid state, they display some of the most unusual behaviors of any series on the periodic table. Prospects for advanced fuels for next-generation reactors demand a solid fundamental understanding of the physical properties of actinide materials. This includes transport, thermodynamics, and magnetism, especially under extreme conditions. A perfect example is uranium dioxide (UO₂). It is by far the most studied actinide material because it is a primary fuel used in light water nuclear reactors. UO₂ is a Mott-Hubbard insulator with an f-f gap due to the strong electronic correlation between uranium 5f-electrons. The thermal transport of UO₂ is controlled by its phonon properties. Recently, it has been suggested that the unusually low thermal conductivity and its unique temperature dependence (which has been a mystery for many years) could be related to complex phononic structure that strongly interacts with magnetism of uranium ions [2]. All of these intriguing phenomena observed in actinide materials are related to strong electronic correlations and interplay with complex magneto-phonon interactions, the understanding of which is necessary to describe and predict their physical properties.

One way of addressing such interactions and tuning to the interplay between them is to apply external parameters such as low temperature, pressure, or a magnetic field. For instance, changing distances between atoms affects the collective vibrational properties and the way phonons interact with other quasiparticles. In our laboratory, we perform extensive experimental studies of transport (i.e., electrical and thermal conductivity; Hall, Seebeck, and Nernst effect) and thermodynamic (i.e., heat capacity, and magnetic susceptibility) properties of various actinide materials (see Figure 1). Also, specially designed techniques are used together with a combination of different types of pressure cells. All studies are performed in a wide temperature range and in the presence of high magnetic fields. This unique experimental configuration allows for simultaneous altering of different microscopic degrees of freedom and probing of their couplings.

During the last decades, study of the physics of actinide-based intermetallics has been stimulated by a large variety of exotic physical phenomena displayed in this class of materials. These interesting behaviors are mainly coming from the hybridization of 5f-electrons with both onsite and neighboring ligand sites [3]. Depending upon the strength of the interaction, many unusual properties (such as long-range magnetic order, Kondo effect, heavy-fermion ground state, valence fluctuations, and/or uncon-
v convential superconductivity) have been observed [4–12]. These complex sets of behaviors are well emphasized in uranium compounds with the UTX composition, where T is a d-electron transition metal and X stands for a p-electron element. The UTX phases crystallize in several different crystal structures (such as the cubic MgAgAs-type, orthorhombic TiNiSi-type, and hexagonal ZrNiAl- and GaGeLi-types) [13, 14]. Depending on the degree of 5f-electron localizations, many of the UTX members show multiple magnetic transitions and features characteristic of heavy fermion systems. For example, such behavior is observed in UPdSb (ferromagnetic [FM] ordering at 77 K) [15], UPdSi (AFM transitions at 33 and 27 K) [16], UPdGa (two AFM transitions at 62 and 30 K) [17], UPdIn (AFM transition 20 K with FM signal below 7 K) [18], and UPdGe (AFM ordering at 50 K and FM transition at 28 K) [19]. Previous studies showed that uranium and plutonium silicides, UPdSn, and PuPdSn, also showed multiple magnetic transitions at low temperatures and characteristics of well localized 5f-electrons (which is rare among U and Pu intermetallics), with a small linear specific heat coefficient, \( \gamma \approx 5 \) and 8 mJ/molK², respectively [20–23]. While the effect of electronic correlations is relatively well studied in Ce, Yb, and U-based materials, there is still lack of knowledge on how these collective phenomena impact magnetic and transport properties in transuranium intermetallics. Motivated by these findings, we performed detailed studies on the compound NpPdSn. This work has been performed in scientific collaboration with the Actinide Research Group from the Institute for Transuranium Elements in Karlsruhe, Germany. Previous studies have shown that NpPdSn orders antiferromagnetically at 19 K and show relatively well localized 5f-electrons at high temperatures [24]. In this study we show, by performing extensive transport (i.e., electrical resistivity and Hall and Seebeck effect), thermodynamic (i.e., magnetic susceptibility and heat capacity), spectroscopic (i.e., Np-237 Mossbauer spectroscopy), and neutron diffraction measurements that the low-temperature magnetic and transport properties of NpPdSn are governed by a competition between Ruderman-Kittel-Kasuya-Yosida and Kondo interactions leading to partial delocalization of 5f-states, characteristic of dense Kondo systems (see Figure 2). An enhanced Sommerfeld coefficient, a reduction of the heat capacity jump, magnetic entropy at \( T_N \), and typical behavior of magnetoresistivity are all hallmarks of a dense Kondo lattice. The magnitude and temperature variation of the Seebeck and Hall coefficients in NpPdSn are also similar to that observed in Kondo materials. The Kondo temperature in

---

Figure 1. The Dynacool Physical Property Measurement System is able to measure samples at temperatures down to 1.6 Kelvin and in magnetic fields up 9 Tesla and can operate indefinitely without needing to be filled with cryogenic liquids due to its closed-cycle helium refrigerator. It can be configured to make multiple types of measurements using various interchangeable sample fixtures, including thermal and electrical transport (top right) and heat capacity (middle right). Ultra-high pressure measurements (up to 30 GPa) can also be achieved inside it using a specialized diamond anvil cell (bottom right).
NpPdSn has been estimated to be similar to its Neel temperature and is consistent with the mass enhancement of 5f quasiparticles as observed from heat capacity. The low temperature antiferromagnetic state of NpPdSn is verified by a neutron diffraction experiment. All results indicate that NpPdSn can be classified as a new dense Kondo system, a rare example among Np-based intermetallics [25].
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Figure 2. (a) The temperature dependence of the specific heat of NpPdSn. The inset shows the magnetic field dependence of the specific heat in the vicinity of the antiferromagnetic phase transition. The arrows mark the phase transitions. (b) Field dependence of the magnetoresistivity of NpPdSn taken at different temperatures, with the inset showing the magnetoresistivity of NpPdSn as a function of $\mu_0H/(T + T^*)$ characteristic of Kondo systems. (c) The temperature dependence of the Hall coefficient and derivative of RH, $dR_H/dT$ of NpPdSn measured in magnetic field $\mu_0H = 14$ T, with the inset showing RH vs. $\chi'(T)\rho_{mag}$ where $\chi'$ = $\chi(T)/C$ ($\chi$ - magnetic susceptibility, $\rho_{mag}$ - magnetic contribution to the resistivity, and C - Curie-Weiss coefficient). (d) Portion of diffraction patterns taken at antiferromagnetic (blue curve) and at paramagnetic states (red curve). Reflections that are present only in the 5 K pattern are marked by arrows. The strongest reflection is marked blue. The inset shows an x-ray picture of the NpPdSn powder sample enclosed in a double-walled container.
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Abstract

A thermoacoustic engine is operated within the core of a nuclear reactor to acoustically telemeter coolant temperature (frequency-encoded) and reactor power level (amplitude-encoded) outside the reactor; this provides the values of these important parameters without sensing wires. We present data from two hydrophones in the coolant (far from the core) and an accelerometer attached to a structure outside the reactor. These signals can be detected even in the presence of substantial background noise generated by the reactor’s fluid pumps.

Thermoacoustic Sound Generation

The generation of sound by heat has been documented as an “acoustical curiosity” since a Buddhist monk reported the loud tone generated by a ceremonial rice-cooker in his diary in 1568 [1]. In 1850, Karl Friedrich Julius Sondhauss documented and investigated an observation made by glass-blowers who noticed that when a hot glass bulb was attached to a cooler glass tubular stem, the stem tip sometimes emitted a pure tone [2]. The Sondhauss tube [3] is the earliest thermoacoustic engine that is a direct antecedent of our fission-powered sensor.

The first qualitative explanation of the Sondhauss effect was provided by Lord Rayleigh: “If heat be given to the air at the moment of greatest condensation or be taken from it at the moment of greatest rarefaction, the vibration is encouraged” [4]. In our fission powered sensor, The standing sound wave created by the temperature gradient transfers heat from the solid substrate to the gas at the phase of the acoustic cycle during which the condensation (i.e., density and pressure) is maximum and removes heat from the gas and deposits it on a solid substrate (at a different location) at the phase of the cycle when condensation is at a minimum [5].

It is worthwhile to point out that our thermoacoustic sensor is an extremely simple heat engine when compared to an automobile engine that requires pistons, valves, cams, rocker-arms, flywheel, and so forth to ensure the compressions and expansions are synchronized with the heat input and removal at the proper phase in the cycle. By contrast, this standing-wave thermoacoustic process is phased by thermal diffusion and requires no moving parts other than the motion of the gas. The irreversibility of the diffusion process reduces efficiency from what is achievable using a traveling-wave thermoacoustic-Stirling cycle [6]. However, in the energy-rich core of a nuclear reactor, efficiency is less important than simplicity and durability. Our thermoacoustic sensor [5,7,8] is even simpler than previous standing-wave thermoacoustic engines [1,2,6] because no physical cold heat exchanger is required. The reactor coolant acts as the heat sink.

In-Core “Fuel Rod” Thermoacoustic Sensor

The thermoacoustic sensor we describe, which converts the heat released by U-235 fission to a standing sound wave, was designed to have a size and shape that is identical to the fuel rods in the Breazeale Nuclear Reactor on Penn State’s University Park campus. Those fuel rods have a maximum external diameter of 3.7 cm and an overall length of 72 cm.

Figure 1. “Fuel rod” thermoacoustic sensor. The thermoacoustic resonator is shown inserted in a sleeve with external dimensions that are identical to a Training Research Isotope General Atomics (TRIGA) fuel rod.
Reactor Core In Situ Measurements

The thermoacoustic sensor was tested during eight irradiation runs in the Breazeale Nuclear Reactor. Irradiation time was limited by provisions from the reactor’s license that limits the accumulation of fission products in an experiment, particularly radioactive iodine isotopes, to less than a total activity of 1.5 Ci. As a consequence, the sensor’s irradiation time was restricted to 7 MW-minutes of reactor operation. Following each run, the experiment was idled, while the unstable iodine isotopes were allowed to decay.

Figure 2 is a time record made during the fifth irradiation. It shows the temperature of the thermocouple that was brazed to the hot-end of the thermoacoustic resonator and the output of two hydrophones that were located far from the core in the reactor’s coolant pool. Short time fast (i.e., essentially sliding-average) Fourier transforms of 10-second time records were produced every 2 seconds and the frequency of only the largest-amplitude spectral component is plotted in Figure 2 for both hydrophones. The thermoacoustic sensor achieved onset at about $t = 810$ seconds, which is the time the largest amplitude spectral components for both hydrophones coalesced to the same frequency. It is possible to detect a subtle indication of the onset of thermoacoustic oscillations by noting the slight increase in the slope of the thermocouple’s temperature.

Before onset of thermoacoustic oscillations ($t < 810$ seconds) and after their cessation ($t > 1,100$ seconds), the frequencies of the dominant spectral components from both hydrophones’ signals are random. During other irradiations at PSU, the reactor was operated at 700, 800 and 900 kW (70-90% power).

Figure 3 shows one of several accelerometers that were attached to structures external to the reactor’s coolant pool. The sonogram displays the frequency of the detected vibration as a function of time, with the amplitude of the signal coded as color from blue to yellow. The major frequency recorded from the accelerometer during the thermoacoustic oscillations matches that recorded by the hydrophones as shown in Figure 2.

We were able to demonstrate that the frequency of the thermoacoustically generated sound provides an accurate determination of the reactor’s coolant temperature (Figure 4). The speed of sound in an ideal gas or...
gas mixture, \(c\), is related to the acoustically averaged absolute (Kelvin) temperature, \(T\); the mean molecular mass of the gas mixture, \(M\); the mixture’s polytropic coefficient, \(\gamma = 5/3\); and the Universal Gas Constant, \(\mathcal{R} = (8.314472 \pm 0.000015) \text{ J} \cdot \text{mol}^{-1} \cdot \text{K}^{-1}\): \(c = (\gamma \mathcal{R} T / M)^{1/2}\). The fundamental resonance frequency of the thermoacoustic sensor occurs when the wavelength of the sound in the gas mixture, \(\lambda = c/f\), is twice the resonator’s length, \(L = \lambda/2: f^2 = (c^2/4L^2) = (\gamma \mathcal{R} T / 4 M L^2) \propto T\).

The performance of a thermoacoustic engine as a sensor can be analyzed by plotting the ratio of the square of the measured resonance frequency, \(f^2\), to the absolute (Kelvin) temperature, \(T\), of the reactor’s coolant. This ratio should remain invariant over the range of temperatures used in the measurements. Figure 4 shows that the sensor output produced values of the \(f^2/T\) invariant that vary by only \(\pm 0.12\%\), while the temperature changes by \(3.4\%\).

**Conclusions**

We have demonstrated the ability to acoustically telemeter temperature and power information beyond the core of a nuclear reactor without requiring external electrical power or wiring. This type of sensor might have been useful in a reactor accident like that which destroyed the Fukushima complex in March 2011. In a commercial reactor, the flux of gamma radiation could provide sufficient heating that tungsten or stainless steel could be used instead of nuclear fuel.
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Recently, the Tritium Plasma Experiment (TPE) has undergone major upgrades in its electrical and control systems. New direct current power supplies and a new control center enable remote plasma operations from outside the tritium contamination area, minimizing the possible exposure risk with tritium and beryllium. This upgrade not only improves worker occupational safety, but also enhances TPE plasma performance to better simulate extreme plasma-material conditions expected in a fusion nuclear environment. Various international collaborations (e.g., United States-Japan, United States-Korea, International Atomic Energy Agency, and International Energy Agency) continue to help enhance world recognition of TPE as the only existing linear plasma device that can advance tritium, nuclear fusion fuel, interaction with fusion materials in a fusion nuclear environment, and provide a one-of-a-kind experimental tritium behavior database in material development.

Introduction

Fusion power promises to provide electricity generation with outstanding safety and environmental performance. Safety plays a crucial role in fusion material selection because tritium behavior in materials determines two key safety evaluation source terms: (1) in-vessel inventory source term and (2) ex-vessel release term for licensing fusion facilities. For example, the decision by the International Tokamak Experimental Reactor (ITER) organization to exclude carbon is based on predictions of unacceptable levels of tritium retained in co-deposited carbon layers. Safe operation of ITER dictates that in-vessel tritium concentrations retained within plasma-facing components (PFCs) must remain at acceptable levels. Regulatory limits are set to 1,000 g-T in vessel and 0.0001 g T/m³ in the reactor cooling water in ITER [1]. A critical challenge for long-term operation of ITER and future fusion reactor will be development of plasma-facing materials that demonstrate erosion resistance to intense heat and neutral/ion/neutron particle fluxes under the extreme fusion nuclear environment, while minimizing in-vessel inventories and ex-vessel permeation of tritium (fuel for first-generation fusion reactor).

Tungsten, a primary candidate material for the future reactor’s divertor, is expected to receive a neutron dose of tens of displacements per atom of radiation damage in a fusion demonstration reactor and future fusion power reactors. Under a divertor-relevant, high-ion flux condition, tritium is migrated in bulk and trapped in a radiation-induced trap site (up to 1 at. % T/W) in neutron-irradiated tungsten [2,3]. The microstructural evolution from intense particle/heat fluxes, tritium decay helium-3, and irradiation effects (e.g., displacement damage, transmutation, and gamma radiation) can also alter near surface material evolution, erosion, dust production, and tritium behavior in burning plasma operation. Plasma material interaction (PMI) determines a boundary condition for diffusing tritium into bulk PFCs. Fully addressing the challenges described above will undoubtedly require a range of modeling and experiments executed at many non-nuclear and nuclear facilities. Direct work with tritium, neutron-irradiated materials, and a gamma radiation environment is indispensable for material development in a fusion nuclear environment. The advancement of tritium and nuclear PMI sciences is crucial for successful development of reliable PFCs and a tritium fuel cycle in burning plasma long pulse operation.

Tritium Plasma Experiment Upgrade

Idaho National Laboratory (INL) operates a linear plasma device, known as TPE. TPE is unique in that it combines four specialized elements: (a) the use of tritium, (b) a divertor-relevant high-flux plasma, (c) the ability to handle radioactive materials, and (d) beryllium [4,5]. TPE is located within the Safety and Tritium Applied Research (STAR) facility, which is a U.S. Department of Energy (DOE) Less than Hazard Category 3 nuclear facility [6] and is licensed to handle tritium inventory up to 16,000 Ci (5.9x10¹⁴ Bq) and moderately activated/neutron-irradiated materials. Despite its age, TPE still stands as the only existing high-flux linear plasma device that can handle both tritium and neutron-irradiated material to study tritium and nuclear PMI in a fusion nuclear environment [4,5]. Recently, TPE has undergone major upgrades in its electrical and control systems and, in November 2015, TPE successfully achieved first deuterium plasma via remote operation from outside the contamination area after a significant 3-year upgrade. Figure 1 shows a photo of the new TPE power supplies and control center outside the contamination area after the 3-year upgrade. Details about
of reaching $q_{\text{heat}}$ of $>1$ MWm$^{-2}$ with new power supplies.

**Improvements in Diagnostic Capabilities for Tritium-Exposed and Radioactive Samples**

Efforts to improve surface diagnostics capabilities for tritium-exposed and radioactive samples are being carried out at the STAR facility as summarized in Table 1. The thermal desorption spectroscopy system can distinguish small mass difference between helium (4.0026 amu) and D$_2$ (4.0282 amu) and measure total retention in deuterium and tritium retention in neutron-irradiated materials. A Doppler broadening positron annihilation spectroscopy system is recently developed with a single high-purity germanium detector (Ortec, GMX series) to investigate characterizations of radiation defects (e.g., vacancy, vacancy-cluster, and voids) and occupancy of hydrogen isotopes and helium in neutron-irradiated material. An optical microscope (i.e., Nikon Optiphot-100) with a two-dimensional charge-coupled device (CCD) camera (i.e., PAXcam) provides a two-dimensional optical microscope image of the surface morphologies (e.g., blister formation, cracks, and melting) in neutron-irradiated materials. A refurbished liquid scintillation counter (i.e., Beckman LS6500) was recently installed in the STAR facility to measure the tritium concentration in the tritiated liquid with a superb detection sensitivity of one parts per quadrillion of tritiated water. An imaging plate reader (i.e., Fujifilm FLA-7000) enables us to measure a two-dimensional image of a relative tritium concentration on the surface by a tritium imaging plate technique and also provides depth profiling.
of tritium by cutting a tritium-implanted sample with a diamond wire saw. A scanning Auger microscope (i.e., Perkin Elmer PHI 660) and x-ray photoelectron spectroscopy (i.e., Perkin Elmer PHI 5400) are being transferred from another INL facility and being reassembled at the STAR facility to add critical surface diagnostic capabilities for tritium-exposed and radioactive materials. The scanning Auger microscope will provide high-resolution, spatially resolved chemical images of elemental composition on the surface. The x-ray photoelectron spectroscopy will provide elemental composition and the chemical and electronic state of each element on the surface and also measure the depth profile of elemental composition in tritium-exposed and radioactive materials.

### International Collaborations

The unique capability of TPE and INL’s technical leadership are recognized on a number of international collaborative tasks for the International Atomic Energy Agency, the International Energy Agency, and the United States-Japan collaboration. In the International Atomic Energy Agency’s international “Coordinated Research Projects on Plasma-Wall Interaction with Irradiated Tungsten and Tungsten Alloys in Fusion Devices,” TPE is the only experimental apparatus to provide a valuable database on the effects of neutron irradiation in microstructure and transport of tritium in tungsten-based plasma-facing materials among a total of 19 leading experts from China, Korea, India, Japan, the European Union, and the United States. TPE’s tritium retention databases were utilized in the safety assessment from Task 1 (In-Vessel Tritium Source Term) of the International Energy Agency’s Implementing Agreement on the Environmental, Safety, and Economic Aspects of Fusion Power. In addition, the United States-Japan PHENIX project helps enhance world recognition of TPE as an only existing linear plasma device that can advance tritium, nuclear fusion fuel, interaction with fusion materials in a fusion nuclear environment, and provide a one-of-a-kind experimental tritium behavior database in material development.

### Conclusions

Enhanced plasma performance in TPE and improved surface diagnostics capabilities for tritium-exposed and radioactive samples at the STAR facility will help provide a one-of-a-kind experimental tritium behavior database for material development in a fusion nuclear environment. International collaborations (e.g., United States-Japan, United States-Korea, International Atomic Energy Agency, and International Energy Agency) continue to help enhance world recognition of the unique capability of TPE and INL’s technical leadership in plasma material interaction and material development in fusion.
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### Table 1. Surface diagnostic capabilities for tritium exposed and radioactive samples at STAR.

<table>
<thead>
<tr>
<th>Diagnostic at the STAR Facility</th>
<th>Handling Tritium Exposed Sample</th>
<th>Handling Radioactive Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal desorption spectroscopy with 1 to 100 amu and 1 to 6 amu quadrupole mass spectrometers (MKS eVision+ and IP Microvision)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Positron annihilation spectroscopy with a single high-purity germanium detector (Ortec GMX series)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Optical microscope (Nikon Optiphot-100) with two dimensional CCD camera (PAXcam)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Liquid scintillation counter (Beckman LS6500)</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Imaging plate reader (Fujifilm FLA-7000)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Scanning Auger microscope (Perkin Elmer PHI 660)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>X-ray photoelectron spectroscopy (Perkin Elmer PHI 5400)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Glow discharge optical emission spectroscopy (Horiba GO-PROFILER 2)</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
1. *ITER Preliminary Safety Report* (RPrS), 2011, 3ZR2NC.
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