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EXECUTIVE SUMMARY 
As the physics that governs the microstructural evolution of nuclear fuel span various time and spatial 

scales, to fully understand the fuel behavior inevitably involves atomic to mesoscale resolution that can be 
difficult to determine experimentally. Microstructural-level modeling and simulations can be used to 
develop physics-based materials models that can provide physical understanding to inform fabrication 
process control, as well as a valuable feedback mechanism between post-irradiation examination (PIE) 
results and fabrication parameters. In accordance with the program schedule, the primary goals of the 
microstructure modeling effort are to: 

1. Address critical microstructural questions and provide practical guidance to the fabricator via the fuel 
product specification 

2. Provide mechanistic inputs for the existing fuel-performance code to improve its descriptive and 
predictive capability at the macroscopic scale. 

In fiscal year (FY)-21, the work scope consisted of six main facets: (1) the effect of carbides on fuel 
performance; (2) gas diffusivity in different phases; (3) integration of microstructural fuel-performance 
modeling; (4) property degradation; (5) irradiation creep; and (6) historical analysis of microstructure 
data. Brief summaries of each are included below. 

DART Modeling Integrating Lower Length Scale Computational Data 
The Dispersion Analysis Research Tool (DART) fuel-performance code has been updated to simulate 

U-10Mo monolithic fuel swelling behavior during irradiation. The parameters used in the rate-theory-
based mechanistic model were either calibrated using measured fission-gas-bubble (FGB) characteristics 
or provided by lower length scale simulations. Additionally, phase-field-predicted U-10Mo grain-
subdivision kinetics for various grain sizes were implemented to simulate fuel swelling behavior at high 
burnup. The effects of initial grain size on fuel swelling were investigated. The results show that the 
calculated swelling of initial grain sizes from 4.36 𝜇m to 17 𝜇m is in good agreement with the U-10Mo 
swelling correlation developed with experimental data, and larger grains have lower swelling rates. 
Higher fuel temperature or fission rate leads to greater swelling. Further examination by isolating the 
variation of fuel temperature from that of radiation-enhanced processes (gas diffusion and resolution) 
revealed that the increased fuel swelling induced by elevated fission rate is due to temperature effects but 
not the augmentations of gas-atom diffusivity and bubble resolution rate. 

Model of Thermal Conductivity Degradation for U-Mo 
The experimental determination of the thermal conductivity of irradiated fuels is difficult due to the 

time and cost involved. As such, there is limited experimental data on how the thermal conductivity varies 
as a function of burnup. Variation in thermal conductivity can lead to changes in temperature-dependent 
fuel properties and behaviors, including fission-gas swelling and creep. It is thus critically important to 
understand the degradation of thermal conductivity as a function of fission density to be able to predict 
fuel evolution in engineering-scale fuel-performance simulations. This work models the thermal 
conductivity degradation due to irradiation-induced microstructural changes in U-10Mo fuel. This model 
considers the effect of point defects (vacancy and fission products), grain boundaries, intergranular gas 
bubbles, and intragranular gas bubbles on the thermal conductivity in U-10Mo. This model separates each 
microstructural feature’s effect on thermal conductivity by a parameter called the thermal conductivity 
degradation factor. The available experimental and simulated results were sources of the microstructural 
details required to model the thermal conductivity degradation. The details of the intergranular and 
intragranular porosity as a function of fission density were obtained from the DART simulations for 
microstructural changes in irradiated U-10Mo fuels. The thermal conductivity degradation model 
indicates that the effect of grain boundary on the thermal transport is negligible, and the point defect at a 
saturation concentration of ~10-4 has a minimal impact (~1%) on the degradation of the thermal 
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conductivity at all fission densities. However, the intragranular bubble formation became significant only 
after 10% burnup (0.8x1021 fiss/cm3), and the maximum thermal conductivity degradation factor due to 
intragranular gas bubbles at high burnup is ~10%. At the same time, our model predicts that intergranular 
gas bubbles are the dominant factor responsible for the significant reduction in thermal conductivity in 
irradiated U-10Mo at higher burnup. At a burnup of 70% (5.5x1021 fiss/cm3), the intergranular gas 
bubbles alone reduce the thermal conductivity by a factor of 30%.  

Degradation of Mechanical Properties in UMo 
The evolution of microstructure in U-10Mo nuclear fuel critically influences the mechanical 

properties and, thereby, the fuel performance. The fuel microstructure undergoes significant changes 
during burnup, which involves the formation and evolution of intra- and intergranular voids and gas 
bubbles, in conjunction with grain growth and grain recrystallization. A multi-phase-field model 
combined with the asymptotic expansion homogenization technique is implemented using the mesoscale 
fuel-performance code MARMOT to calculate the degradation in the overall elastic properties of 
representative microstructures during fuel burnup. Molecular dynamics (MD) calculations were 
performed to inform the elastic constants of U-10Mo, and the Ronchi Xe equation of state was employed 
to inform the properties of the gas bubble. The calculations show a strong degradation in the elastic 
constants with pore volume and grain boundary coverage. The degradation is stronger for void 
microstructures due to the absence of gas pressure resisting compression, whereas the degradation in 
shear constants is identical for both void and bubble microstructures due to the inability of gas pressure to 
resist shear. For intergranular pores, the degradation occurs more rapidly with pore volume for larger 
grains. On the other hand, for saturated grain boundaries, the degradation is stronger for finer grains. A 
model is developed to assess the stress fields generated in the matrix of the fuel by highly pressurized 
nanometer-sized intragranular voids and bubbles. While underpressurized bubbles result in tensile stress 
fields due to the strong effect of surface tension, equilibrium Xe gas concentration in the bubbles provide 
the necessary equilibrium pressure to negate stresses in the matrix. A model for the degradation of 
mechanical properties based upon the microstructure and the underlying interaction with FGBs will be 
delivered to the engineering fuel-performance modeling team in FY-22. 

Fracture Toughness in Monolithic U-10Mo Fuel 
An interaction zone forms between U-10Mo and Zr, referred to as the UMo-Zr interaction zone, and 

grows during irradiation. At high burnups, fracture develops in the fuel plate, primarily in a region with 
high density of gas bubbles along the interface between the different sublayers in the interaction zone. 
This indicates potential degradation in fracture stress, either in the U-10Mo fuel or in the interaction zone, 
or both. The degradation in fracture properties induced by gas bubbles in U-10Mo fuel (21.8% in atomic 
percent) and in the UMo-Zr interaction zone have been studied. The change in fracture properties in bulk 
U-10Mo fuel is calculated using MD simulations. The change in fracture properties in the UMo-Zr 
interaction zone is simulated using the phase-field fracture method, with the model implemented in Idaho 
National Laboratory’s (INL’s) Multiphysics Object-Oriented Simulation Environment (MOOSE).  

U-10Mo was found to be very ductile under uniaxial tension by MD simulations adopting the 
bicrystal model. No fracture propagation along GBs was observed with up to 50% engineering strain. 
Considering that the extremely high-loading rate in MD simulations usually facilitates fracture, the ductile 
nature of U-10Mo indicated by the MD simulations seems to be convincing. Three plastic deformation 
modes were identified depending on the loading orientation with the selection of deformation mode 
consistent with the Schmid law. The absence of fracture propagation in U-10Mo has some interesting 
implications on the fracture observed in the UMo-Zr interaction zone at high burnups. The appearance of 
fracture may be caused by three possible reasons: (1) extremely high gas-bubble coverage or gas bubble 
density, (2) creep damage at stress levels lower than the yield stress, and (3) phase separation in the UMo-
Zr interaction zone. It should be noted the above three mechanisms are not mutually exclusive; they may 
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in fact operate together, and the failure of the UMo fuel matrix may be caused by their compounding 
effect. These three effects will be the subject of future research.  

A phase field fracture model was designed and demonstrated for single-layer domain (e.g., bulk 
UMo) and for multiple-layer domain (e.g., UMo-Zr interaction zone) in MOOSE. The model is for brittle 
fracture without plastic deformation. The model is capable of modeling fracture initiation and propagation 
in domains with a distribution of gas bubbles in both 2D and 3D. In the future, the model will be further 
extended to include creep fracture, which is expected to be an important mechanism for failure of UMo 
fuel matrix. The model will be applied to study fracture in the interaction region with varying bubble size, 
density, and connectivity. A correlation between the fracture stress of the interaction zone and bubble 
morphology will be developed based on simulation results. The effects of phase separation, thickness of 
each layer, and fluctuation in layer thickness on fracture initiation and propagation will be studied as well.  

The Effect of Carbides on Mechanical Properties and Swelling of U-Mo Fuel 
Nonmetallic inclusions, such as carbides, are often found in the U-Mo alloy fuels, whether due to 

residual feedstock impurities or the formation during the manufacturing process. Carbide inclusions may 
affect the U-Mo fuel manufacturing process, the microstructure evolution, and fuel performance under 
irradiation. We investigated the effect of carbide inclusions on the mechanical properties of U-Mo fuel 
using different simulation approaches. Semi-empirical models and finite-element method modeling show 
that carbides have a minor impact on the mechanical properties of U-Mo fuel when the carbide inclusions 
have a typical volume fraction (0.5~1%) and average aspect ratio (1.5~2.5) as observed in experiments. 
Density functional theory calculations show that decreased Mo concentration of U-Mo alloy or increased 
hypo-stoichiometry in carbides can slightly decrease the mechanical strength of the UMo/ uranium 
carbide (UC) interface. Meanwhile, experiments show that the 235U enrichment in carbides could be 
different from that in the U-Mo fuel matrix due to the incomplete mixing of depleted and highly enriched 
uranium feedstocks. Different enrichments in carbides and the fuel matrix present fission rate and 
temperature gradients in the fuel and potentially deleterious microstructural behavior during operation. By 
extending our previous work of fission rate effect on fuel swelling, we developed phase-field models to 
simulate the effect of variable 235U enrichment in carbides on the gas bubble swelling in U-Mo fuel. Our 
simulation suggests that the 235U enrichment and the volume fraction of UC inclusions have a minor 
impact on the gas bubble swelling if the targeted 235U enrichment in the final U-Mo fuel can be achieved. 
Phase-field simulations also show that increased fission rate can result in accelerated gas bubble swelling 
enhanced by the increased 235U enrichment in the U-Mo fuel. 
Radiation-Enhanced Diffusion in UMo 

Accurate prediction of fission-gas swelling requires accurate descriptions of the diffusion coefficients 
of relevant species in the fuel. Radiation-enhanced diffusion coefficients of U, Mo, and Xe in 𝛾U-10Mo 
were calculated using rate-theory models and MD simulations. In addition, intrinsic diffusion of Xe was 
calculated using MD simulations. Utilizing the intrinsic diffusion, radiation-enhanced diffusion, and 
radiation-driven diffusion, the total diffusion of U, Mo, and Xe under irradiation was also determined in 
the temperature range between 300 and 1400 K. It was found that radiation-enhanced diffusion of U and 
Mo were dominant in the intermediate temperature range (450 to 650 K) at the evaluated fission rates, 
whereas the radiation-enhanced diffusion of Xe did not significantly contribute to the total diffusion of Xe 
under irradiation at any temperature range. The total diffusion coefficients of U, Mo, and Xe calculated in 
this work will be utilized as important parameters in mesoscale and engineering-scale nuclear-fuel 
models.   
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Historical Characterization Data Analysis 
The improvement and creation of predictive fuel microstructure modeling and simulation require 

accurate experimental data for computational inputs and validation. Predictions of the fuel behavior rely 
on the accuracy of the physics computations performed and the physical data used as inputs or for 
validation of said computations. Therefore, data collection of the microstructure characteristics of 
uranium molybdenum (U-Mo) alloy fuels was undertaken to understand the available data for 
computational scientists and provide a starting point for creating a library or collection of this data for use 
by computational researchers.  

A major finding is the disconnect between data collection methods and data types, indicating a more 
standardized approach is required. Additionally, microstructural data from historical experiments was 
collected into one location. The following list highlights some significant improvements to the 
microstructure data needed to meet the computational data requirements:  

1. Standardized or explicit determination of the fission density for each sample is required 

2. Data on the internal pressure of FGB were not available and fall under the following tiers of data 
collection where ongoing work that provides this or brand-new tests must be performed to get the 
data 

3. Need more volume fraction characterization and quantified for decomposed regions and precipitates 
from experiments. 

4. As-fabricated data from all areas of the MM goals are necessary to characterize the general 
microstructure of the fuel prior to irradiation and connect that to the post-irradiation structure 

5. Chemical homogenization data in the material and the inhomogeneity location are needed to 
understand the relation of other microstructure development to the chemical composition present.  

Ongoing and planned fuel qualification projects have been identified that present opportunities for 
collaboration between computational scientists and experimentalists. The included project plans can meet 
some of the target microstructural modeling information. Collaboration between the two groups for data 
collection is an ongoing effort and will continue to fill in U-Mo data collection methods and use gaps.  

Integrated Fission Gas Swelling Correlation for UMo Research Reactor Fuel 
A mechanistic, microstructure-based approach has the potential to provide a more predictive fuel-

performance capability than empirical fitting to limited experimental datasets. This is particularly the case 
when data is restricted to certain operating parameters, but the materials of interest may operate outside of 
that experimental phase space. By incorporating lower length scale information (e.g., experimental 
microstructures, atomistic diffusivities, and bubble evolution), a more general model can be developed 
that appropriately incorporates underlying physical phenomena into macroscale predictions. In this work, 
an updated fission-gas swelling model was generated that incorporates grain size, temperature, fission rate 
density, and fission density for UMo monolithic fuel. For the assumed nominal case, the swelling 
correlation presented here reasonably reproduces the experimentally based swelling correlations. This 
work has defined functional relationships relating the individual state variables of interest to the fission-
gas swelling, allowing for exploration of operational phase spaces that are not able to be described by the 
existing experimental correlations. This work has highlighted the need to understand the initial 
microstructure of UMo monolithic fuel, as modifications in initial grain size can yield substantially 
different results in the fission-gas swelling behavior. This model has been delivered to the engineering 
fuel-performance modeling team and is currently undergoing evaluation.  
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Irradiation-Enhanced Creep  
A mesoscale model of irradiation-enhanced creep in polycrystalline UMo with a Zr layer has been 

developed. The model integrates a spatial-dependent cluster-dynamics model of radiation defect 
evolution, a phase-field model of non-equilibrium gas bubble evolution, and elastic-plastic deformation 
under a crystal-plasticity framework. The radiation defects including U and Mo interstitials, U and Mo 
vacancies, vacancy and interstitial clusters, and Xe fission-gas atoms are considered. The lattice mismatch 
among host atoms (U and Mo) and defects (interstitial, vacancy, and Xe atom) is described by a stress-
free strain tensor. It enables one to consider stress-driven diffusion of solutes and vacancies. It is assumed 
the irradiation and stress-enhanced diffusion is one of dominant creep mechanisms in UMo. In the phase-
field model of non-equilibrium gas bubble evolution, the Xe concentration inside gas bubbles is 
determined by the absorption of vacancies and Xe atoms. Therefore, the model can describe the transition 
between over-pressurized gas bubbles and voids which is determined by the local flux of vacancies and 
Xe atoms to gas bubbles. The thermodynamic and kinetic properties of radiation defects are described in a 
function of order parameters which presents different phases including UMo, gas bubble, and Zr cladding. 
Therefore, the model captures the evolving thermodynamic and kinetic properties with gas-bubble 
evolution. Plastic strain rate-based crystal plasticity is employed to describe the elastic-plastic 
deformation. It enables the analysis of the effect of anisotropic mechanical properties, such as grain 
orientation and individual slip system, on elastic-plastic deformation and creep. In summary, this is a 
physics-based model with a multiphysics coupling of radiation damage, gas bubble swelling, stress-driven 
diffusion creep, and elastic-plastic deformation. The model has been used to study the effect of gas bubble 
structures on elastic-plastic deformation, the effect of radiation conditions and thermodynamic, and 
kinetic properties of radiation defects on defect accumulation and gas bubble evolution. 

Atomistic modeling to support mesoscale creep models 
Irradiation creep models rely on the fundamental behavior of point defects in a stress field. How that 

applied stress field affects diffusion or equilibrium concentrations of defects will in turn affect the time- 
and stress-dependent evolution of the material system. How point defect properties vary as a function of 
applied pressure is largely unknown for U-Mo systems. It has been shown in Fe that application of 
pressure can significantly affect both the formation energy of defects and their generation under 
irradiation. In this work, we study how the application of hydrostatic tension and compression affects the 
formation energy and diffusion coefficient of interstitials and vacancies in U-Mo as a function of 
pressure, temperature, and composition. On average, the maximum applied pressure of 10 kbar produces a 
6% increase in the interstitial formation energy and a 3% decrease in the vacancy formation energy. 
Under reasonable applied bulk pressures below the yield point (<100 MPa), negligible deviations in the 
defect formations are observed. Also, applied pressures should yield negligible variation on point defect 
diffusion at relevant temperatures and pressures. There are impacts of the applied pressure on defect 
formation and diffusion, and clear trends can be observed, but these effects are sufficiently small; even at 
large pressures, they likely can be neglected for practical purposes. However, in circumstances where the 
pressures may be quite large (e.g., in the area surrounding a highly pressurized nanometer-sized bubble) 
statistically significant changes in the local defect formation energy and diffusion coefficient could be 
observed, potentially altering FGB evolution and creep behaviors. 

Summary 
This work has been conducted as a coordinated effort involving a team of modeling experts across 

INL, Argonne National Laboratory, Pacific Northwest National Laboratory, University of Idaho, 
University of Purdue, University of Wisconsin-Madison, and North Carolina State University. The 
multiscale modeling and simulation effort is generating knowledge and data that enhance the fundamental 
understanding of fuel behavior and can ultimately reduce risks and fuel cost. 



 

viii 

 

Page intentionally left blank 



 

ix 

CONTENTS 

EXECUTIVE SUMMARY .......................................................................................................................... iii 

ACRONYMS ............................................................................................................................................. xix 

1. INTRODUCTION ............................................................................................................................... 1 

2. RESULTS ............................................................................................................................................ 1 

2.1 DART Modeling Integrating Lower Length Scale Computational Data ................................. 1 

2.1.1 Introduction ................................................................................................................. 1 
2.1.2 DART Code Structure and Primary Models ............................................................... 2 
2.1.3 Calibration of Fission-Gas-Behavior Parameters ........................................................ 8 
2.1.4 U-Mo Swelling Behavior up to High-Fission Density for Various Grain 

Sizes .......................................................................................................................... 17 
2.1.5 Fission-Rate and Fuel-Temperature Effects .............................................................. 18 
2.1.6 Conclusions ............................................................................................................... 19 

2.2 Thermal Conductivity Degradation Model for U-10Mo ........................................................ 19 

2.2.1 Introduction ............................................................................................................... 19 
2.2.2 Methodology ............................................................................................................. 20 
2.2.3 Results ....................................................................................................................... 22 
2.2.4 Conclusion ................................................................................................................. 26 

2.3 Degradation of Mechanical Properties in Monolithic U-Mo Fuel ......................................... 26 

2.3.1 Atomistic Calculations .............................................................................................. 27 
2.3.2 Mesoscale Calculations of Effective Elastic Constants and Stress Fields ................ 31 

2.4 Fracture Toughness in Monolithic U-10Mo Fuel .................................................................. 42 

2.4.1 MD Simulations of Mechanical Deformation in U-10Mo Bicrystal ......................... 42 
2.4.2 Phase Field Fracture .................................................................................................. 47 

2.5 The Effect of Carbides on Mechanical Properties and Swelling of U-Mo Fuel .................... 53 

2.5.1 Analysis of Carbides in UMo Fuel from Image Processing ...................................... 53 
2.5.2 Effect of Carbides on the Mechanical Properties of U-Mo Alloy Fuel .................... 57 
2.5.3 Effect of 235U Enrichment in Carbides on Gas Bubble Swelling of U-Mo 

Fuel ............................................................................................................................ 67 
2.5.4 Conclusions ............................................................................................................... 77 

2.6 Radiation-Enhanced Diffusion in UMo ................................................................................. 78 

2.6.1 Computational Details ............................................................................................... 78 
2.6.2 Results ....................................................................................................................... 80 
2.6.3 Summary ................................................................................................................... 87 

2.7 Historical Characterization Data Analysis ............................................................................. 87 

2.7.1 Microstructure Data Library ...................................................................................... 90 
2.7.2 M3 Data Collection .................................................................................................... 91 
2.7.3 Conclusions of the Data Collection ......................................................................... 107 

2.8 An Integrated Fission-Gas Swelling Correlation for UMo Research Reactor Fuel ............. 108 



 

x 

2.8.1 Fitting Procedure ..................................................................................................... 108 
2.8.2 Results ..................................................................................................................... 110 
2.8.3 Discussion ............................................................................................................... 112 
2.8.4 Conclusions ............................................................................................................. 113 

2.9 Irradiation-Enhanced Creep ................................................................................................. 113 

2.9.1 An Integrated Model of Radiation Defect Evolution and Gas Bubble 
Swelling in Polycrystalline UMo ............................................................................ 114 

2.9.2 Material Properties of UMo .................................................................................... 123 
2.9.3 Model Parameters .................................................................................................... 123 
2.9.4 Results ..................................................................................................................... 126 
2.9.5 Conclusions and Remarks ....................................................................................... 135 

2.10 Atomistic Modeling to Support Mesoscale Creep Models .................................................. 136 

2.10.1 Computational Details ............................................................................................. 136 
2.10.2 Results ..................................................................................................................... 137 
2.10.3 Conclusions ............................................................................................................. 142 

3. REVIEW AND FUTURE STUDY ................................................................................................. 142 

3.1 Fiscal Year 2021 Review ..................................................................................................... 142 

3.2 Publications .......................................................................................................................... 143 

3.3 Conference Presentations ..................................................................................................... 144 

3.4 Fiscal Year 2022 Plan .......................................................................................................... 144 

4. CONCLUSIONS ............................................................................................................................. 146 

5. REFERENCES ................................................................................................................................ 146 

 
  



 

xi 

FIGURES 

Figure 1. Flow chart of the DART computational code. ............................................................................... 3 

Figure 2. Schematic of (a) the meshing grid of a monolithic fuel plate, (b) side view of the plate 
and (c) meshing inside an (x, z) node, and (d) division inside each k node to track the 
progression of recrystallization. .................................................................................................... 7 

Figure 3. Recrystallization kinetics calculated with the PF method for grain sizes 4.36 µm, 8.5 
µm, and 17 µm, compared with the measurement data collected from U-10Mo 
dispersion fuel particles with an average grain size of ~ 4.5 µm. ................................................. 8 

Figure 4. Comparisons of measured and calibrated intergranular-bubble-size distributions in 
plates (a) V6018G, (b) V6019G, and (c) V8005B. ..................................................................... 11 

Figure 5. Comparison of measured and calibrated (a) bubble diameter, (b) visible porosity, and 
(c) U-Mo swelling. ...................................................................................................................... 12 

Figure 6. Sensitivity study results of the parameters related to the gas-atom diffusion process ................ 14 

Figure 7. Sensitivity study results of the parameters related to the bubble nucleation process .................. 15 

Figure 8. Sensitivity study results of the parameters related to radiation-induced resolution 
process ......................................................................................................................................... 16 

Figure 9. U-10Mo swelling as a function of fission density for three grain sizes, compared with 
the U-10Mo monolithic fuel-swelling correlation from [36]. ..................................................... 17 

Figure 10. U-10Mo swelling as a function of fission density calculated with grain size = 8.5 μm 
for a variation of constant fission rates: 8.92×1014 f/(cm3·s), 5.94×1014 f/(cm3·s), and 
2.97×1014 f/(cm3·s). ..................................................................................................................... 18 

Figure 11. U-10Mo swelling as a function of fission density calculated with grain size = 8.5 μm 
and constant FR = 5.94×1014 f/(cm3·s) to examine the effects of (a) the combination of 
D_0 and b_0 and (b) fuel temperature. ....................................................................................... 19 

Figure 12. Thermal conductivity degradation factor due to intragranular gas bubble as a function 
of the FD compared with the work by Zhou et al. [42]. ............................................................. 23 

Figure 13. (a) Plot of degradation factor for intergranular bubbles as a function of the FD (b) 
Comparison of the thermal conductivity degradation factor due to intergranular and 
intergranular gas bubbles. ........................................................................................................... 24 

Figure 14. The point defect degradation factor considering the saturation concentration of 0.01% 
(10-4). ........................................................................................................................................... 25 

Figure 15. (a) Comparison of the degradation factor due to intragranular bubbles, intergranular 
bubbles, and the point defects (case3) considering the saturation concentration of 
0.01% 1 × 10 − 4); (b) Comparison of the thermal conductivity degradation as a fun 
function of FD at 150oC, considering the saturation concentration of point defects of 
0.01% (1 × 10 − 4). ................................................................................................................... 26 

Figure 16. The c/a ratio at various temperatures and Mo concentrations (cMo, molar fraction) 
calculated using a) (left) the original UMo ADP and b) (right) the newly constructed U-
Mo-Xe ADP potentials. .............................................................................................................. 28 

Figure 17. Distribution of (left) interstitial and (right) vacancy formation energies in U-10Mo 
(21.8% atomic percent) at 300 K. ............................................................................................... 28 



 

xii 

Figure 18. Bulk UMo containing 10% porosity with 142 (left) and 69 (right) bubbles. ............................ 29 

Figure 19. Elastic moduli C_11, C_12 and C_44 of bcc U as functions of temperature and 
porosity. ...................................................................................................................................... 29 

Figure 20. Elastic moduli C_11, C_12 and C_44 of bcc U as functions of temperature and 
GVratio. ...................................................................................................................................... 30 

Figure 21. Fitted results for elastic moduli of U-10 Mo using Eqn. 2.3.1 versus MD results. ................... 30 

Figure 22. (Top panel) Schematic representations of the microstructure at different scales - 
multiscale (𝒙, 𝒚), representative volume element at microscale 𝒚 and homogenized 
macroscale 𝒙. (Bottom panel) Typical displacement fields illustrated at the 
corresponding scales [62]. .......................................................................................................... 31 

Figure 23. Xe gas bubble properties extracted from the Ronchi EOS at 500 K [30]. ................................. 35 

Figure 24. PF polycrystal microstructures for assessing effective elastic constants for (a) 
intergranular pores and (b) intragranular bubbles. (c) Heterogeneous elastic constants 
𝐶44 for microstructure with intergranular voids. ....................................................................... 37 

Figure 25. Effective elastic constants for polycrystalline microstructure with 150 nm intergranular 
voids, calculated as a function of void volume percent for different grain sizes. ....................... 38 

Figure 26. Stress distribution of the component 𝜎𝑥𝑥 for a intragranular pore of 1 nm radius in a 
2D system.................................................................................................................................... 40 

Figure 27. Radial, tangential, and hydrostatic stress fields across the pore-matrix interface for 
intragranular pore of 1 nm radius in the isotropic U-10Mo matrix. ........................................... 41 

Figure 28. Schematic of bicrystal model under uniaxial tension. ............................................................... 43 

Figure 29. Stress-strain curves for simulations with <110> symmetrical tilt (ST) Σ3, Σ9, and Σ11 
GBs, showing ductile behavior via plastic deformation without fracture. ................................. 43 

Figure 30. Snapshots of the atomic configurations showing dislocation emission from GBs in the 
simulation cell with <110> ST Σ3 GBs with a GV ratio of 0.25. ............................................... 44 

Figure 31. Snapshots of the atomic configurations in the simulation cell with <110> ST Σ9 GBs 
with a GV ratio of 0.25. .............................................................................................................. 44 

Figure 32. Snapshots of the atomic configurations in the simulation cell with <110> ST Σ11 GBs 
with a GV ratio of 0.25. .............................................................................................................. 45 

Figure 33. Comparison of maximum Schmid factors for <111>/{110} slip system for dislocation 
and <111>/{112} slip system for twinning in the simulation cells with <110> ST Σ3, 
Σ9, and Σ11 GBs. ........................................................................................................................ 46 

Figure 34. Electron image and composition profile of sublayers across U-Mo/Zr interface and the 
planned simulation domain. ........................................................................................................ 48 

Figure 35. Bubble morphology from experiments and the proposed simulation cell design. ..................... 49 

Figure 36. PF fracture simulation with a single bubble initiated as a pre-cracked surface. ........................ 50 

Figure 37. PF fracture simulation of multiple bubbles align in the middle of the domain. ........................ 50 

Figure 38. PF fracture simulation with multiple gas bubbles in the 3D domain. ........................................ 51 

Figure 39. Different configuration of material property application, fracture profile at the end of 
the simulation. ............................................................................................................................. 52 



 

xiii 

Figure 40. Stress-strain relationship for different configuration of material property application. ............ 52 

Figure 41. (a), (b), and (c) are BSE-SEM images of as-cast, homogenized, and hot-rolled U-10Mo 
alloy samples ............................................................................................................................... 55 

Figure 42. Particle size distribution of uranium carbides in (a) as-cast, (b) homogenized, and (c) 
hot-rolled U-10Mo alloy samples. .............................................................................................. 55 

Figure 43. The aspect ratio of uranium carbides in (a) as-cast, (b) homogenized, and (c) hot-rolled 
U-10Mo alloy samples. ............................................................................................................... 56 

Figure 44. Examples of synthetic microstructures with random particle distribution ................................ 56 

Figure 45. Effective Young’s modulus of U-10Mo alloy fuel a function of carbide volume 
fraction predicted by different models. ....................................................................................... 58 

Figure 46. Effective shear modulus of U-10Mo alloy fuel a function of carbide volume fraction 
predicted by different models. .................................................................................................... 58 

Figure 47. Effective Young’s modulus of U-10Mo alloy fuel as a function of the aspect ratio of 
carbide inclusions with different volume fractions of UC. ......................................................... 60 

Figure 48. Effective shear modulus U-10Mo alloy fuel as a function of the aspect ratio of carbide 
inclusions with different volume fractions of UC. ...................................................................... 61 

Figure 49. Atomic structures of UMo|UC|UMo interface models with a different number of UC 
layers of UC. ............................................................................................................................... 62 

Figure 50. Tensile stress-strain curves of UMo/UC interface models with a different number of 
UC layers. ................................................................................................................................... 63 

Figure 51. Atomic structures of UMo/UC interface models with different concentrations of Mo in 
U1-xMox alloy .............................................................................................................................. 64 

Figure 52. Young’s modulus and ultimate tensile strength of UMo/UC interface models as a 
function of Mo concentration in U1-xMox alloy. ......................................................................... 65 

Figure 53. Atomic structures of the UMo/UC interface models with different non-stoichiometries 
of C in UC1-x: (a) x =0; (b) x=0.0333; (c) x=0.1; (d) x = 0.2. ..................................................... 66 

Figure 54. Young’s modulus and ultimate tensile strength of UMo/UC interface models as a 
function of non-stoichiometry x of C in UC1-x. .......................................................................... 67 

Figure 55. 235U enrichment in U-Mo matrix as a function of carbon concentration for five 
different levels of enrichment in UC by assuming an effective 235U enrichment of 19.75 
wt.% in the final U-Mo fuel. ....................................................................................................... 71 

Figure 56. 235U enrichment in U-Mo matrix as a function of the 235U enrichment in UC for three 
different volume fractions of UC by assuming an effective 235U enrichment of 19.75 
wt.% in the final U-Mo fuel. ....................................................................................................... 71 

Figure 57. Effect of 235U enrichment in UC (volume fraction of UC = 2%) on the gas bubble 
swelling of U-Mo fuel irradiated at a FR of 5.0×1020 f/m3·s. ..................................................... 73 

Figure 58. Effect of 235U enrichment in UC (volume fraction of UC = 2%) on the gas bubble 
swelling of U-Mo fuel irradiated at a FR of 5.0×1020 f/m3·s. ..................................................... 73 

Figure 59. Effect of the volume fraction of UC (235U enrichment of 25% in UC) on the gas bubble 
swelling of U-Mo fuel irradiated at a FR of 5.0×1020 f/m3·s. ..................................................... 74 



 

xiv 

Figure 60. Effect of the volume fraction of UC (235U enrichment of 25% in UC) on the gas bubble 
swelling of U-Mo fuel irradiated at a FR of 5.0×1020 f/m3·s. ..................................................... 75 

Figure 61. Gas bubble swelling kinetics of U-Mo fuel without UC inclusion under different 
fission rates, compared with experimental data compiled by Kim [34]. .................................... 76 

Figure 62. Gas bubble swelling kinetics of U-Mo fuel with UC inclusion under different fission 
rates. ............................................................................................................................................ 76 

Figure 63. Gas bubble swelling of U-Mo fuel as a function of FR at the FD of 6.5×1027 f/m3 for 
three different cases of UC inclusion. ......................................................................................... 77 

Figure 64. Evolution of defect concentration as a function of time at 1000 K. .......................................... 80 

Figure 65. (a) Formation energies of Xe-vacancy clusters as a function of temperature. (b) 
Binding energies of Xe-vacancy clusters at 1000 K. .................................................................. 82 

Figure 66. Rate theory calculations of defect concentration evolution as a function of time at the 
FR of 5x1020 fiss/m3/s at 1000 K. ............................................................................................... 82 

Figure 67. The steady-state defect concentration of (a) vacancies and interstitial (b) Xe-
monovacancy as a function of temperature in gU-10Mo for three different FRs: 5x1019, 
5x1020, and 5x1021 fiss/m3-s. ....................................................................................................... 83 

Figure 68. Diffusion coefficient of (a) U, Mo, and Xe (b) Diffusion coefficient of Xe as a function 
of cluster size from 1000 to 1400 K. ........................................................................................... 84 

Figure 69. Radiation-enhanced diffusion of (a) U/Mo (b) Xe at three different fission rates. ................... 85 

Figure 70. Intrinsic diffusion, radiation-driven diffusion, and radiation-enhanced diffusion of (a) 
U (b) Mo (c) Xe in gU-10Mo at three different fission rates. ..................................................... 86 

Figure 71. The total diffusion of (a) U, Mo and (b) Xe at three different fission rates in gU-10Mo. 
Xe1 .............................................................................................................................................. 87 

Figure 72. Data overview of all collected microstructure data, each piece corresponds to the 
experiment the data is from, and the black and gray areas indicate the fuel type, 
monolithic or dispersion. ............................................................................................................ 91 

Figure 73. Box-and-whisker plot of the FD for available M3 experimental data. ....................................... 92 

Figure 74. Box-and-whisker plot of the FR for the M3 experiments. ......................................................... 93 

Figure 75. Pore data types, including the experiments the data is from. .................................................... 94 

Figure 76. Porosity data collected from M3 experiments showing the most data is from AFIP6-
MKII and RERTR-7 experiments. .............................................................................................. 95 

Figure 77. Boxplot of the M3 experimental porosity values in which the variation in the values is 
noticeable and due to FD differences and fuel types. ................................................................. 95 

Figure 78. Eccentricity data from the experiments where five of the experimental campaign 
present the shape of pores in this manner. .................................................................................. 96 

Figure 79. Boxplot of the pore eccentricity where the most elongated pores are in RERTR-7 and 
RERTR-8 .................................................................................................................................... 96 

Figure 80. FGB diameter versus the bubble density per cross section of fuel for RERTR-1,-3-, 
and -5 dispersion fuels. ............................................................................................................... 97 

Figure 81. Pore size area experiments where the majority is from RERTR-7. ........................................... 97 



 

xv 

Figure 82. Pore size area boxplot of the M3 experiments. .......................................................................... 98 

Figure 83. Pore size diameter experiments. ................................................................................................ 98 

Figure 84. Boxplot of the data spread of the pore size diameter in M3 experiments .................................. 98 

Figure 85. Grain size data breakdown shows that most grain size data come from the MP-1 as-
fabricated characterization efforts. .............................................................................................. 99 

Figure 86. Boxplots of the grain number of the MP-1 characterization efforts ........................................ 100 

Figure 87. Grain size changes during irradiation of three available experiments. .................................... 101 

Figure 88. Compares the grain refinement and FD of various experiments showing the 
relationship between higher FD and the onset and completion of grain refinement. ............... 103 

Figure 89. Carbide volume fraction of MP-1 samples showing the highest amount of carbides are 
in the cold-rolled fabricated foils. ............................................................................................. 104 

Figure 90. Boxplot comparing the molybdenum weight percent in the MP-1 fuel samples for three 
differing fabrication methods. ................................................................................................... 106 

Figure 91. Power and temperature profiles for the planned RUSL transient tests to measure the 
elastic modulus of MP-1 samples. ............................................................................................ 107 

Figure 92. Fuel swelling as a function of FD. Reproduced from [133]. ................................................... 109 

Figure 93. Fission-gas swelling as a function of FD at three unique grain sizes. ..................................... 111 

Figure 94. Fission-gas swelling as a function of FD at three unique FR densities. .................................. 111 

Figure 95. The fission-gas swelling as a function of FD at three unique temperatures. ........................... 112 

Figure 96. The fission-gas swelling as a function of FD, comparing the previous gaseous swelling 
correlation to four grain sizes from the present work. .............................................................. 113 

Figure 97. The flow chart of the integrated model of microstructure evolution in the UMo/Zr 
layer. .......................................................................................................................................... 114 

Figure 98. Simulation cell with polycrystalline UMo and Zr layer. ......................................................... 115 

Figure 99. Simulation cell of polycrystalline UMo with distributed gas bubbles to validate crystal-
plasticity model. ........................................................................................................................ 126 

Figure 100. Pressure (𝑃) and shear stress (𝜎13) distributions on the plane S for gas bubbles with 
internal pressures of (a) 0.07 GPa and (b) 2.1 GPa. ................................................................. 128 

The units of pressure and stress are GPa. .................................................................................................. 128 

Figure 101. Effect of gas bubble volume fraction and internal pressure on stress-strain curves. ............. 129 

Results shown are for gas bubbles with a pressure of (a) 𝑃𝑔𝑏 = 0.07𝐺𝑃𝑎, (b) 𝑃𝑔𝑏 = 1.2𝐺𝑃𝑎. 
Both tensile and compressive stresses are applied. ................................................................... 129 

Figure 102. Distributions of plastic strain 𝜀13𝑝 on the plane S in polycrystalline structures with 
gas bubble volume fraction 9.7% at different applied strains (𝜀33 =
0.02, 0.054, and	0.10). ............................................................................................................. 130 

(a) gas bubbles with initial pressure 𝑃𝑔𝑏 = 0.07𝐺𝑃 and (b) gas bubbles with initial pressure 
𝑃𝑔𝑏 = 1.2𝐺𝑃𝑎. ......................................................................................................................... 130 

Figure 103. Distribution of shear stress 𝜎13 at 𝜀33 = 0.1. ...................................................................... 131 



 

xvi 

(a) gas bubble with initial internal pressure 𝑃𝑔𝑏 = 0.07𝐺𝑃𝑎, and (b) gas bubble with initial 
internal pressure 𝑃𝑔𝑏 = 1.2𝐺𝑃𝑎. ............................................................................................. 131 

Figure 104. (a) the center plane of the simulation cell, (b) evolution of vacancy and interstitial 
concentrations, and (c) defect concentrations at t=32s for different 𝐷𝑟𝑎𝑡𝑖𝑜 =
1, 2, 𝑎𝑛𝑑	20. .............................................................................................................................. 132 

Figure 105. Evolution of vacancy and interstitial concentrations under a FR 𝑓0 =
3.05 × 1021𝑓𝑖𝑠𝑠𝑖𝑜𝑛/𝑚3/𝑠 and 𝐷𝑟𝑎𝑡𝑖𝑜 = 20. ....................................................................... 133 

Figure 106. (a) Polycrystalline structures with different volume fraction of gas bubbles, (b) 
pressure distribution at applied stain 𝜀33 = −0.01. ................................................................. 134 

Figure 107. Vacancy concentration distribution on the middle plane of the simulation cell after 
30s radiation. ............................................................................................................................. 135 

(a) in the case without applied strain, and (b) in the case with applied strain 𝜀33 = −0.01. ................... 135 

Figure 108. The interstitial and vacancy formation energy as a function of pressure for U-10Mo at 
1200 K. ...................................................................................................................................... 138 

Figure 109. The interstitial formation energy as a function of composition for five applied 
pressures at 1,200 K. ................................................................................................................. 139 

Figure 110. The vacancy formation energy as a function of composition for five applied pressures 
at 1,200 K. ................................................................................................................................. 139 

Figure 111. Temperature and compositional dependence of interstitial and vacancy formation 
energies in U-Mo. ..................................................................................................................... 140 

Figure 112. Diffusion coefficient of interstitials and vacancies as a function of temperature and 
composition. .............................................................................................................................. 141 

Figure 113. Diffusion coefficient of vacancies and interstitials as a function of pressure for U-10 
Mo. ............................................................................................................................................ 141 

Figure 114. Arrhenius plots of the interstitial diffusion coefficient as a function of inverse 
temperature for U-10Mo. Pressure in the legend is in units of kbar. ........................................ 142 

Figure 115. Microstructural modeling working group roadmap. .............................................................. 145 
 

TABLES 

Table 1. Characteristics of three miniature U-10Mo/Al dispersion fuel plates irradiated in the 
RERTR-5 test, used for fission-gas-parameter calibration [37]. .................................................. 9 

Table 2. Optimized value set of calibrated key fission-gas-behavior parameters. ........................................ 9 

Table 3. Formation energies (eV) of vacancy, interstitial, and Xe substitutional in U-10Mo at 
room temperature. ....................................................................................................................... 29 

Table 4. Fitted coefficients for U-10Mo using Eqn. 2.3.1. ......................................................................... 30 

Table 5. Material properties and model parameters used for the PF model and effective elastic 
constant calculation. .................................................................................................................... 33 

Table 6. Effective constants for polycrystal with equilibrium gas bubbles parameterized using the 
bulk modulus from Ronchi’s EOS and compared against voids. ............................................... 38 



 

xvii 

Table 7. Material properties used for the preliminary PF fracture analysis. ............................................... 49 

Table 8. Summary of area fraction, number density, average size, and aspect ratio of carbide 
inclusion in as-cast, homogenized and hot-rolled U-Mo alloy samples. .................................... 56 

Table 9. Mechanical properties of UC and U-10Mo alloy. ......................................................................... 57 

Table 10. Calculated Young’s modulus, ultimate tensile strength, and work of adhesion of 
UMo/UC interface models with a different number of UC layers. ............................................. 62 

Table 11. Calculated Young’s modulus, ultimate tensile strength, and work of adhesion of 
UMo/UC interface models with different Mo concentrations in the U1-xMox alloy. .................. 64 

Table 12. Calculated Young’s modulus, ultimate tensile strength, and work of adhesion of 
UMo/UC interface models with different non-stoichiometries of C in UC1-x. ........................... 66 

Table 13. Material properties of U-Mo fuel used in the current PF simulations. ....................................... 69 

Table 14. Recombination rate constants (Kiv) at different temperatures. .................................................... 81 

Table 15. Microstructure modeling data collection targets and details. ...................................................... 88 

Table 16. Grain size and aspect ratio of as-fabricated fuel samples. ........................................................ 100 

Table 17. Grain size diameter of dispersion fuels using two measurement methods, four 
measurement average and the lineal intercept* methods. ......................................................... 101 

Table 18. Irradiated monolithic fuels grain size data. ............................................................................... 102 

Table 19. Decomposed volume fraction of as-fabricated samples. ........................................................... 103 

Table 20. Carbides volume fraction in RERTR-12 and AFIP6-MkII experiments for fabricated 
and irradiated fuels. ................................................................................................................... 104 

Table 21. Molybdenum homogeneity from RERTR-12 and AFIP6-MkII fabricated samples. ............... 105 

Table 22. Fitting coefficients for the fission-gas swelling as a function of grain size and FD. ................ 110 

Table 23. Model parameters of the crystal plasticity and the PF models of gas bubble evolution 
for U-Mo crystals [173]. ........................................................................................................... 123 

Table 24. The most probable isotopes of FPs from  due to thermal neutrons, the independent 
fission product yield (iFPY), total kinetic energy (Etot), electronic loss (Eelectron), and 
Edamage = Etot – Eelectron used in SRIM simulations to estimate the number of Frenkel 
pairs in with displacement threshold energy Ed=35.6eV at 800K. .................................... 124 

Table 25. Model parameters in the cluster dynamics model [184]. .......................................................... 125 
 

  

235
92U

Ug



 

xviii 

 

Page intentionally left blank 



 

xix 

ACRONYMS 
ADP  Angular dependent potential 

AEH  Asymptotic expansion homogenization 

AFIP  ATR full-size plate in center flux trap position 

ANL  Argonne National Laboratory 

APT  Atom probe tomography 

ASTM  American Society for Testing and Materials 

ATR  Advanced Test Reactor 

B&A  Before and after 

BSE  Backscattered electrons 

DART  Dispersion Analysis Research Tool 

DFT  Density functional theory 

DU  Depleted uranium 

EAM  Embedded-atom-method 

EBSD  Electron backscatter diffraction 

EOS  Equation of state 

FD  Fission density 

FEM  Finite-element method 

FF  Fuel fabrication 

FFT  Fast Fourier Transform 

FFTW  Fast Fourier Transform in the West 

FGB  Fission-gas-bubble 

FP  Fission product 

FQ  Fuel qualification 

FR  Fission rate 

FY  Fiscal year 

GB  Grain boundaries 

GRASS  Gas-release and swelling subroutine 

GVratio  Gas to vacancy ratios 

HEU  Highly enriched uranium 

HS  Hashin and Shtrikman 

INL  Idaho National Laboratory 

KKS  Kim-Kim-Suzuki 

LAMMPS  Large-scale Atomic/Molecular Massively Parallel Simulator 



 

xx 

LEU  Low-enriched U 

LLS  Lower length scale 

MD  Molecular dynamics 

MDMC  Molecular-dynamics Monte Carlo 

ML  Monolayer 

MM  Microstructure Modeling 

MOOSE  Multiphysics Object-Oriented Simulation Environment 

NCSU  North Caroline State University 

NRT  Norgett, Robinson, and Torrens 

OkMC  Object kinetic Monte Carlo 

OM  Optical Microscopy 

PF  Phase-field 

PIE  Post-irradiation examination 

PKA  Primary Knock-on Atom 

PNNL  Pacific Northwest National Laboratory 

RERTR  Reduced enrichment of research and test reactors 

RUSL  Resonant ultrasonic spectroscopy laser 

RVE  Representative volume element 

SEM  Scanning electron micrographs 

SRIM  Stopping and range of ions in matter 

TEM  Transmission electron microscope 

TREAT  Transient Reactor Test 

UC  Uranium carbide 

USHPRR  United States High-Performance Research Reactor 

  



 

xxi 

 

Page intentionally left blank 
 



 

1 

1. INTRODUCTION 
The in-pile performance of nuclear fuel depends on the as-fabricated microstructure, as well as the 

evolution of the microstructure throughout irradiation. As the physics that governs the microstructural 
evolution spans various time and spatial scales, fully understanding the fuel behavior inevitably involves 
atomic to mesoscale resolution that can be difficult to determine experimentally. Microstructure level 
modeling is suitable for these kinds of studies and can be utilized to increase the physical understanding 
of materials behavior and inform experimental efforts and observations. Ideally, microstructural-level 
modeling and simulations can be used in conjunction with experimental results to develop science-based 
material models that can provide both physical understanding to inform fabrication process control, as 
well as provide a valuable feedback mechanism between post-irradiation examination (PIE) results and 
fabrication parameters. The primary goals of the microstructure modeling effort are to (1) address critical 
microstructural questions and provide practical guidance to the fabricator via the fuel product 
specification and (2) provide mechanistic inputs for the existing fuel-performance code to improve its 
descriptive and predictive capability at the macroscopic scale. 

In fiscal year (FY)-17, a Microstructural-Level Modeling Working Group coordination meeting was 
held at Pacific Northwest National Laboratory (PNNL), with members from Idaho National Laboratory 
(INL), Argonne National Laboratory (ANL), and PNNL in attendance, representing both the fuel 
qualification (FQ) and fuel fabrication (FF) pillars. As part of this coordination meeting, a long-term 
roadmap describing the microstructural modeling effort for U-Mo monolithic fuel irradiation behavior 
was established. This roadmap defined the work scope for FY-18 through FY-25 and showed the 
connections between this working group and the FF, the FQ, and the reactor conversion pillars and, more 
specifically, with the experimental working group. The use of multiscale modeling and simulations, as 
defined in this plan, is expected to generate knowledge and data that reduces the risks of unexpected fuel 
failures, reduces the need for additional irradiation testing to address microstructural variations resulting 
from fabrication process optimization, and will ultimately reduce fuel costs by potentially relaxing 
fabrication specifications. By synergistically coupling modeling and experiments, the investment in 
microstructural modeling of fuel behavior leverages the planned FF and FQ campaigns, enhancing the 
fundamental understanding of fuel behavior and improving interpretation of PIE data in support of FQ. 

In this report, a summary of the work performed by the microstructural modeling working group is 
presented. This report will cover the following various aspects of the FY-21 work scope: (1) the effect of 
carbides on fuel performance; (2) gas diffusivity in different phases; (3) integration of microstructural 
fuel-performance modeling; (4) property degradation; (5) irradiation creep; and (6) historical analysis of 
microstructure data. Summaries of each are included in this document.  

2. RESULTS 
2.1 DART Modeling Integrating Lower Length Scale Computational 

Data 
2.1.1 Introduction 

One of the requirements for U-10Mo monolithic fuel to be qualified is a stable and predictable 
swelling behavior during irradiation [1,2]. Hence, an integrated modeling approach was developed as an 
effective tool to evaluate the effects of various operational and microstructural parameters on the swelling 
behavior of U-10Mo. This modeling approach utilizes the DART computational code [3–5] as the nexus 
to connect an engineering-scale fuel-performance model for fuel-swelling simulation with lower-scale 
and meso-scale computational methods. The work performed this FY focuses on simulating the effect of 
initial grain size and fission rate (FR) on U-10Mo swelling using the DART code. The descriptions of 
other methods utilized within this integrated approach for simulating U-10Mo monolithic fuels can be 
found in the literature [6–10]. 
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A computational route for U-10Mo monolithic fuel has been added to DART since 2018 to separate 
its calculations from those of dispersion fuel systems. In this monolithic branch, fission-gas-induced 
swelling is simulated using the gas-release and swelling subroutine (GRASS) module [11], which is a 
rate-theory-based mechanistic fission-gas behavior simulation module. GRASS tracks bubble nucleation, 
resolution, and growth processes both within the grain and on grain boundaries (GBs) by solving a series 
of nonlinear differential equations. Besides the GRASS module, the DART monolithic branch 
incorporates a set of models for describing assorted physical, thermal, and mechanical processes 
occurring during irradiation, such as heat transfer from the fuel plate center to the coolant, fuel thermal 
conductivity degradation, Al-cladding corrosion, etc. The modularized and parallelized framework allows 
the code to simulate irradiation behaviors of a large-sized fuel plate without compromising detailed 
descriptions of microstructural evolution. 

Many of the fission-gas behavior parameters used in the GRASS module cannot be measured 
experimentally with currently available techniques. In this study, some of the parameters were calculated 
through atomic-scale simulation methods—the surface energy of U-10Mo calculated using the density 
functional theory (DFT) method [7], and the gas-atom diffusivity calculated using the molecular 
dynamics (MD) method [8]. The rest of the parameters were calibrated using the bubble-size distributions 
measured from irradiated U-10Mo fuels. As the irradiation data used for calibrations were obtained from 
fuels irradiated at relatively low-fission densities (< 3×1021 f/cm3) and the target burnup of U-10Mo 
monolithic fuel may be higher than 7×1021 f/cm3 in some reactors [2], it is of great interest to examine 
whether the parameters that were calibrated using low-burnup measurement data can be applied to a high-
burnup regime. Therefore, testing the applicability of the fission-gas behavior parameters at high burnup 
is carried out in this study. 

This study investigated the effect of initial grain size on U-Mo swelling. Initial grain size impacts fuel 
swelling from three aspects: (1) the number of intergranular gas bubble nucleation sites, (2) the travel 
distance for gas atoms from the grain interior to boundaries, and (3) the kinetics of grain subdivision [12] 
[13]—subdivided fuel volume fractions as a function of fission density. The first two aspects have been 
modeled with GRASS, while the third aspect needs additional inputs. Because as-fabricated U-10Mo fuel 
foils exhibit very heterogeneous grain morphology [14][15] with the grain-size range spanning from a few 
microns to over a hundred microns, grain-size-specific recrystallization kinetics are required to simulate 
fission gas behavior during the grain subdivision process. Nevertheless, it is almost impossible to obtain 
grain-size-specific recrystallization kinetics from experiments, as it is extremely difficult to produce 
samples that are composed of a single grain size. As an alternative solution, grain-size-specific 
recrystallization kinetics were predicted using the phase-field (PF) method [5] and implemented into 
DART. 

The effects of operational parameters on fuel swelling are either too difficult or too expensive to be 
studied with experimental techniques because many of these parameters are intricately interconnected. 
For instance, fuel temperature is strongly dependent on FR. On the other hand, a well-designed and 
validated computational code is suitable for separately studying and testing individual mechanisms 
proposed to explain the complex irradiation behavior in fuels. Separate effects of FR and fuel temperature 
are explored in this study, using the DART code equipped with the recalibrated fission-gas-behavior 
parameters and PF-informed recrystallization kinetics. 

2.1.2 DART Code Structure and Primary Models 
This section describes the general code structure and primary models of the DART monolithic 

branch, as well as the meshing scheme and the recrystallization model in the GRASS module. 

2.1.2.1 DART Code Structure 
As shown in Figure 1, separate branches were implemented in the DART code to simulate the 

irradiation behavior of three types of fuels (U-Mo monolithic, U-Mo/Al dispersion, and U3Si2-Al 
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dispersion fuels). The dispersion and monolithic branches share the same peripheral models to simulate 
the heat transfer process from the centerline of the fueled zone to the coolant. The two branches diverge 
from each other starting from the point at which the fueled zone calculations are performed. Detailed 
models for the fuel swelling calculation in the monolithic branch are described in Sections 2.1.2.2–
2.1.2.4. 

 
Figure 1. Flow chart of the DART computational code. 

2.1.2.2 Fission-Gas-Behavior Models in the GRASS Module 
GRASS includes models for intra- and intergranular fission-gas-bubble (FGB) behavior as well as a 

mechanistic description of the role of grain-edge interlinked porosity on releasing fission gases to triple 
points (grain corners) [11]. The primary physics models are described in [11] and summarized below: 

1. Gas bubble nucleation 

For intragranular gas, the rate of bubble nucleation is  

𝑁!"#$%&' = 16𝜋 ∙ 𝑓( ∙ 𝐷)* ∙ 𝑟)* ∙ 𝐶)*+  (1) 

where 𝑁!"#$%&' is the intragranular bubble nucleation rate in cm-3s-1; 𝑓( is the nucleation factor, 
describing the probability that two gas atoms come together to form a dimer; 𝐷)* is the diffusivity of a Xe 
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atom in U-Mo in cm2/s; 𝑟)* = 2.16×10-8 cm is the Xe atomic radius; 𝐶)* is the Xe atom concentration in 
U-Mo in cm-3. This nucleation model assumes a dimer as the nucleus of gas bubbles, which is a 
reasonable practical treatment for handling the mathematical complexity in the simulation [16]. Values of 
𝑓( ranging from 10-7 to 10-2 were proposed for UO2 in the literature [16]. This parameter is treated as an 
adjustable variable to be determined by fitting to measurement data in this study. 𝐷)* is the total gas-atom 
diffusivity, composed of intrinsic (thermal), and radiation-driven components [8]: 

𝐷,* = (1.28 × 10"-) × exp T− ..01
23
U + 5.07 × 10"4. × 𝑓̇ (2) 

where 𝑘 = 8.617 × 10"- is the Boltzmann constant in eV/K, 𝑇 is the fuel temperature in K, and 𝑓̇ is the 
FR in cm-3s-1. Description of radiation-enhanced diffusion is still under development and will be included 
once it becomes available. Gas atoms have faster transport on GBs than in the lattice [17]. Hence, gas-
atom diffusivity on GBs is approximated with 𝐷,* multiplied with an enhancement factor 𝑧. The 𝑧 value 
for UO2 is in the range of 102 – 107, according to the estimation in [17]. 

For intergranular gas, the bubble nucleation rate is assumed to be proportional to that of intragranular 
gas: 

𝑁!"#$%*& = 𝑁!"#$%&' ∙ 𝑓("56 (3) 

where 𝑁!"#$%*& is the intergranular-bubble nucleation rate in cm-3s-1; 𝑓("56 is the proportional factor. 
Bubble nucleation on GBs is much more rapid at the beginning of irradiation, but it reaches saturation 
much earlier than that in the lattice [18]. Therefore, 𝑓("56 can be much smaller than 1. 

2. Radiation-induced bubble resolution 

The radiation-induced bubble resolution model adopted in DART is 

𝑏 = 𝑏7 ∙ 𝑓̇ ∙ 𝑅 (4) 

where 𝑏7 is the bubble destruction probability, 𝑓̇ is the FR, and 𝑅 is a piecewise function, representing 
different resolution modes for small and large gas bubbles. Eqn. 4 assumes gas-atom resolution from a 
bubble is isotropic, and single gas atoms are ejected [18]. This formula is applied to both intra- and 
intergranular gas bubbles in DART calculations. 

The 𝑏7 parameter can be estimated with the interaction volume of a thermal spike with bubbles 
[16,19]: 

𝑏7 = 𝑍7+ ∙ 𝜇88 (5) 

where 𝑍7	is the radius of a thermal spike and 𝜇88 is the recoil length of fission fragments. Eqn. 5 was 
proposed to model the dynamic bubble resolution process in UO2 [16][20], presuming that a bubble is 
either partially or totally “chipped away” when it is traversed by a fission fragment, and the efficiency of 
this sputtering mechanism is related to the interaction distance between the fission fragment path and the 
bubble [21,22]. For UO2, 𝑍7	is on the order of 1–7 nm [16], and 𝜇88 on the order of 6 µm [23]. Since the 
electrical resistance of U-Mo is much smaller than UO2 [24], the radius of a thermal spike in U-Mo is 
expected to be smaller than that in UO2 [19]. Therefore, although the dimension of a thermal spike was 
estimated to be ~13 nm in U-Mo in [24], the value of 1–7 nm is applied in this study as an estimation of 
𝑍7. The recoil length of 𝜇88 is ~ 5 µm, as determined by the stopping range of 80 MeV Xe in U-10Mo 
calculated using the stopping and range of ions in matter (SRIM) software [25]. Consequently, 𝑏7 is on 
the order of 10-18 cm3. 

The piecewise function 𝑅 is a simplified version of the model proposed in [18]: 

𝑅 = {
1

1 − (&!"&"#$%&
&!

)4 𝑟9 ≤ 𝜆
𝑟9 > 𝜆 (6) 
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where 𝑟9 in nm is the bubble radius, 𝜆 in nm is the gas-atom knock-out distance, and 𝑟&*:;< in nm is the 
thickness of the annulus within which all gas atoms are knocked out. The order of magnitude of 𝜆 (~10 
nm) is borrowed from the value for UO2 [20,26]. As suggested in Eqn. 6, when a gas bubble is struck by a 
fission fragment, all gas atoms are ejected if the bubble size is smaller than 𝜆, and only the gas atoms in 
the outer shell of the bubble are ejected for a large bubble. Gover’s MD study [20] on Xe-bubble 
resolution in UO2 also suggests that (1) gas atoms are more likely to be knocked out in smaller bubbles, 
and (2) the probability for knocked-out atoms to be trapped back to bubbles increases with bubble size. 
Therefore, 𝑟&*:;< can be much smaller than 𝜆, because of the trapping effect of large bubbles. Both 𝜆 and 
𝑟&*:;< are handled as adjustable variables, and their values are determined by fitting to experimental data 
in this study using the order of magnitude described above. Eqn. 6 also indicates that the relative 
resolution effect of intergranular bubbles is much smaller than that of intragranular bubbles, given the 
larger size of intergranular bubbles. This inference is reasonable because GBs have strong trapping 
effects. A steep gas-atom concentration gradient is expected to exist next to GBs. Ejected gas atoms 
within the concentration gradient can be sucked back to the GBs immediately [27].  

3. Gas bubble growth 

The GRASS module consists of a set of coupled nonlinear differential equations for calculating the 
concentrations of gas atoms and bubbles in different sizes at various locations (bulk, grain face, grain 
edge, and grain corner). These equations take the form of [11,28] 
=>'
=%
= −𝑎#𝐶#𝐶# − 𝑏#𝐶# + 𝑐#    (i = 1, …, N) (7) 

where 𝐶# is the number of bubbles in the i-th size class per unit volume. 𝑎# = 𝑎#(𝐶#) represents the rate at 
which bubbles grow out of the i-th size class because of coalescence with bubbles in the same class; 𝑏# =
𝑏#(𝐶., … , 𝐶#"., 𝐶#?., … , 𝐶() represents the rate at which bubbles are lost from the i-th size class because 
of coalescence with bubbles in other size classes and resolution, and 𝑐# = 𝑐#(𝐶., … , 𝐶#"., 𝐶#?., … , 𝐶() 
represents the rate at which bubbles are being added to the i-th size class because of fission-gas 
generation and gas atom release due to resolution (for i = 1), bubble nucleation (for i = 2), bubble growth 
resulting from bubble coalescence and diffusion of gas atoms into bubbles (for i > 2), and bubble 
shrinkage due to irradiation-induced resolution (for i > 2). Size distributions of intra- and inter-granular 
bubbles are obtained by solving the equations in Eqn. 7 for each type of bubble. 

Bubble growth is generally achieved through the mechanism of bubble coalescence. The process of 
gas-atom diffusion into bubbles can also be understood as the coalescence between bubbles and gas 
atoms. The probability of an i bubble coalescing with a j bubble is [11]: 

𝑃#@ = 4𝜋c𝑟# + 𝑟@dc𝐷# + 𝐷@d + 𝜋(𝑟# + 𝑟@)+|𝑣@ − 𝑣#| (8) 

where 𝑃#@ is the coalescence probability in cm3/s; 𝑟# and 𝑟@ in cm are the average radius of the bubbles in i-
th and j-th size classes, respectively; 𝐷# and 𝐷@ in cm2/s are the average diffusivity for the bubbles in i-th 
and j-th size classes, respectively; and 𝑣# and 𝑣@ in cm/s are the velocity of the i bubble and j bubble 
moving in a temperature gradient, respectively. The first and second terms on the right-hand side of Eqn. 
8 are the probability of bubble interaction due to random motion [29] and the biased migration (induced 
by a temperature gradient), respectively [11]. 

The size of the bubbles in i-th size class is calculated in GRASS at each time step using the current 
fuel temperature and stresses (including both hydrostatic stress and U-Mo surface energy) according to 
the hard-sphere equation of state (EOS) developed by Ronchi [30], which was strictly fitted to 
experimental data for argon, xenon, and krypton at high pressure.   

4. Gas-atom migration path from the grain interior to boundaries 

The model in GRASS assumes gas-atom generation occurs within grains as fission products. Gas 
atoms and bubbles migrate to GBs through diffusion induced by a concentration gradient and a 
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temperature gradient. The gas-atom migration process from the grain interior to boundaries consists of a 
series of intragranular trapping and irradiation-induced resolution. The flux of gas-atom diffusion arriving 
at GBs is solved using Speight’s model in [31]. The derivation details are presented in [11], and the result 
is listed here: 

𝑅A
B = 3c𝐶A − 𝐶Bd ∙ {g

C(#9
')(9?B)(%"%*)

h
7.-
− C(#9

')(9?B)
} (9) 

where 𝑅A
B is the rate of fission-gas-atom diffusion to the GBs; 𝐶A is the gas-atom concentration in grain at 

the beginning of this time step 𝑡7; 𝐶B is the gas-atom concentration at the grain boundary location; 𝑎 is 
grain radius;	𝐷)* is gas-atom diffusivity in Eqn. 2; 𝑔 is the probability of a gas atom in solution being 
captured by a bubble per second; and 𝑏 is the resolution probability, defined in Eqn. 4. 

When the grain-face coverage by intergranular bubbles reaches saturation, gas atoms diffuse from 
grain faces to grain edges. The saturation criterion (FaceCovMax) is set based on an ideal situation, in 
which the grain faces are occupied by equal-sized, close-packed, round, and touching bubbles, which 
gives the maximum areal coverage per unit area of grain boundary to be 0.907 [11]. In reality, 
intergranular bubbles are in lenticular shape and have a size distribution. Hence, the value of 
FaceCovMax can be less than 0.907. 

The GRASS calculation for the gas-atom diffusion from grain faces to grain edges is based on the 
model developed in [32]. The rate of gas-atom diffusion to the edges is a function of both gas-atom 
diffusivities in the lattice and on GBs and grain morphology. In this study, the grains of the same size are 
approximated with identical tetrakaidecahedrons. Based on this geometry, the effective distance which 
gas atoms must travel before encountering an edge can be estimated. 

Gas atoms on edges stay trapped at the edges until a gas release tunnel forms to allow gas atoms to be 
dumped into triple points (grain corners). Porosity tunnels along the grain edges were observed in UO2 
fuels. The probability of pore interlinkage is estimated using percolation theory [33] and is a function of 
grain size and edge bubble size distribution [11]. The criterion of pore tunnel formation is established 
using fuel swelling due to edge bubbles. The threshold value of fuel swelling due to edge bubbles 
(LinkSwell) is ~ 0.07 for UO2 [11] and is treated as an adjustable variable in this study.                  

2.1.2.3 Meshing Scheme and Parallelization 
A three-level meshing scheme is implemented in DART. Level-1 meshing ([x, z] node), shown in 

Figure 2a and b, is defined for thermal and power calculations and is usually adapted from the settings in 
neutronics calculations. This level of calculations is executed outside of the GRASS module. Level-2 (k 
node) and level-3 (p zone) meshing are set up inside each (x, z) node to facilitate GRASS calculations. 
Each (x, z) node is divided into k regions (Figure 2 [c]), representing different grain types defined with 
grain size and aspect ratio. The volume of each k node is defined as  

 𝑉(,,G,2) = ∆𝑥 ∙ ∆𝑧 ∙ 𝑓2 ∙ 𝑦 (10) 

where ∆𝑥 and ∆𝑧  are the dimensions of the (x, z) node in the x- and z-directions, respectively; 𝑓2 is the 
volume fraction of the kth type of grain, and y is the thickness of the fuel foil. 

Each k node is further divided into multiple segments (denoted as p zones) with equal 
volume (V(x,y,k,p)) to track the progression of grain subdivision, as shown in Figure 2 (d). The equations 
described in Section 2.1.2.2 are solved for each p zone. In this study, the number of p zones is set to 50. 
The amount of p zones is selected to enable the code to satisfactorily replicate the PF-calculated 
recrystallization kinetics described in Section 2.1.2.3 without consuming excessive computational 
resources.   



 

7 

 
Figure 2. Schematic of (a) the meshing grid of a monolithic fuel plate, (b) side view of the plate and (c) 
meshing inside an (x, z) node, and (d) division inside each k node to track the progression of 
recrystallization. 

In order to ease the computational burden of solving multiple sets of differential equations 
simultaneously for each of the thousands of nodes, the DART code was extended with message-passing 
interface-based data communication subroutines, so that data could be passed between nodes consistently 
as needed. A load-balancing subroutine was added to determine the number of processes allocated to a 
computational run and distribute the parallel load as evenly as possible. Currently, the GRASS module 
which performs the swelling calculations over the level-1 mesh elements was modified to run the 
calculations for each time step in parallel and redistribute the results when complete. Further development 
in the parallelization calculation scheme to extend the parallel computation to level-2 and level-3 mesh 
elements is undergoing. 

2.1.2.4 Grain Subdivision Process 
In this study, recrystallization kinetics for three grain sizes (4.36 µm, 8.5 µm, and 17 µm) were 

calculated using a set of two-dimensional (2D) polycrystalline structures in a PF model, which gives a 
more realistic representation of the material than a one-dimensional structure. A detailed description of 
the PF model can be found in [5]. The predicted recrystallization kinetics are displayed in Figure 3, 
showing apparent grain-size dependency. Larger size grains have lower volume fractions of recrystallized 
fuel at a given fission density. The effects of aspect ratio and FR on recrystallization are not studied 
explicitly in these simulations. Compared with the experimental data collected from irradiated U-10Mo 
dispersion fuel particles (average grain size: ~ 4.5 µm) [34], the calculated recrystallization kinetics are 
within the uncertainty range of the measurement data. An interfacing module was added into the DART 
code to read the tabulated recrystallization kinetics. The input and DART-calculated recrystallization 
kinetics are identical for all grain sizes, demonstrating the recrystallization kinetics were correctly 
implemented. 
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Figure 3. Recrystallization kinetics calculated with the PF method for grain sizes 4.36 µm, 8.5 µm, and 17 
µm, compared with the measurement data collected from U-10Mo dispersion fuel particles with an 
average grain size of ~ 4.5 µm. The “measurement” data is from [33] 

2.1.3 Calibration of Fission-Gas-Behavior Parameters 
Calibration of fission-gas-behavior parameters in DART was performed by fitting to the 

intergranular-bubble-size distributions measured from samples irradiated to low-fission densities, prior to 
the onset of recrystallization. The reasons for using this specific type of data are explained as follow:  

1. Bubble size distribution carries more information indicating the underlying mechanisms of fission gas 
behavior than averaged values and total porosity [35] 

2. Data obtained prior to recrystallization record the information closer to the early stage of bubble 
formation and evolution without the influence of grain refinement.  

The applicability of the fission-gas-behavior parameters calibrated with low-burnup data to the 
systems irradiated to high burnup is verified in Section 2.1.4 by comparing calculation results to the U-
10Mo monolithic fuel-swelling correlation developed based on measured data [36].  

2.1.3.1 Calculation Setup and Input Parameters 
The data measured from three miniature-sized U-10Mo/Al dispersion fuel plates (mini plates) 

irradiated in the reduced enrichment of research and test reactors (RERTR)-5 test in the Advanced Test 
Reactor (ATR) were used for the calibration [37]. These plates were irradiated to relatively low-fission 
densities, and no recrystallization was observed in these plates. Moreover, although these plates are 
dispersion fuels, in which the fuel phase exists as particles embedded in an Al matrix, the fuel phase 
material is U-10Mo and is the same as that in monolithic plates. Therefore, there is no difference in 
material properties related to fission-gas behaviors, which ensures the validity of applying this set of data 
for calibration. The irradiation parameters of these three plates are listed in Table 1, and they are the input 
parameters for the calibration calculations. Three k nodes were defined within each (x, z) node, and each 
of them has the initial grain size of 4.36 µm, 8.5 µm, and 17 µm, respectively.  
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Table 1. Characteristics of three miniature U-10Mo/Al dispersion fuel plates irradiated in the RERTR-5 
test, used for fission-gas-parameter calibration [37]. 

Plate ID FD (f/cm3) 
Avg. FR 
(f/cm3∙s) 

Temperature 
(⁰C) 

If 
recrystallized? 

Initial grain 
size (µm) 

Avg. bubble 
diameter 

(µm) 

V6018G 2.31×1021 2.3×1014 121 No 4.9±2.0 0.14 

V6019G 2.91×1021 2.9×1014 142 No 8.5±3.6 0.16 

V8005B 2.41×1021 2.4×1014 170 No 8.1±4.5 0.16 
 

2.1.3.2 Calibration Results 
The optimized value set of fission-gas-behavior parameters are listed in Table 2. Some of the data 

were obtained through atomic-scale simulation, and other parameter values were selected by fitting the 
calculated intergranular-bubble-size distributions with measurement data. The bounding limits of each 
fitted parameter were taken from the literature and described in Section 2.1.2.2.  

Table 2. Optimized value set of calibrated key fission-gas-behavior parameters. 

Parameter Description Unit 
Best value 
obtained Ref. 

Bounding 
limits Ref. 

D0 

Linear 
coefficient of 
radiation-
driven gas-
atom 
diffusivity 

cm5 5×10-31 [8] N/A  

Q 

Activation 
energy for 
intrinsic gas-
atom 
diffusion 

cal 40559 [8] N/A  

z 
GB diffusion 
enhancement 
factor 

N/A 3×104 This work 102 - 107 [17] 

fn 

The 
probability 
for two gas 
atoms to 
come 
together and 
become a 
bubble in 
lattice 

N/A 2×10-7 This work 10-7 – 10-2 [16] 

fn-GB Adjustment 
factor for 

N/A 6×10-10 This work can be ≪ 1 [18] 
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Parameter Description Unit 
Best value 
obtained Ref. 

Bounding 
limits Ref. 

Bubble 
nucleation 
probability 
on GB 

𝜸𝑼𝟏𝟎𝑴𝒐 
Surface 
energy of U-
10Mo 

dyne/cm 1850 [7] N/A  

𝒃𝟎 

The 
probability 
for a bubble 
interacting 
with fission 
fragments 

cm3 2×10-18 This work on the order 
of 10-18 

Refs. of 
Eqn. 5 

𝝀 

The gas-atom 
knock-out 
distance from 
bubbles 

cm 5×10-7 This work ~ 10 nm [20,26] 

𝒓𝒓𝒆𝒔𝒐𝒍 

The 
destructed 
outer-shell 
thickness of 
bubbles 

cm 3×10-9 This work < 10 nm Refs. of 
Eqn. 6 

 
The comparisons between the fitted and measured intergranular-bubble-size distributions are 

presented in Figure 4 for all three plates, in which the calibrated and measured peak bubble sizes 
reasonably agree with each other. Calculation results of both 4.36 µm and 8.5 µm grains were employed, 
as they are close to the observed fuel grain sizes. Only the calculated bubble size distributions on grain 
faces are plotted in Figure 4, although calculated intergranular bubbles include bubbles at grain edges and 
triple points as well. This approximation is reasonable because the bubbles that form at other locations are 
much fewer and smaller than those on grain faces at the irradiation conditions of the three plates. 
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Figure 4. Comparisons of measured and calibrated intergranular-bubble-size distributions in plates (a) 
V6018G, (b) V6019G, and (c) V8005B. 

The primary criterion of the calibration is to obtain the best match between the peak positions of 
calibrated and measured intergranular-bubble-size distributions for both grain sizes in all three plates. The 
differences in bubble densities are less important in comparison with the peak bubble size because the 
experimental limitations, such as undulating sample surface and limited number of images to obtain good 
counting statistics, can lead to large uncertainties in bubble density. For instance, the uncertainties for the 
measured data in Figure 4 are ± 10% near peak position and ± 50% at both ends of the distributions [37]. 
Besides the measurement uncertainties, many other sources can contribute to the peak bubble density 
differences. An apparent one is related to the density conversion process. The experimental data was 
initially measured as linear bubble density (number of bubbles per unit grain boundary length), while the 
calculation results were expressed as volume densities. For the comparison purpose, both experimental 
and calculated quantities were converted to areal density. To achieve the best accuracy of density 
conversion, it is required that the bubbles are homogeneously distributed in the material [38]. Such an 
ideal condition does not exist in the fuel plates for calibration. Moreover, other assumptions that were 
applied for the conversions, such as the shape of grains and packing patterns of bubbles, may not reflect 
reality well. All these uncertainty factors together may make the converted density deviate from real data. 
The results in Figure 4 show that the calculated peak bubble densities are two to three times lower than 
the measured data. Considering the uncertainties described above, this discrepancy is deemed acceptable.   

Besides the bubble size distributions, the calibrated parameter set was also verified by comparing 
calculated and measured average bubble diameters, visible porosities, and swelling, as shown in Figure 5. 
A cutoff diameter of 100 nm was applied when estimating the average bubble diameters and visible 
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porosities using calculated bubble size distributions, which is consistent with the resolution limit of the 
scanning electron micrographs (SEM) used for bubble measurement [37].  

 
Figure 5. Comparison of measured and calibrated (a) bubble diameter, (b) visible porosity, and (c) U-Mo 
swelling. The measured data are from [37]. 

The average bubble size and visible porosity were therefore calculated according to the equations 
below 

𝑑 = ∑+>'&'
∑>'

  (𝑟# > 50	𝑛𝑚) (11) 

𝑝R#:#9<* = 100 × ∑ ST
4
𝐶#𝑟#4 (𝑟# > 50	𝑛𝑚) (12) 

where 𝑑 is the average bubble diameter in cm, 𝑝R#:#9<* is the visible porosity in percentage, and 𝐶# in 
1/cm3 and 𝑟# in cm are the number density and average radius of the bubbles in the size classes whose 
bubble radii are larger than 50 nm, respectively.  

Fuel swelling includes the contributions from both gaseous and solid fission products. The swelling 
by fission gases is calculated through the summation of all bubble volumes, and solid-fission-product 
swelling is proportional to fission density and expressed as [39]: 

(∆V
V*
):;<#= = 4.0	 × 𝐹𝐷 (13) 

where (∆V
V*
):;<#= is the swelling by solid fission products in percentage, and 𝐹𝐷 is the fission density in 

1021 f/cm3. 

As shown in Figure 5 (a), the calculated bubble sizes are slightly smaller than the measured data for 
these plates (differences ≤ 25%), which is consistent with the differences in bubble size distributions 
shown in Figure 4 and can be explained with the uncertainties associated with measurements. Figure 5 (b) 
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shows that although the calculated visible porosities are generally higher than the measured quantities, the 
difference between calculated and direct measurement data is small. Directly measured porosity is only 
available for plate V6019G, and the other measurement data were derived based on the conversion from 
the bubble density per unit length of GBs to volumetric density [37]. As explained earlier, such 
conversion may introduce notable errors in the resultant porosity. This can be demonstrated with the 
difference between derived and direct measured values of plate V6019G. Considering the uncertainties 
associated with derived data, the agreement between calculated and measured data in Figure 5(b) is 
satisfactory. For the comparison of total swelling shown in Figure 5(c), the calculated values are close to 
the measured data (differences ≤ 15%). The overall agreements exhibited in Figure 5 confirm the 
parameter value set in Table 2 which, when applied to the models detailed in Section 2.1.2, can be used to 
describe fission-gas behavior in U-10Mo irradiated at the conditions similar to those listed in Table 1.  

It is also revealed in Figure 4 and Figure 5 that the bubbles in 8.5-µm-grain fuel have a larger size and 
correspondingly lower bubble density than those in the 4.36-µm-grain fuel. These differences in bubble 
characteristics are due to lower grain boundary area per unit fuel volume in the larger grain case (i.e., 
reduced number of intergranular-bubble nucleation sites). 

2.1.3.3 Sensitivity Study of the Calibrated Value Set 
As many of the parameter values in Table 2 are not directly measurable, the uncertainties of the fitted 

values are unknown, as well as their combined effects on the calculated bubble characteristics. Therefore, 
it is necessary to perform sensitivity studies on the calibrated parameter set to examine how the 
uncertainties in individual parameters can quantitatively impact outputs. The one-at-time approach was 
taken in this work because it is practical and easy to detect whether a gas-behavior mechanism functions 
as expected. The intergranular-bubble-size distributions for 4.36-µm grains using the data from plate 
V6018G were calculated and compared when varying the values of each parameter.  

Figure 6 shows the sensitivity study results of two diffusion-related parameters: linear coefficient of 
radiation-driven gas-atom diffusivity (D0) and grain boundary diffusion enhancement factor (z). D0 
universally impacts the diffusivities of all gas atoms in the system, while the z factor only changes gas-
atom diffusivity on GBs. Although the value of D0 was computed through MD simulations, the sensitivity 
study was performed to investigate the potential uncertainty of missing the component of radiation-
enhanced diffusion in Eqn. 2. The comparison in Figure 6(a) clearly shows that the peaks of the 
intergranular-bubble-size distribution move towards the right while the profiles become flattened with the 
increased D0, indicating more gas atoms diffused to GBs, which is confirmed with the gas-atom 
distribution profile in the inset of Figure 6(a). The greater bubble coalescence probability (Eqn. 8) due to 
a higher D0 also assists these changes. Similar changes were observed in Figure 6(b) when the z factor 
increases.  
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Figure 6. Sensitivity study results of the parameters related to the gas-atom diffusion process: (a) D0 and 
(b) z. The insets show the breakdown of gas atoms located in bulk, on grain faces, and on grain edges. 
The calculations were performed using the input parameters of V6018G and grain size of 4.36 µm. The 
results calculated using the optimized values in Table 2 are presented in both figures: “D0 = 5.07×10-31” in 
(a) and “z = 3×104” in (b), respectively. 

Both the general bubble nucleation probability (fn) and the adjustment factor for nucleation 
probability on grain boundaries (fn-GB) were investigated for their effects on intergranular-bubble 
behaviors. The results in Figure 7 show that increasing either fn or fn-GB shifts the bubble size distribution 
profiles toward the left (i.e., reducing the peak intergranular-bubble-size). Although increasing fn inflates 
the gas-bubble nucleation probabilities both in the lattice and on GBs, the extent of the increase is 
relatively higher for gas atoms in the lattice according to Eqn. 3. Consequently, more gas atoms are 
trapped in intragranular bubbles, and fewer gas atoms arrive at GBs, as illustrated in the inset of 
Figure 7(a). The effect of this weakened gas-atom flux from the lattice to GBs is compounded by the 
increased nucleation rate at GBs. Both effects make it difficult for intergranular bubbles to grow. The 
opposite trend can be observed when fn is reduced. The results in Figure 7(b) show that when fn-GB is 
increased, intergranular-bubble density increases significantly with shrunken bubble size. The inset in 
Figure 7(b) manifests that the fraction of the gas atoms arriving GBs reduces with the increase of fn-GB, 
indicating the weakened sink strength of GBs at this condition.  
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Figure 7. Sensitivity study results of the parameters related to the bubble nucleation process: (a) fn and (b) 
fn-GB. The insets show the breakdown of gas atoms located in bulk, on grain faces, and on grain edges. 
The calculations were performed using the input parameters of V6018G and grain size of 4.36 µm. The 
results calculated using the optimized values in Table 2 are presented in both figures: “fn = 2×10-6” in (a) 
and “fn-GB = 6×10-10” in (b), respectively. 

The other important parameters investigated are 𝑏7, 𝜆,	and 𝑟&*:;<, all of which are related to the 
bubble resolution process. 𝑏7 is the probability for a bubble interacting with fission fragments, impacting 
all gas bubbles in the system. A larger 𝑏7 means gas atoms are more likely to be knocked out from 
existing bubbles by a transverse fission fragment, and more gas atoms become available during a short 
period (before the system achieves a new equilibrium state) for nucleating new bubbles. In this case, more 
bubbles can nucleate but are difficult to grow, as presented in Figure 8(a). A reversed trend can be 
observed with a reduced 𝑏7. Two competing mechanisms are involved in the change of 𝑏7. For instance, 
when 𝑏7 is reduced: (1) the sink strength of GBs is enhanced by large bubble formation and growth, and 
(2) lattice gas atoms are more likely to be trapped within intragranular bubbles. The result shown in the 
inset of Figure 8(a) indicates that between the two, the former effect prevails over the latter one. 

0.0 0.1 0.2 0.3 0.4 0.5
0.0

5.0x107

1.0x108

1.5x108

2.0x108

2.5x108

3.0x108

6E-9 6E-10 6E-11
0.0

0.2

0.4

0.6

0.8

1.0

Fr
ac

tio
n

fn_gb

 Edge
 Face
 Bulk

B
ub

bl
e 

ar
ea

l d
en

si
ty

 (1
/c

m
2 )

Intergranular bubble diameter (µm)

 fn_gb = 6´10-9

 fn_gb = 6´10-10

 fn_gb = 6´10-11

(b) 

0.0 0.1 0.2 0.3 0.4 0.5
0.0

5.0x107

1.0x108

1.5x108

2.0x108

2.5x108

3.0x108

2E-6 2E-7 2E-8
0.0

0.2

0.4

0.6

0.8

1.0

Fr
ac

tio
n

fn

 Edge
 Face
 Bulk

B
ub

bl
e 

ar
ea

l d
en

si
ty

 (1
/c

m
2 )

Intergranular bubble diameter (µm)

 fn = 2´10-6

 fn = 2´10-7

 fn = 2´10-8

(a) 



 

16 

 
Figure 8. Sensitivity study results of the parameters related to radiation-induced resolution process: (a) 
b_0, (b) λ, and (c) rresol. The insets show the breakdown of gas atoms located in bulk, on grain faces, and 
on grain edges. The calculations were performed using the input parameters of V6018G and grain size of 
4.36 µm. The results calculated using the optimized values in Table 2 are presented in all figures: “b0 = 
2×10-18” in (a), “𝜆 = 5×10-7cm” in (b), and “rresol = 3×10-9 cm” in (c), respectively. 

The gas-atom knock-out distance from bubbles 𝜆 is applied as an approximate cutoff threshold for 
separating different bubble destruction modes as a function of bubble size in Eqn. 6. Figure 8(b) shows 
that the results do not change when 𝜆 varies from 5×10-7 cm to 5×10-6 cm. This is because of two facts: 
(1) the bubble destruction mode remains the same for all intragranular bubbles, as they are smaller than 
5×10-7 cm; and (2) the increase of 𝜆 only slightly promoted the resolution of small intergranular bubbles 
(~ 0.1% of total gas atoms in bubbles), whose influence on results was negligible. However, reducing this 
variable to 5×10-8 cm significantly lowered the size and density of intergranular bubbles because the 
destruction efficiency of intragranular bubbles was greatly reduced, leading to much fewer gas atoms 
arriving at GBs. 

𝑟&*:;< is the thickness of the destructed bubble annulus when the bubble is larger than 𝜆 according to 
Eqn. 6. Its variation only impacts intergranular bubbles, as the majority of the intragranular bubbles are 
smaller than 𝜆 (peak intragranular bubble radius: ~ 1 nm). Figure 8(c) shows that intergranular-bubble 
characteristics are sensitive to 𝑟&*:;<. A thicker 𝑟&*:;< (5×10-9 cm vs. 3×10-9 cm) makes it difficult for 
bubbles to grow and reduces the number of gas atoms at GBs.  
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For a complex computational code like DART, the sensitivity study performed here only investigates 
a subset of the assumptions and parameter values applied in the code. These results help to test whether 
the models function as expected and provide information on the primary parameters that most impact the 
results. However, a complete understanding of the uncertainties of the model inputs has not yet been 
obtained. For example, as discussed in a previous study [4], the calibrated fission-gas-parameter values 
like the set listed in Table 2 are not unique. Other combinations of the values may also yield satisfactory 
calibration results because some of the underlying mechanisms impacting the processes of FGB formation 
and growth counteract each other, yet the interval of parameter values within which equivalent results can 
be achieved is not quantified. Moreover, the sensitivity study performed in this study assumes 
independence between the tested variables, which may not be the case for some variables. It is also 
possible that the perturbation of two or more parameters simultaneously can causes variation in the results 
greater than that of varying individual parameters alone, due to interactions between models. These 
uncertainties will be further investigated with a global sensitivity study in the future to explore the space 
of the parameter values. 

2.1.4 U-Mo Swelling Behavior up to High-Fission Density for Various Grain 
Sizes 

U-Mo swelling behavior up to high-fission density was calculated using a constant FR of 5.94×1014 
f/(cm3∙s) for three grain sizes: 4.36 𝜇m, 8.5 𝜇m, and 17 𝜇m. The average fuel centerline temperatures 
were maintained at about 150°C for all cases by slightly altering coolant inlet temperatures. Fuel swelling 
as a function of fission density is illustrated in Figure 9. Generally, the fuels with larger grains have less 
swelling. The curves exhibit a clear transition in swelling rate at around 3×1021 f/cm3—3.5×1021 f/cm3—
becoming steeper after passing the transition fission densities due to the inception of grain subdivision. 
Calculated fuel swelling is compared with the swelling correlation developed with in-pile irradiation data 
of monolithic U-Mo fuels [36] in Figure 9. All calculated swelling curves stay within the vicinity of the 
swelling correlation, indicating that the calculation results are reasonable, provided that current 
calculations were performed with simplifying assumptions such as constant FR and limited representation 
of grain morphology (no consideration of grain shape effect), etc. 

 
Figure 9. U-10Mo swelling as a function of fission density for three grain sizes, compared with the 
U-10Mo monolithic fuel-swelling correlation from [36]. 
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2.1.5 Fission-Rate and Fuel-Temperature Effects 
In order to examine the FR effect on U-Mo fuel swelling, calculations were performed for three 

constant fission rates: 8.92×1014 f/(cm3·s), 5.94×1014 f/(cm3·s), and 2.97×1014 f/(cm3·s), representing the 
high, medium, and low FRs in the RERTR-12 plates, respectively [40,41]. A grain size of 8.5 𝜇m was 
used in all calculations. All other operating conditions were kept the same. The comparison of the 
calculated fuel swelling, presented in Figure 10, shows that the swelling behaviors of these three cases 
were very similar at low-fission densities and the deviations started at ~ 3×1021 f/cm3 when the 
recrystallization process began. The discrepancies between the three curves become larger with the 
increase of fission density. For instance, when the FR increases from 2.97×1014 f/(cm3·s) to 8.92×1014 
f/(cm3·s), the swelling increases from 38.54% to 54.91% at the fission density of 6×1021 f/cm3.  

 
Figure 10. U-10Mo swelling as a function of fission density calculated with grain size = 8.5 μm for a 
variation of constant fission rates: 8.92×1014 f/(cm3·s), 5.94×1014 f/(cm3·s), and 2.97×1014 f/(cm3·s). 

In order to understand the trends observed in Figure 10, it is important to track down the parameters 
and operating conditions that are related to FR. Both gas-atom diffusion and bubble resolution are 
enhanced for a similar order of magnitude when FR increases. These two fission-gas-behavior processes 
have competing effects on bubble formation and growth. Hence, the increase of gas-atom diffusivity and 
the increase in bubble resolution rate due to the FR increase does not necessarily change fuel swelling 
behavior. The simulation results shown in Figure 11(a) demonstrate that when FR and fuel temperature 
were kept the same, increasing either 𝐷7 or 𝑏7 one order of magnitude barely changed fuel swelling. On 
the other hand, fuel temperature is also elevated when the FR increases. Calculations were performed by 
varying fuel temperature only while keeping all other parameters unchanged. The results in Figure 11(b) 
show that a difference of 34°C can result in a change of fuel swelling from 45.7% to 54.5% at 
6×1021 f/cm3. Therefore, based on the results in Figure 11, it is concluded that the apparent FR effect 
shown in Figure 10 was mainly caused by the changes in fuel temperature, not the variation of gas-atom 
diffusivity and bubble resolution rate. Note that the fuel-temperature effect presented in Figure 11(b) is 
not due to increased thermal diffusion of gas atoms, which is negligible comparing to radiation-driven 
diffusion. Instead, it is induced by the correlation between bubble volume and temperature, described in 
the EOS.   
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Figure 11. U-10Mo swelling as a function of fission density calculated with grain size = 8.5 μm and 
constant FR = 5.94×1014 f/(cm3·s) to examine the effects of (a) the combination of D_0 and b_0 and (b) 
fuel temperature. 

2.1.6 Conclusions 
The DART fuel-performance code has been updated to simulate U-10Mo monolithic fuel-swelling 

behavior during irradiation. The parameters used in the rate-theory-based mechanistic model were either 
calibrated using measured FGB characteristics or provided by lower length scale simulations. 
Additionally, PF-predicted U-10Mo grain-subdivision kinetics for various grain sizes were implemented 
to simulate fuel-swelling behavior at high burnup. The effects of initial grain size on fuel swelling were 
investigated. The results show that the calculated swelling of initial grain sizes from 4.36 𝜇m to 17 𝜇m is 
in good agreement with the U-10Mo swelling correlation developed with experimental data, and larger 
grains have lower swelling rates. Higher fuel temperature or FR leads to greater swelling. Further 
examination by isolating the variation of fuel temperature from that of radiation-enhanced processes (gas 
diffusion and resolution) revealed that the increased fuel swelling induced by elevated FR is due to 
temperature effect but not the augmentations of gas-atom diffusivity and bubble resolution rate. 

2.2 Thermal Conductivity Degradation Model for U-10Mo 
2.2.1 Introduction 

Thermal conductivity is a critical nuclear fuel property that governs both the performance and safety 
of a nuclear reactor. Also, it is a well-known fact that irradiation in nuclear fuel can cause several 
microstructural changes, and these changes can cause a significant reduction in the thermal conductivity 
of the irradiated nuclear fuel. Hence, it is essential to fully understand the thermal conductivity of the U-
10Mo fuels as a function of burnup and temperature before their utilization in high-performance research 
reactors. However, the experimental determination of the thermal conductivity of the irradiated fuels is 
difficult due to the time and cost involved. Moreover, it is not easy to separate phenomena in 
experimental measurements. Therefore, in this work, we model the thermal conductivity of the irradiated 
U-10Mo fuel as a function of burnup considering the effects of point defects (vacancies and interstitials), 
intergranular bubbles, intragranular bubbles, and the GBs on the thermal conductivity of the U-10Mo 
fuels.  
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Recently, a general thermal conductivity degradation model for the metallic alloy systems has been 
developed by Zhou et al. [42] considering the microstructural changes due to irradiation such as the point 
defects, intragranular gas bubbles, intergranular gas bubbles, and GBs. They have also modeled the 
thermal conductivity degradation in U-10Mo as a case study. However, one of the main shortcomings of 
that work has been the lack of reliable microstructural information for the intragranular and intergranular 
gas bubbles. The polynomial fits for various parameters to predict the thermal conductivity degradation 
factors were based on few experimental data points. The experimental studies have revealed that the 
intergranular gas bubbles presence at higher fission densities is significantly higher than intragranular gas 
bubbles. Therefore, the intergranular bubbles should be a dominant factor adversely affecting the thermal 
transport of irradiated U-10Mo fuel. Whereas, the Zhou et al. [42] model predicted intragranular bubbles 
to be the dominant factor in the thermal conductivity degradation at higher fission densities. Moreover, 
the saturation concentration of the point defects was significantly higher than observed experimentally. 
Therefore, in this work, we predict the thermal conductivity of irradiated U-10Mo by applying the model 
developed by Zhou et al. [42], using the microstructural data for the intergranular and intragranular 
porosity from the DART thermal dispersion fuel-performance code.  

2.2.2 Methodology 
This section provides a detailed description of the methodology followed to model the thermal 

degradation in U-10Mo fuel. The total thermal conductivity in a metallic material is the sum of 
contributions due to phonons (𝑘WX) and electrons (𝑘*). The phonon contribution to the thermal 
conductivity in alpha-uranium for a temperature range of 400–933 K is shown to be ~ 2%-9% [43]. 
Hence, in this work, we only consider the effect of irradiation-induced defects on the electronic thermal 
conductivity. It is worth noting that the assumption of neglecting the phonon contribution will break 
down at lower temperatures. The electronic contribution of thermal conductivity (𝑘*) is related to the 
electrical resistivity by the Wiedemann-Franz law as given below. 

𝐾* = 𝐿; × 𝑇 × 𝜎(𝑇) (14) 

where 𝐿; is the Lorentz factor (2.44 × 10"Y	𝑊Ω𝐾"+), T is temperature, and 𝜎(𝑇) is the electrical 
conductivity as a function of temperature. The electrical conductivity is nothing but the reciprocal of the 
electrical resistivity (𝜌).  

2.2.2.1 Total Thermal Conductivity Degradation Factor 
Following Lucuta et al. [44] and Zhou et al. [42], a pragmatic approach is proposed to model the 

thermal conductivity of the irradiated U-10Mo fuel. The total thermal conductivity degradation factor 
(𝑓%;%'<) is the product of the degradation factor due to the intragranular bubbles (𝑓#$%&'), intergranular 
bubbles (𝑓#$%*&), grain boundary (𝑓B9), and point defects (𝑓W=) as shown in Eqn. 15 

𝑓%;%'< = 𝑓#$%&' × 𝑓#$%*&?B9 × 𝑓W= (15) 

The effective thermal conductivity (𝑘*88) of the irradiated U-10Mo as a function of fission 
density/burnup is obtained by multiplying the thermal conductivity of the unirradiated U-10Mo (𝑘;) with 
the total thermal conductivity degradation factor corresponding to the given temperature and fission 
density. 

𝑘*88 = 𝑓%;%'<𝑘; (16) 

It must be noted that this degradation is targeted at U-10Mo, and currently, the degradation behavior 
is assumed to vary negligibly over the relevant compositional range in UMo fuels. 
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2.2.2.2 Intragranular Bubble Degradation Factor as a Function of Fission Density  
Irradiation of U-10Mo produces fission products such as xenon (Xe), and these fission products form 

bubbles at high burnup, resulting in intragranular and intergranular bubbles [45][39][46]. The thermal 
conductivity of the gas bubbles is orders of magnitude lower than the fuel elements and thus can reduce 
the thermal conductivity significantly. Several analytical and empirical expressions have been proposed to 
model the thermal conductivity degradation due to uniformly distributed intragranular bubbles. These 
analytical expressions include the Maxwell-Eucken [46], Bruggeman model [47], Cunningham and 
Peddicord [48], and Bauer model [49]. Zhou et al. [42] has shown that the Bauer model captures the 
effect of intragranular bubbles on the thermal conductivity of uranium-based alloys. Therefore, we model 
the thermal conductivity degradation factor 𝑓#$%&' due to intragranular bubbles using Bauer’s model [49]. 
According to this model, the 𝑓#$%&' as a function of the intragranular porosity (𝑝#$%&')is given as follows,  

𝑓#$%&' = (1 − 𝑝#$%&')+.-Y (17) 

2.2.2.3 Grain Boundary and Intergranular-Bubble Degradation Factor as a Function of 
Fission Density  

GBs in a polycrystalline material can act as scattering sites during thermal transport and hinder heat 
conduction. During the irradiation of material, the FGBs are formed at the GBs. For example, in U-10Mo, 
Kim et al. [37] have demonstrated the intergranular bubble of diameter ~0.15 𝜇𝑚 at a separation of ~0.4 
𝜇𝑚. The coupled effect of the grain boundary and the intergranular bubbles can significantly reduce the 
thermal transport in U-10Mo fuel. However, Zhou et al. [42] has shown that the thermal conductivity 
degradation due to the grain boundary alone is <1%. Therefore, in this work, we neglect the effect of the 
GBs and model the thermal conductivity degradation due to intergranular gas bubbles only. The thermal 
conductivity degradation due to intergranular bubbles (𝑓#$%*&) as a function of the porosity of 
intergranular bubbles (𝑝#$%*&) is given by connecting the Bauer model [49] (Eqn. 17) and the analytical 
model of electrical resistors developed for UO2 by Tonks [50].  

𝑓#$%*& = T .
.?4.+7W'+,#"

U (18) 

2.2.2.4 Point Defect Thermal Conductivity Degradation Factor   
The point defects are ubiquitous and can scatter the phonons and electrons, causing a significant 

reduction in the thermal conductivity of irradiated materials, especially at low temperatures or at high-
defect concentrations. Four different types of point defects considered in this study, including vacancies 
and fission products xenon, krypton, and helium. Four different case studies with a varying population of 
the point defects for a saturation concentration of 1 × 10"S were considered. The varying populations are 
grouped into case1, case2, case3, and case4. In case1, the concentration of each type of point defect is 
considered the same amount. Whereas, in other cases, the concentrations of point defects are 50% of Vac 
and 50% of Xe (case2); 25% of Vac and 75% of Xe (case3); and 30% of Vac, 60% of Xe, and 10% of Kr 
(case4). The thermal conductivity degradation factor due to point defects, (𝑓W=), is a function of the 
concentration of the defects and the temperature and is given as: 

𝑓W=(𝑐, 𝑇) ≈
2(Z,3)
2(7,3)

	≈ [(7,3)
[(Z,3)

 (19) 

where c is the concentration of each type of point defect, 𝑘(0, 𝑇), also	written	as	𝑘;(𝑇), and 𝜌(0, 𝑇)	,,	are 
the thermal conductivity and the resistivity of unirradiated U-10Mo fuel as a function of temperature, and 
𝑘(𝑐, 𝑇) and 𝜌(𝑐, 𝑇) are the thermal conductivity and resistivity for the U-10Mo fuel with the point defects 
with concentration c. In this work, the resistivity of a single-phase metal is taken from the previously 
published work by Zhou et al. [42] and is given by the expressions shown below.  

𝜌(𝑇) = ['+,(3)?["#$
.?-'+,

(/)
-$1,

 (20) 



 

22 

where, 𝜌#$%(𝑇) is the intrinsic resistivity due to the electron scattering with other electrons and phonons, 
𝜌&*: is the residual resistivity at 0 K, which is due to defects including alloying, impurities, and 
irradiation-induced defects, and 𝜌:'% is the saturation resistivity. It is worth noting that the 𝜌&*: and 𝜌:'% 
are approximately independent of temperature. For an unirradiated concentrated alloy, the 𝜌&*: is 
primarily due to alloying, and the 𝜌&*:in Eqn. 20 can be replaced by 𝜌'<<;\#$B. The 𝜌(0, 𝑇) can then be 
written as 

𝜌;(𝑇) = 𝜌(0, 𝑇) = ['+,(3)?	[1&&%2'+3

.?^-'+,
(/)

-$1,
_

 (21) 

For U-10Mo with point defects, the 𝜌&*: is produced by both alloying and point defects and, in this 
work, we assume the point defect to be dilute, which means the residual resistivity arising due to points 
defects are independent of each other. Hence, the 𝜌&*: is Eqn. 21 can be replaced by 

𝜌&*: =	𝜌'<<;\#$B +∑ 𝜌W= ,# (𝑐#)$
A`.	  (22) 

Here, the 𝜌'<<;\#$B is the same as the unirradiated U-10Mo fuel, and the 𝜌W= ,# (𝑐#) is the residual 
resistivity due to different type of point defects (“i” here is the various type of point defect considered) 
with a concentration of 𝑐#. The 𝜌W= ,# (𝑐#) is obtained by combining the density functional theory 
Boltzmann transport equation (DFT-BTE) model with semiclassical theory as shown in Eqn. 23: 

𝜌W= ,# (𝑐#) =
Z'a'R4

b*(3)V1,%5
 (23) 

where 𝑐#is the concentration of point defect i, 𝐴# is the electron point defect scattering cross section, 
𝑉'%;c is the volume per atom, 𝑆7(𝑇) is the ratio of electrical conductivity (𝜌) and electronic relaxation 
time (𝜏) calculated for no point defect case and is obtained from the DFT-BTE approach, and 𝑣d is the 
Fermi velocity. The residual resistivity of metal under the fast neutron irradiation is a function of time, as 
proposed by Horak and Blewitt [51]. 

𝜌&*: = 𝜌c',c1 − e"e%d (24) 

where 𝜌fgh is the saturation value of residual resistivity, and 𝛽	is a constant. If the burnup rate is assumed 
constant, the burnup is proportional to irradiation time. As 𝜌&*: is proportional to the point defect 
concentration, the effective point defect concentration (𝐶*88) as a function of burnup is calculated using  

𝐶*88= 𝐶fgh �1 − 𝑒"
6
6%� (25) 

where 𝐶fgh is the effective total defect concentration at saturation, x is burnup percent, and 𝑥; is 0.15, a 
constant. The 𝑥; was set to 0.15 to attain the saturation concentration of 1 × 10"S at 40% burnup. 

2.2.3 Results 
2.2.3.1 Thermal Conductivity Degradation Factor Due to Intragranular Gas Bubbles as 
a Function of Fission Density 

The intragranular gas bubble porosity (𝑝#$%&') data as a function of fission density (FD) needed to 
model the thermal conductivity degradation factor (𝑓#$%&')	is obtained from the simulated microstructural 
changes in an irradiated U-10Mo, performed using the DART fuel-performance code [52]. Analyzing the 
intragranular gas bubble porosity data at 150℃, we observed that the intragranular porosity is negligible 
up to the FD of 1 × 10+. 8#::#;$:

Zc7 , and for a FD greater than 1 × 10+. 8#::#;$:
Zc7 , the intragranular porosity 

increased. Based on these data a polynomial fit is proposed, as shown below 

𝑝#$%&' = 0	𝑓𝑜𝑟	𝑥 < 1 × 10+. 8#::#;$:
Zc7  (26) 
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𝑝#$%&' = −0.0015𝑥+ − 0.0178𝑥 − 	0.0126	𝑓𝑜𝑟	𝑥 > 1 × 10+. 8#::#;$:
Zc7   

Using the 𝑝#$%&' values and the Bauer’s model (Eqn. 17), the 𝑓#$%&' as a function of the FD is 
provided in Figure 12.  

 
Figure 12. Thermal conductivity degradation factor due to intragranular gas bubble as a function of the 
FD compared with the work by Zhou et al. [42]. 

As expected, the 𝑓#$%&' as a function of FD decreased with increasing intragranular porosity, with a 
maximum thermal conductivity degradation of 10%. The 𝑓#$%&'	reported by Zhou et al. [42] is 
significantly higher at fission densities greater than 3 × 10+. 8#::#;$:

Zc7  and predicted the maximum thermal 
conductivity degradation value of more than 60%. The stark contrast between the two works is primarily 
due to differences in the intragranular porosity data. The polynomial fit for intragranular porosity as a 
function of burnup proposed by Zhou et al. [42] considered only a few data points and hence 
overestimated the intragranular porosity value at higher burnup.  

2.2.3.2 Thermal Conductivity Degradation Factor Due to Intergranular Gas Bubbles as 
a Function of Fission Density 

The average intergranular porosity as a function of FD at 150oC is also obtained from simulated 
microstructural changes in an irradiated U-10Mo, performed using the DART fuel-performance code 
[52]. For FDs less than 1 × 10+. 8#::#;$:

Zc7  , the presence of intergranular gas bubble is negligible. For FDs 

greater than 1 × 10+. 8#::#;$:
Zc7 , the intergranular porosity starts to increase and becomes significantly 

higher at FDs greater than 3 × 10+. 8#::#;$:
Zc7 . Based on the data, a second-order polynomial fit is derived 

for the intergranular porosity as a function of FD, as shown below 

𝑝#$%*& = 0	𝑓𝑜𝑟		𝑥 < 1 × 10+. .
Zc7 (27) 

𝑝#$%*& = 0.0114𝑥+ − 0.038𝑥 + 0.0365	𝑓𝑜𝑟		𝑥 > 1 × 10+. .
Zc7  

Figure 13(a) illustrates that the 𝑓#$%*& becomes predominant at a FD greater than 3 × 10+. 8#::#;$:
Zc7 , 

and the thermal conductivity degrades by a maximum of 30% at a FD of 5 × 10+. 8#::#;$:
Zc7 . Whereas, the 

maximum thermal conductivity degradation due to intergranular gas bubbles reported by Zhou et al. [42] 
is ~20%. The difference in the predicted thermal conductivity degradation due to intergranular gas 
bubbles is because Zhou et al. [42] relied on one data point to model the intergranular gas bubbles 
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population. Figure 13(b) compares the thermal conductivity degradation factor due to intragranular and 
intergranular gas bubbles predicted in this work with that of Zhou et al. [42]. The comparison of the 𝑓#$%*& 
and 𝑓#$%&' clearly indicate that at higher FDs the intergranular bubbles have the dominant effect on 
thermal conductivity degradation compared to intragranular bubbles. 

 
Figure 13. (a) Plot of degradation factor for intergranular bubbles as a function of the FD (b) Comparison 
of the thermal conductivity degradation factor due to intergranular and intergranular gas bubbles. 

2.2.3.3 Point Defect Degradation Factor as a Function of Fission Density 
The effect of point defects on the thermal conductivity of U-10Mo fuel is evaluated using the 

equation described in Section 2.2.2.3. The values of 𝜌;(𝑇), 𝜌#$%(𝑇), 𝜌'<<;\#$B, 𝜌:'%, 𝑉'%;c	 = 9.4	Å	, 
𝑣d = 1.62×	101	𝑚/𝑠, 𝑠;(𝑇) = 2.1 × 10+7	(Ω𝑚𝑠)". and the total electron scattering cross-section area 
for the vacancy (7 Å+), Xe (39 Å+), Kr (25 Å+), and He (4	Å+) to evaluate the 𝑓W= were all taken from a 
previous work [43]. To evaluate the effective total electron scattering cross-section area; we have adopted 
the weighted average of the electron cross-section area due to each point defect. The previous work [42] 
considered only the effect of point defects in equal concentration and the effective total electron scattering 
cross-section area was calculated by taking the mean value of electron cross-section area of each point 
defect. The 𝑓W= as a function of FD for various cases of point defect populations maintaining a saturation 
concentration of 1 × 10"S is presented in Figure 14. The results suggest that point defects at lower 
concentrations (1 × 10"S) had a negligible effect on the thermal conductivity degradation. For all the 
cases of the varying populations of the point defects considered in this study, the maximum thermal 
conductivity degradation due to point defects is predicted to be ~1%. Among the different cases 
considering the varying population of point defects, case3 (75% Xe and 25% vacancy) will be relatively 
more detrimental to the thermal transport due to the large electron scattering cross section of Xe.  
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Figure 14. The point defect degradation factor considering the saturation concentration of 0.01% (10-4). 

2.2.3.4 Total Thermal Conductivity Degradation and Effective Thermal Conductivity of 
Irradiated U-10Mo 

From the calculated values of the thermal conductivity degradation factors due to point defects, 
intragranular gas bubbles, and intergranular gas bubbles, the total thermal conductivity degradation is 
calculated using Eqn. 15. The effective thermal conductivity of irradiated U-10Mo alloys is calculated by 
multiplying the total thermal conductivity degradation factor with the thermal conductivity of the 
unirradiated U-10Mo for the given temperature (Eqn. 16). Figure 15(a) shows the thermal conductivity 
degradation factor due to individual defects and the total thermal conductivity degradation factor as a 
function of FD. At all considered FDs, the effect of point defects on the thermal transport in U-10Mo is 
negligible. Whereas up to a FD of ~3 × 10+. 8#::#;$:

Zc7 , the intragranular gas bubbles dominate the thermal 

conductivity degradation, and for a FD greater than ~3 × 10+. 8#::#;$:
Zc7 , the intergranular porosity becomes 

sufficient to dominate the degradation process. Figure 15(b) shows the comparison of the thermal 
conductivity degradation as a function of FD at 150oC, considering all cases of point defects with a 
saturation concentration of 0.01% (1 × 10"S). At 150oC, the thermal conductivity of the U-10Mo is 14.69 
W/mK and is multiplied with 𝑓%;%'< to obtain the thermal conductivity degradation of U-10Mo as a 
function of FD.  
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Figure 15. (a) Comparison of the degradation factor due to intragranular bubbles, intergranular bubbles, 
and the point defects (case3) considering the saturation concentration of 0.01% 1 × 10"S); (b) 
Comparison of the thermal conductivity degradation as a function of FD at 150oC, considering the 
saturation concentration of point defects of 0.01% (1 × 10"S). 

2.2.4 Conclusion 
A thermal conductivity degradation model for the irradiated U-10Mo fuel is presented. Our models 

combine the microstructural information from simulations and experiments to model the thermal 
conductivity degradation due to various defects observed in the irradiated material. This model 
incorporates the effect of point defects, GBs, intragranular gas bubbles, and intergranular gas bubbles. 
The thermal conductivity degradation due to each defect type is calculated separately, and the overall 
thermal conductivity degradation is obtained by multiplying the degradation due to each defect type. Our 
model predicts that the effect of GBs and point defects at low concentration on thermal transport in U-
10Mo is negligible. Also, we found that at a FD less than ~3 × 10+. 8#::#;$:

Zc7  the intragranular gas bubble 
were the dominant factor in the thermal conductivity degradation. However, at higher FDs (greater than 
~3 × 10+. 8#::#;$:

Zc7 ),	the intergranular bubbles become significant and affect the thermal transport in U-10 
Mo fuels. Finally, the total thermal conductivity degradation of irradiated U-10Mo at 150oC as a function 
of FD is determined and can be implemented into engineering-scale fuel-performance simulations. 

2.3 Degradation of Mechanical Properties in Monolithic U-Mo Fuel 
The formation and evolution of voids and FGBs in irradiated U-10Mo nuclear fuel are known to 

impact the thermo-mechanical properties and, thereby, the fuel performance. The transmission electron 
microscope (TEM) and SEM investigations have revealed the sequence of microstructural evolution as a 
function of fuel burnup and FD [27,34,39]. Intragranular FGBs are typically fine and dense with a radius 
of 1 nm and spacing of few nanometers. Intergranular gas bubbles are formed at FD exceeding 4×1021 
f/m3 and are coarser in size with a radius exceeding 100 nm. On the other hand, the initial grain 
morphology is determined by prior thermo-mechanical processing conditions, and the GBs act as 
preferential nucleation sites for the gas bubbles. At high FDs, recrystallization of the grains occurs where 
the initial grains become finer, which is accompanied by the disappearance of intragranular gas bubbles. 
Similarly, voids without fission gas are formed via accumulation of excess vacancies generated during the 
irradiation damage cascade and subsequent diffusion. The distribution of voids, gas bubbles, and grains 
therefore determine the elastic response of the microstructure. Voids can be considered to offer negligible 
elastic resistance under tensile, compressive, and shear loading conditions. On the other hand, gas atoms 
pressurize the pores and are known to resist compressive loads and possess a finite bulk modulus that can 
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range from a very small value to tens of GPa depending on the gas pressure. Since voids and gas bubbles 
can cause structural degradation of the fuel over time, it is important to develop a modeling and 
computational methodology to assess the overall effective elastic properties of the microstructure given 
the distribution and morphologies of voids, gas bubbles, and grains. In this work, MD and PF methods are 
utilized to explore the degradation of elastic properties of UMo as a function of burnup.  

2.3.1 Atomistic Calculations 
2.3.1.1 Method 

The calculations were performed with the LAMMPS [53] simulation package. Both the embedded-
atom-method (EAM) potential [54] and the angular dependent potential (ADP) [55] have been assessed. 
In their original forms, the EAM potential for U-Mo has included Xe, and the ADP potential has not. 
During the study, it was found that the EAM potential did not capture the phase stability of solid solution 
U-10Mo at high temperatures, at which Mo was found to precipitate out from the bcc UMo matrix in 
hybrid MD Monte Carlo (MDMC) simulations. To make up for this deficiency, an ADP potential for U-
Mo-Xe was created by Beeler et al. by merging the ADP U-Mo potential with the Mo-Xe, U-Xe, and Xe-
Xe interactions from the EAM potential [56]. This newly created ADP U-Mo-Xe potential was used in 
most simulations unless otherwise stated. Due to the different types of MD simulations that have been 
performed, the detailed simulation setup will be described before presenting the corresponding results.  

2.3.1.2 Results 
Phase Stability and Defect Formation Energies 

To assess the newly created ADP U-Mo-Xe interatomic potential, the phase stability of U-Mo with 
respect to temperature and composition was computed using MD simulations, and the results are 
compared with the original ADP U-Mo potential. The simulations used 10×10×10 𝑎7 cubic supercells 
with different U-Mo compositions, where 𝑎7 is the lattice constant of bcc U-Mo. A periodic, zero-
pressure boundary condition was applied along all three directions. Starting from 0 K, the system 
temperature was incrementally increased to 1200 K. For each step, the temperature was raised by 50 K, 
followed by a 100 ps relaxation for the system to evolve into the lowest energy phase at the corresponding 
temperature. The c/a ratio obtained after relaxation is plotted in Figure 16 as a function of temperature 
and composition to indicate the phase selection. With both ADP potentials, at low temperatures and low 
Mo concentrations, a tetragonal structure was seen, with the c/a ratio smaller than 1. With increasing 
temperature or Mo concentration, the bcc phase became stable, with a c/a ratio of 1.0, as shown in 
Figure 16. Theoretically, these two ADP potentials should give identical results when no Xe is included 
in the simulations. Minor differences were noticed in terms of the exact temperature and Mo 
concentration boundaries for the bcc phase to be stable. The c/a ratio obtained for the tetragonal phase 
was slightly different as well. These differences may be caused by the spatial discretization used in the 
potential tabulation and possible stochastic effects in MD simulations. However, these minor 
discrepancies are not expected to affect the results in the high-temperature, high-Mo content region where 
the bcc phase is stable.    
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Figure 16. The c/a ratio at various temperatures and Mo concentrations (cMo, molar fraction) calculated 
using a) (left) the original UMo ADP and b) (right) the newly constructed U-Mo-Xe ADP potentials. 

The point defect formation energies for a vacancy, an interstitial, and a Xe substitutional in U-10Mo 
have also been calculated using the U-Mo-Xe ADP potential following a recently developed statistical 
approach [57]. In concentrated alloys, the point defect formation energies are dependent on the local 
atomic environment and are expected to exhibit distributions. An example of such a distribution is shown 
in Figure 17 for the interstitial and vacancy formation energies in U-10Mo (atomic percent) at 300 K. The 
interstitial formation energy may be negative at this temperature because it is at the edge of phase stability 
for the bcc phase, as shown in Figure 16. For random alloys, it has been found that the Gaussian 
distribution accurately describes the distribution in defect formation energies. Therefore, for each type of 
defect, a mean value and a standard deviation are needed to fully describe the distribution of its formation 
energy, assuming a Gaussian distribution. The corresponding results for a vacancy, an interstitial, and a 
Xe substitutional in U-10Mo at room temperature are shown in Table 3. The mean vacancy formation 
energy obtained in this work, 1.15 eV, is within the range from the literature for U vacancy, 1.08–
1.38 eV; the mean interstitial formation energy obtained, 0.71 eV, is higher than the 0.5 eV and 0.55 eV 
for <100> and <110> U dumbbell reported; the mean Xe substitute formation energy, 6.57 eV, is also 
higher than the 5.549 eV reported in the literature [58]. It should be noted that the previous calculations 
were mostly done at 0 K and have not included the distribution ranges of these formation energies. Direct 
comparison is difficult without knowing the exact atomic environment used in previous calculations. 
However, the results in the literature are all within the distribution ranges obtained here, indicating 
reasonable agreement. Results for other temperatures have been obtained as well.  

 
Figure 17. Distribution of (left) interstitial and (right) vacancy formation energies in U-10Mo (21.8% 
atomic percent) at 300 K. The red curve is fitted to normal distribution. 
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Table 3. Formation energies (eV) of vacancy, interstitial, and Xe substitutional in U-10Mo at room 
temperature. 

Defect Vacancy Interstitial Xe substitutional 
Mean formation energy 1.151985 0.705297 6.570478 
Standard deviation 0.338552 0.474126 0.298592 

 
Elastic Moduli 

The elastic moduli in bcc U and U-10Mo were calculated with different porosities, pore sizes, gas to 
vacancy ratios (GVratio), and temperatures to show the effect of gas bubbles on elasticity degradation. To 
represent realistic gas bubble morphology, kinetic MC simulations were carried out to prepare randomly 
distributed bubbles with different bubble sizes in a periodic simulation cell, as shown in Figure 18. Six 
different porosities (0, 2.5, 5.0, 7.5, 10.0, and 15.0 volumetric percent) were used in the calculations with 
three different GVratios (0.0, 0.1, and 0.25). The temperature was varied from 200 K to 1000 K, with one 
data point every 200 K. The elastic moduli 𝐶.., 𝐶.+ and 𝐶SS were calculated using the same approach 
described in our previous report [59] and used to derive bulk modulus 𝐾 and Poisson’s ratio 𝜈.  

 

Figure 18. Bulk UMo containing 10% porosity with 142 (left) and 69 (right) bubbles. The bubbles are 
colored from red to blue showing increasing bubble size. 

 
Figure 19. Elastic moduli C11, C12 and C44 of bcc U as functions of temperature and porosity. The dots are 
from MD simulations and the surface is fitted using the polynomials in Eqn. 28. 

For both U and U-10Mo, the elastic moduli were found to be insensitive to the average bubble size. 
Therefore, we will focus on the effects of temperature, porosity, and GVratio while presenting the results. 
As shown in Figure 19, elastic moduli 𝐶..and 𝐶SS of bcc U decrease with temperature and porosity, while 
𝐶.+ decreases with porosity but increases with temperature. In comparison, these elastic moduli increase 
very slightly with gas bubble internal pressure, which is represented by GVratio, as shown in Figure 20. 
The bulk modulus of bcc U decreases with temperature and porosity, while the Poisson’s ratio increases 
with temperature and porosity. The same trends have been observed for U-10Mo as well.    
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Figure 20. Elastic moduli C_11, C_12 and C_44 of bcc U as functions of temperature and GVratio. 
Higher GVratio means higher bubble internal pressure. These elastic moduli increase slightly with 
increasing GVratio. The dots are from MD simul. 

The results from MD simulations suggest that the effects of different factors are not strongly coupled 
with each other. Inspired by this observation, we have further fitted the elastic moduli using the below 
equation using the least square error fitting algorithm 

𝑦 = 𝑦7𝑓(𝑇) ∗ 𝑔(𝑝) ∗ ℎ(𝑐B) (28) 

In Eqn. 28, 𝑦 is one of the elastic moduli, 𝐶.., 𝐶.+, 𝐶SS, bulk modulus 𝐾, or Poisson’s ratio 𝜈. 𝑦7 is a 
fitting constant, representing a reference elastic modulus. 𝑓(𝑇) is a 2nd order polynomial function of 
temperature 𝑇 (e.g., 𝑓 = 𝑎.𝑥+ + 𝑎+𝑥 + 𝑎4), 𝑔(𝑝) a 2nd order polynomial of porosity 𝑝, and ℎ(𝑐B) a 2nd 
order polynomial of GVratio (i.e., 𝑐B). The fitted coefficients for U-10Mo are listed in Table 4. As shown 
in Figure 21, the fitted equation reproduces the results from MD for U-10Mo very well.  

Table 4. Fitted coefficients for U-10Mo using Eqn. 28. 
 𝑦7 𝑎. 𝑎+ 𝑎4 𝑏. 𝑏+ 𝑏4 𝑐. 𝑐+ 𝑐4 
𝑐.. 154.56

1197 8.70E-
08 

-
0.0002
276 

0.9992
89 

0.0002
475 

-
0.0170
17 

1.0068
7 

-
0.0821
37 

0.0334
926 

0.9999
83 

𝑐.+ 98.732
990 -2.10E-

08 
3.9582
E-05 

1.0001
4 

0.0002
4314 

-
0.0172
434 

1.0078
2 

-
0.1066
02 

0.0447
629 

0.9997
24 

𝑐SS 42.685
797 -8.26E-

08 
3.5043
E-05 

0.9999
85 

0.0001
7092 

-
0.0146
669 

1.0043
6 

-
0.0622
485 

0.0520
73 

0.9997
83 

𝐵 117.34
2392 2.65E-

08 

-
7.802E
-05 

0.9997
63 

0.0002
4449 

-
0.0171
402 

1.0074
4 

-
0.0964
667 

0.0400
48 

0.9998
33 

𝜈 0.3897
96 -5.98E-

08 
0.0001
6707 

1.0004
5 

-
4.063E
-06 

-
0.0001
436 

1.0005
7 

-
0.0140
712 

0.0065
3702 

0.9998
49 

 

 
Figure 21. Fitted results for elastic moduli of U-10 Mo using Eqn. 28 versus MD results. 



 

31 

2.3.1.3 Summary  
In summary, MD simulations were carried out to compute the elastic moduli of U-10Mo. The existing 

interatomic potentials in the literature were assessed in terms of phase stability, and a new version of ADP 
U-Mo-Xe potential developed by Beeler at al. at NCSU was used in most simulations. The elastic moduli 
of U-10 Mo depend critically on temperature and porosity, and insignificantly on bubble internal pressure 
and average bubble size. Slight hardening (i.e., increase in moduli) was observed in the simulations due to 
increasing bubble internal pressure. The effects of temperature, porosity, and bubble pressure seemed not 
to be correlated strongly with each other, allowing for the development of a reduced-order model. 
Specifically, a polynomial-based model which is the product of three 2nd order polynomials describing the 
separated effects of temperature, porosity, and bubble pressure has been fitted using the data from MD 
calculations. This model is convenient to use in engineering-scale modeling.  

2.3.2 Mesoscale Calculations of Effective Elastic Constants and Stress Fields 
2.3.2.1 Asymptotic Expansion Homogenization 

Asymptotic expansion homogenization (AEH) is a computational technique to determine the 
homogenized physical properties of heterogeneous microstructures with underlying periodicity. It has 
been successfully utilized to determine the effective thermal, mechanical, and diffusive behaviors of 
structural materials with composite microstructures [60,61]. The effective material properties can be 
determined from the properties of chosen microscale representative volume elements with periodic 
boundary conditions. In other words, the AEH technique prescribes a system of equations to compute 
homogenized material constants of the mesoscale for use at the engineering scale. A detailed derivation of 
the strong form of the governing partial differential equations of AEH for linear elasticity problems has 
been reviewed and developed elsewhere pin [62,63]. The discretized weak-form of the equations were 
implemented using the finite-element method within INL’s Multiphysics Object-Oriented Simulation 
Environment (MOOSE) framework [64].  

 
Figure 22. (Top panel) Schematic representations of the microstructure at different scales - multiscale 
(𝒙, 𝒚), representative volume element at microscale (𝒚) and homogenized macroscale (𝒙). (Bottom 
panel) Typical displacement fields illustrated at the corresponding scales [62].  

The microstructure of a linear elastic body 𝛺 is assumed to be made of a spatially periodic 
distribution of a representative volume element (RVE) region 𝑌 containing the heterogeneity. Two 
systems of coordinates can be identified as shown by the schematic in Figure 22: macroscale 𝒙, 
microscale 𝒚. The relation between the two scales of coordinates is given by 𝒚 = 𝒙/𝜖 (𝜖 ≪ 1). The 
elastic stiffness tensor can be expressed independently of the macroscale 𝒙 as 𝐶#@2<i (𝒙) = 𝐶#@2<(𝒙/𝜖) =
𝐶#@2<(𝒚); the superscript 𝜖 denotes the 𝑌-periodicity of 𝑪.  

+

+

Multiscale (x,y) Microscale (y) Homogenized (x)

=

=
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For the multiscale problem, the mechanical equilibrium condition, linear strain-displacement relation, 
and the linear stress-strain constitutive law are given by 
jk'8

9

j,'
9 + 𝑓# = 0,      𝜎#@i = 𝐶#@2<i 𝜀2<i ,       𝜀#@i =

.
+ �

jl'
9

j,8
9 +

jl'
9

j,'
9�. (29) 

Assuming the two distinct scales of spatial microstructure and its properties, the displacement field 
can be approximated using an asymptotic expansion (𝑢#i(𝒙) = 𝑢#

(7)(𝒙) + 𝜖𝑢#
(.)(𝒙, 𝒚)+…). This 

expression can be substituted in the multiscale equations to obtain expressions for the strain and stress 
tensors in terms of powers of 𝜖. It can be shown that 𝜎#@

(7) = 0, 𝜀#@
(7) = 0, and 𝜎#@i = 0, and algebraic 

manipulation of these expressions under the assumption 𝜖 → 0, together with the application of 
appropriate boundary conditions, yields the microscale fields for displacements, strains, and stresses. The 

first-order displacement field is obtained as 𝑢#
(.)(𝒙, 𝒚) = 𝜒#2<(𝒚)

jl:
(*)

j,&
(𝒙); here, 𝑢(7) is independent of the 

microscale 𝒚, and therefore, it is the global displacement field of the macroscale homogenized material. 𝝌 
is the first-order characteristic displacement field tensor whose solutions are to be determined from the 
microscale stress divergence equation 

jk'8
(;)

j\'
= 0,				𝜎#@
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The above microscale equations are homogenized by applying the averaging operator 〈∙〉n.	This yields 
the homogenized macroscale versions of equilibrium differential equation and constitutive law as 
jk'8

<

j,'
= 0,   𝜎#@o = 	𝐶#@2<o (𝑦) jl5

(*)

j,+
 (31) 

where 𝜎#@o = 〈𝜎#@
(.)〉n and 𝐶#@2<o (𝑦) = .

|n|∫ g𝐶#@2<(𝑦) T𝑰 +
jm:

5+

j\&
Uh 𝑑𝒚	

n  are the components of the 
homogenized stress and elastic stiffness tensors. 𝐶#@2<o (𝑦) is evaluated in the present work using periodic 
RVEs characteristic of the microscale U-10Mo fuel microstructures. 

The AEH approach implemented in MOOSE has been validated for standard benchmark problems for 
linear elasticity and against other homogenization techniques [64]. It was shown to yield good results 
without requiring overly fine computational meshes. 

2.3.2.2 Multi-phase-field Model  
The total grand potential Ψ of the heterogeneous microstructure of polycrystalline grains and 

secondary phase pores can be formulated as [65–67][68]  
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where 𝑏0 denotes either the bubble or void phase and 𝑚𝑖 denotes a matrix grain of index 𝑖 ranging from 0 
to 𝑝 − 1. A 𝑏0 phase is represented by 𝜂97(𝒙) = 1 and all 𝜂c#(𝒙) = 0. Similarly, the 𝑚𝑖 grain is 
represented in the region where 𝜂c#(𝒙) = 1, 𝜂97(𝒙) = 0, and 𝜂c@(@s#)(𝒙) = 0. Diffuse interfaces 
between two adjacent phases 𝛼𝑖 and 𝛽𝑗 are described by 0 < 𝜂u# , 𝜂e@ < 1. The microstructure evolves 
following the Allen-Cahn equation jq>'

j%
= −𝐿 vw

vq>'
. For the present work, starting microstructures are used 

to evaluate homogenized properties using AEH using a single time step in computation. Therefore, 
concentrations and their dependence on properties are not explicitly treated but accounted implicitly for 
simplicity. 
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The interfacial energies 𝜎c#c@ of the grain boundary and the pore surface 𝜎c#97 are defined via the 
energetic model parameters: barrier energy coefficient 𝑤, gradient energy coefficient 𝜅, and interface-
specific adjustment parameter 𝛾u#e@ (𝛼𝑖𝛽𝑗 is 𝑚𝑖𝑏0 or 𝑚𝑖𝑚𝑗). For convenience of parameterization, the 
bubble/void interfaces 𝑚𝑖𝑏0 are chosen to be symmetric (i.e., 𝜂97 = 1 − 𝜂c#). The limitation to the 
degrees of freedom available in the model parameters will determine the grain-grain interfaces 𝑚𝑖𝑚𝑗 to 
be asymmetric with 𝜂c@(@s#) ≠ 1 − 𝜂c#. Thereby, the interfacial energies (𝜎c9 = 𝜎c#97, 𝜎cc = 𝜎c#c@) 
are given by the following relationships 

𝜎c#97 = 𝑔(𝛾c#97 = 1.5)√𝜅𝑤 = √+
4 √𝜅𝑤, 𝜎c#c@ = 𝑔c𝛾c#c@d√𝜅𝑤,

 (33) 

where 𝜅 = 4
S
𝜎c9𝑙c9, 𝑤 = 1k5!

<5!
. 𝜎c9, and 𝜎cc are known from experiments/atomistic calculations, 

while the interfacial width 𝑙c9 is chosen to easily resolve the computational domain. These relations 
uniquely determine the model parameters 𝜅 and 𝑤 and the function value 𝑔c𝛾c#c@d =

√+
4
k5'!*
k5'58

. Using 

𝑔c𝛾c#c@d, the remaining unknown model parameter 𝛾c#c@ can be determined via the expression 
𝛾c#c@ = (−5.288𝑔Y − 0.09364𝑔1 + 9.965𝑔S − 8,813𝑔+ + 2.007)".. 
The phase-specific properties, viz. elastic constants, are interpolated across the diffuse interface via the 
phase switching functions, ℎc# =

q5'
)

q!*
) ?∑ q5'

)?
'@;

 and ℎ97 =
q!*
)

q!*
) ?∑ q5'

)?
'@;

. Therefore, the stiffness tensor 𝑪(𝑦) 

at any point in the domain is described by interpolating the components of bubble/void 𝑪97 and grain 𝑪c# 
as 
𝑪(𝑦) = ℎ97𝑪97 + ∑ ℎc#𝑪c#

W
#`. 	. (34) 

Using the above multiphase model, it has been demonstrated [69] that intergranular phases like 
bubbles or voids satisfy the dihedral contact angle 𝜃c9 that balances the interfacial energies of the 
intersecting interfaces via Young’s equation, cos Ty5!

+
U = k55

+k5!
. Material properties and model 

parameters used in the model are listed in Table 5. 

Table 5. Material properties and model parameters used for the PF model and effective elastic constant 
calculation. (𝑡Z , 𝑙Z , 𝐸Z) are the characteristic time, length, and energy scales used to non-dimensionalize 
the model parameters and scale them for improved numerical performance. 

 Parameters Intragranular Intergranular Reference 
Pore radius 𝑅 1 nm 150 nm  

Grain boundary energy 𝜎cc 0.5 J/m2 [70] 
Surface energy 𝜎c9 1.5 J/m2 [70] 
Contact angle 𝜃c9 160° This work 

Characteristic time 𝑡Z 0.1 s 

This work Characteristic length 𝑙Z 1 nm 
Characteristic energy 𝐸Z 10 GPa 64 GPa 

Temperature 𝑇 500 K 
Barrier energy 𝑤 180 × 10Y J/m3 1.5 × 10Y J/m3 

This work 

Gradient energy 𝜅 5.62 × 10".7 J/m 6.75 × 10"Y J/m 

Adjustment factors 
𝛾c#c@ 0.5522 
𝛾c#97 1.5 

Grain boundary width 𝑙cc 0.78 nm 93.4 nm 
Surface width 𝑙c9 0.5 nm 60 nm 

Lattice molar volume Ωc 14 × 10"1 m3/mol  
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 Parameters Intragranular Intergranular Reference 
Kinetic mobility 𝐿 1.5 × 10".. m3/(J-s) This work 

Elastic constants of cubic 
U-10Mo crystal 

𝐶..c 140.2	GPa 
Sec. 2.3.1 𝐶.+c 89.6 GPa 

𝐶SSc  38.7 GPa 

Elastic constants of gas 
bubble 

𝐶..9  13 GPa 0.01 GPa 
Calculated 
from [30] 𝐶.+9  13 GPa 0.01 GPa 

𝐶SS9  10"4 GPa 10"4 GPa 
 

2.3.2.3 Elastic Constants of Grains, Voids, and Gas Bubbles 
Elastic constants for single crystal 𝛾-U-10Mo grain are parameterized from MD calculations. At 500 

K, the three independent components of the cubic crystal structure are (𝐶.., 𝐶.+, 𝐶SS) =
(140.2, 89.6, 38.7) GPa. The full elastic stiffness tensor 𝑪c7	for this single crystal is given by 

𝑪c7 =

⎣
⎢
⎢
⎢
⎢
⎡
𝐶.. 𝐶.+ 𝐶.+
𝐶.+ 𝐶.. 𝐶.+
𝐶.+ 𝐶.+ 𝐶..

0			 0			 0			
0			 0			 0			
0			 0			 0			

0				 0			 0			
0				 0			 0			
0				 0			 0			

𝐶SS 0			 0				
0 𝐶SS 0				
0 0		 𝐶SS⎦

⎥
⎥
⎥
⎥
⎤

	. (35) 

The grain orientation-dependence in a U-10Mo polycrystal is modeled by randomly rotating the 
stiffness tensor of 𝑪c7 and generating 𝑪c#(#s7) for the remaining grains in the microstructure  

𝑪c# = 𝑹# . 𝑹# . 𝑪c7. 𝑹#3 . 𝑹#3 , (36) 

where 𝑹 is the rotation matrix defined in terms of (𝜓, 𝜃, 𝜙), which are the Euler angles for the sequence 
of axis-rotations, with 𝜓 being the first rotation about the z-axis, 𝜃 being the rotation performed about the 
new y-axis, and 𝜙 being the final rotation performed about the new z-axis. For a two-dimensional 
microstructure, only the first rotation via 𝜓 is performed. 

The void phase (zero-fission-gas concentration) is considered to offer negligible elastic resistance. 
For the sake of numerical stability and convergence of the computation, the elastic constants are set a 
negligible but non-zero value of 𝐶.. = 𝐶.+ = 𝐶SS = 10"4. 

The Xe gas bubble phase is considered to offer finite elastic resistance under compressive load, but a 
negligible resistance under shear and all other loading conditions. This description assumes that Xe is 
present in the pores in the gaseous phase, which is expected, except at very large gas pressures. The bulk 
modulus 𝐾 is the only relevant elastic constant and is anticipated to have a non-trivial dependence with 
gas pressure 𝑃B. To obtain quantitative estimates for 𝐾 over a wide range of pressures, Ronchi’s EOS [30] 
is employed. This EOS is was found to be valid over a wider range of pressures (especially higher) 
compared to the Van der Waals EOS and was shown to be well-suited for PF simulations [71,72]. From 
the data provided by Ronchi for Xe at 500 K, 𝑃B𝑣c = 𝑍c𝑃Bd𝑅𝑇, where 𝑍c𝑃Bd is the compressibility 
function that can be fit with the data of 𝑃B. The 𝑍 − 𝑃B data for 𝑃B < 5 GPa and 𝑃B > GPa were fit to two 
third-order polynomials to obtain good fits over the entire data range; the agreement with original data is 
shown in Figure 23a. The obtained polynomial fits are 𝑍c5 < 𝑃B < 50	GPad = 6.001 + 5.183𝑃B −
0.02726𝑃B+ + 0.00025𝑃B4 and 𝑍c0.01 < 𝑃B < 5	GPad = 0.6959 + 9.007𝑃B − 1.194𝑃B+ + 0.1313𝑃B4. 
Analytic expressions for 𝑣cc𝑃Bd were obtained for the fits, which were subsequently used to generate 
numerical data for 𝐾(𝑃B) using 
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𝐾c𝑃Bd = −𝑣cc𝑃Bd ¼
=R5z{3|
={3

½
".
. (37) 

The gas concentration in the bubble is defined as the ratio of the gas molar volume 𝑣c and the molar 
volume of the lattice site vacancy or atom Ωc, and is obtained as 𝑐Bc𝑃Bd =

w5
R5

= w5{3
}({3)!3

. Furthermore, 

for simplicity, the gas bubbles are treated to be at mechanical equilibrium with the surrounding matrix. 
This condition is satisfied when the outward force exerted by gas pressure on the pore surface exactly 
balances the inward force exerted by the surface tension of a given pore radius. From the Young-Laplace 
equation, the equilibrium radius-gas pressure relationship 𝑅*~ − 𝑃B is obtained as 𝑅	(𝑃B) =

+k5!
{3

.  

       
(a) (b) 

         
(c) (d) 

Figure 23. Xe gas bubble properties extracted from the Ronchi EOS at 500 K [30]. (a) The 
compressibility function 𝑍(𝑃B) is fit to two polynomials for 𝑃B < 5 GPa and 𝑃B > 5 GPa. The data from 
the fit is plotted (in a log-log scale) against that from Ronchi; (b) bulk modulus as determined from the fit 
as a function of equilibrium gas bubble size; (c) equilibrium gas concentration for various bubbles sizes; 
(d) gas pressure as a function of gas bubble concentration in U-10Mo. Calculations of equilibrium radius 
is shown for different values surface energies 𝜎c9. 
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Using Figure 23, 𝐾 for a given equilibrium gas bubble radius is determined for the model. In order to 
parameterize the components of the gas bubble’s elastic stiffness tensor 𝑪97, the stress-strain constitutive 
relation for an isotropic material is first invoked as 𝝈 = 𝜆	tr(𝜺)𝑰 + 2𝐺𝜺, where 𝐾 = 𝜆 + +

4
𝐺. Setting 𝐺 ≈

0 and the diagonal components of the stress as −(𝑃 − 𝑃;), yields −(𝑃 − 𝑃;)𝑰 = 3𝜆𝜀22𝑰, which is 
equivalent to the defining expression for bulk modulus given by (𝑃 − 𝑃;) = −𝐾Θ; where Θ = �V

V%
= 3𝜀22 

is the volumetric strain and 𝑃; is the reference pressure. Therefore, the above constitutive equation is used 
to set the components of 𝑪97 as 

𝑪97 =

⎣
⎢
⎢
⎢
⎢
⎡
𝐾 𝐾 𝐾
𝐾 𝐾 𝐾
𝐾 𝐾 𝐾

0							 0		 					0
0						 0		 					0
0						 0		 					0

0 0 0
0 0 0
0 0 0

10"4	 0	 0
0	 10"4 0
0	 0 10"4⎦

⎥
⎥
⎥
⎥
⎤

	 (38) 

2.3.2.4 Effective Elastic Constants Calculations  
The multi-PF model was used to describe the elastically heterogeneous microstructure, and the AEH 

model was employed to evaluate the effective stiffness tensor 𝑪o . Validation of the model was performed 
on polycrystal 𝛼-U by comparing the AEH calculation obtained from the present PF-AEH integrated 
model with that performed on a microstructure defined over a conventional (non-PF) finite-element 
domain. Elastic constants of the orthorhombic single crystal (𝐶.., 𝐶.+, 𝐶++, 𝐶SS) = (299, 132, 231, 59) 
GPa were used. The effective constants for the polycrystal were obtained as (𝐶..o , 𝐶.+o , 𝐶++o , 𝐶SSo ) =
(292.6, 127, 272, 72.2)	GPa, which agrees with the values reported from finite-element microstructures 
reported in [59].  

For the evaluation of effective constants for 𝛾-U-10Mo, a polycrystal microstructure (as shown in 
Figure 24) was generated using a random Voronoi tessellation algorithm. AEH calculations were 
performed for a different number of grains in the periodic representative volume cell and with different 
randomly generated rotation angles for the crystal/stiffness tensor orientations. A cell with 36 grain 
orientations was found to yield effective elastic constants that satisfied the isotropic elasticity criteria 
𝐶..o − 𝐶.+o − 2𝐶SSo ≈0, which is expected from a non-textured polycrystal microstructure. Cells with a 
lower number of grains were found to yield 𝐶..o − 𝐶.+o − 2𝐶SSo > 0.5 GPa and therefore not considered. 
The computational cost with the larger number of grains was optimized by employing only 10 non-
overlapping grain order parameters in the PF model. Using the single crystal reference orientation 
constants (𝐶.., 𝐶.+, 𝐶SS) = (140.2, 89.6, 38.7) GPa, the effective constants for the polycrystal are 
(𝐶..o , 𝐶.+o , 𝐶SSo ) = (146.4, 83.3, 31.2) GPa. The single-crystal elastic constants were obtained from MD 
calculations and are reported in Section 2.3.1. The computational interface width was varied up to 1/10th 
of the average grain size—compared to a very sharp interface; this resulted in a minor and negligible 
decrease (by less than 1.5%) in the effective constants.  

In order to efficiently perform AEH calculations using a single timestep computation, the 
representative PF domain needs to be initialized to the required microstructure of pore-grain morphology 
and distribution. For this purpose, subroutines were developed in a MOOSE-based application to generate 
the PF microstructures for intergranular and intragranular pores. The intergranular pore distribution 
(Figure 24a) is generated by specifying the pore size, number density, and the contact angle of the 
lenticular pore. The intragranular pore distribution (Figure 24b) is generated by specifying the size, 
number density, and denuded zone width across the grain boundary. The cubic elastic constants for the 
void phase are set to a negligible finite value (𝐶.. = 𝐶.+ = 𝐶SS = 10"4) while those for gas bubble phase 
are set to 𝐶.. = 𝐶.+ = 𝐾, 𝐶SS = 10"4. Figure 24c shows the heterogeneous variation in the elastic 
constants 𝐶SS for the void. 
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(a) (b) (c) 

Figure 24. PF polycrystal microstructures for assessing effective elastic constants for (a) intergranular 
pores and (b) intragranular bubbles. (c) Heterogeneous elastic constants 𝐶SS for microstructure with 
intergranular voids. 

AEH calculations were performed for intergranular voids of 150 nm radius distributed in 
microstructures with an average grain size of 1, 2.5, and 5 𝜇m. Such microstructures are observed 
experimentally at higher burnups and post recrystallization of grains [27,39]. Figure 25 shows the 
degradation in the effective constants as a function of void volume fraction (relative to the void-free 
polycrystal) and for a given average grain size. The following trends are observed: (i) for a given pore 
volume fraction, larger grains exhibit greater GB coverage fraction, and therefore, show greater 
degradation in the effective constants; (ii) for smaller grains, GB saturation is reached at a larger pore 
volume fraction; however, the corresponding degradation is significantly lower compared to the saturated 
larger grains. These results indicate that both volume fraction and GB coverage are important parameters 
to quantify elastic property degradation. A case study was performed to look at the importance of GB 
coverage of the lenticular morphology of intergranular pores. Lenticular pores with the same number 
density and volume as that of equivalent circular pores exhibited up to 4% lower effective constants. 
Therefore, the accuracy/uncertainty of the AEH calculations will depend on the accurate representation of 
grain-pore morphology, in addition to the accuracy of grain and pore phase elastic constants. 

AEH calculations for the Xe gas bubble distribution in the polycrystal were performed, with the bulk 
modulus values obtained from the fit to the Ronchi EOS. Since the gas bubbles have finite 𝐶.. = 𝐶.+ =
𝐾, in contrast to the vanishing value for voids, the degradation in these constants is expected to be lower 
for higher gas concentration. The effective constants obtained for 1 nm and 150 nm pore sizes are 
contrasted for a void (zero gas concentration) and an equilibrium gas bubble in Table 6. The number 
densities and volume fractions used for the current calculations were taken from a similar study [73] 
focused on assessing the effective thermal conductivity degradation in U-10Mo. 

10!"
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(a) (b) (c) 

Figure 25. Effective elastic constants for polycrystalline microstructure with 150 nm intergranular voids, 
calculated as a function of void volume percent for different grain sizes. 

Table 6. Effective constants for polycrystal with equilibrium gas bubbles parameterized using the bulk 
modulus from Ronchi’s EOS and compared against voids. 

 
 

2.3.2.5 Effect of Interfacial Stress and Gas Pressure 
In addition to the bulk elastic stresses defined via linear elasticity, 𝝈c = 𝑪c: 𝜺c, additional stress 

contributions generated by the pore-matrix interface 𝝈c9:%  and gas pressure 𝝈9{	need to be incorporated to 
model the stress state across microstructure. For this purpose, the Voigt-Taylor scheme is utilized to 
define the phase stress tensors and their interpolation across the diffuse interface [74]. The mechanical 
equilibrium condition is given by 

∇. 𝝈 = ∇. [ℎc𝝈c + ℎ9𝝈9 + 𝝈c9:% ] = 0 (39) 

Assuming that the surface tension is of the same magnitude as the surface energy, the surface tension 
for the multi-order parameter (𝜂c7, 𝜂97) interface can be derived as [75]  

𝝈c9:% = T𝑤	𝜓(𝛾c9) +
t
+
|∇𝜂c7|+ +

t
+
|∇𝜂97|+U 𝑰 − (𝜅∇𝜂c7⨂∇𝜂c7 + 𝜅∇𝜂97⨂∇𝜂97) (40) 

where 𝜓(𝛾c9) is the non-gradient contribution to the potential energy defined in the integrand of the 
functional Ψ in Eqn. 29. At steady state, the above expression reduces to the interfacial energy 𝜎c9 and 
acts tangentially along the interface. The surface tension exerts a force ∇. 𝝈c9:%  that is proportional to 𝜎c9 
and the curvature of the interface and acting in the direction normal to the interface. In the presence of gas 
within the pore, an outward dilatational stress should be exerted by the gas atoms. This contribution 𝝈9{ =
−𝑃B��b(𝑐B)𝑰 is defined using the pressure-concentration relationship 𝑃B��b(𝑐B) derived from the Ronchi 
EOS. Therefore, 

𝝈9 = 𝑪9: 𝜺9 − 𝑃B��b(𝑐B)𝑰 (41) 
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where the elastic constants in 𝑪9 are assumed to be negligible for simplicity, with a very small non-zero 
value to ensure continuity of the displacement fields. The negative sign in the second term corresponds to 
the compressive stress that the bubble pressure exerts on the surrounding matrix. If the outward force 
exerted by the gas pressure on the bubble interface is sufficiently high, it can balance the inward force due 
to the surface tension.  

The model is demonstrated via 2D (𝑑 = 2) simulation in Figure 26 for a void and an equilibrium gas 
bubble of 1 nm radius in polycrystalline, isotropic U-10Mo matrix. Natural boundary conditions are 
employed for the simulation. The void is seen to exert a tensile stress component 𝜎,, in the surrounding 
matrix radially along the 𝑥 direction. On the other hand, for the equilibrium gas bubble, the gas pressure 
exactly balances the surface tension 𝑃B

*~ = (=".)k5!
!

, and therefore, no tensile or compressive stress 
component 𝜎,, is observed within the matrix. The stress fields are better demonstrated by solving the 
problem in spherical coordinates, which are also representative of three-dimensions (𝑑 = 3). The 
solutions of radial 𝜎&&, tangential Å𝜎yy , 𝜎��Æ and hydrostatic 𝜎X =

.
4
c𝜎&& + 𝜎yy + 𝜎��d stress fields are 

plotted in Figure 27 for the various scenarios of a 1 nm intragranular pore: (a) void, (b) equilibrium Xe 
gas bubble, (c) underpressurized Xe gas bubble, and (d) over-pressurized Xe gas bubble. To validate the 
implementation, the simulated solutions are compared with analytic solutions, which are represented by 
𝜎'$ and plotted as dashed lines. Assuming isotropic elasticity and a sharp pore-matrix interface, the 
analytic stress fields within the bulk regions are derived following the general procedure outlined in 
[76,77]. 

For 𝑟 < 𝑅, 𝜎&& = 𝜎yy = 𝜎�� = −	 4�!
S55?4�!

T+k5!
!

− 𝑃BU − 𝑃B. (42) 

For 𝑟 > 𝑅, 𝜎&& =
S55

S55?4�!
T+k5!

!
− 𝑃BU

!7

&7
,  

𝜎yy = 𝜎�� = − +55
S55?4�!

T+k5!
!

− 𝑃BU
!7

&7
. (43) 

In the above equations, 𝐺c and 𝐾9 are the shear modulus of the matrix and the bulk modulus of the 
pore, respectively. We assume 𝐾9 = 0 to obtain simplified solutions. Within the bulk regions beyond the 
diffuse interface width 𝑙c9, i.e., 𝑟 > 𝑅 + <5!

+
 and 𝑟 < 𝑅 − <5!

+
, the stress fields from the PF simulations 

match exactly with that from the analytic solutions. Furthermore, from the solutions to the equilibrium 
gas bubble, we numerically evaluate the difference between the tangential and radial stress distribution as 
∫ (𝜎yy − 𝜎&&)
?�
7 = 𝜎c9 and confirm that the magnitude of the interfacial energy 𝜎c9 is recovered 

exactly. From the results in Figure 27, we can draw the following observations:  

1. A void generates tensile radial stress field 𝜎&& =
+k5!!)

&7
 within the matrix. The pressure difference 

between the matrix and void phase is zero, Δ𝑃X ≈ 0. 

2. A Xe gas bubble with equilibrium concentration (≈0.49 for 1 nm radius) provides the pressure 
necessary to exactly balance the surface tension, 𝑃B

*~ = +k5!
!

 (= 3 GPa) and therefore 𝜎&& = 0 within 
the matrix phase. The pressure difference between the phases is Δ𝑃X = 𝑃B

*~. 

3. An underpressurized gas bubble with concentration less than the equilibrium value results in a tensile 
radial stress 𝜎&& = T+k5!

!
− 𝑃BU

!7

&7
> 0 since 𝑃B	 < 𝑃B

*~.  

4. An over-pressurized gas bubble with concentration greater than the equilibrium value generates a 
compressive radial stress 𝜎&& < 0 within the matrix since 𝑃B	 > 𝑃B

*~.  
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5. In all of the above cases (irrespective of the surface tension and the pressure within the pore), the 
hydrostatic pressure within the matrix vanishes (i.e., 𝑃X = −𝜎X = 0), which is consistent with the 
analytic solution obtained using Eq. 43. A slight shift in the stress fields of the over-pressurized and 
underpressurized bubbles is expected if the assumption 𝑪9= 0 and 𝐾9 = 0 is relaxed to realistic gas 
bubble values. 

  
(a) (b) 

Figure 26. Stress distribution of the component 𝜎,, for a intragranular pore of 1 nm radius in a 2D 
system. (a) Void (zero gas pressure). (b) Equilibrium Xe gas bubble. 

−0.73

0

0.1

0.2

0.3

0.38
!!! (GPa)

−1.5
−1

0

0.1

0.3
0.38

0.2

!!! (GPa)



 

41 

  
(a) (b) 

  
(c) (d) 

Figure 27. Radial, tangential, and hydrostatic stress fields across the pore-matrix interface for 
intragranular pore of 1 nm radius in the isotropic U-10Mo matrix. Dashed lines are the analytic solutions 
of the stress fields within the bulk derived under the sharp-interface assumption. (a) Void with zero gas 
pressure, 𝑃B = 0. (b) Xe gas bubble with equilibrium pressure, 𝑃B = 3 GPa. (c) Underpressurized bubble 
with 𝑃B = 1 GPa. (d) Over-pressurized bubble with 𝑃B = 5 GPa. 

2.3.2.6 Summary 
The AEH method for linear elasticity theory was employed in this study to allow evaluations of 

effective elastic constants for U-10Mo fuel microstructures representative of different FDs during fuel 
burnup. The interfacial energies and the elastic heterogeneity of the polycrystalline U-10Mo with inter- 
and intragranular voids and gas bubbles were modeled using a multi-PF grand potential model combined 
with linear, small-strain mechanics. The cubic elastic constants for single crystal U-10Mo were informed 
from atomistic calculations. The properties of Xe gas were extracted from the data and EOS by Ronchi 
[30,72]. This EOS was used to derive the bulk modulus data required for quantitative AEH calculations. 
Furthermore, the EOS was used along with the Young-Laplace equation to derive properties of the 
equilibrium bubble phase, viz. gas pressure, concentration, and bubble size. To enable efficient AEH 
calculations, subroutines were developed to generate representative microstructures with intragranular 
and lens-shaped intergranular voids. The results of AEH calculations showed a strong degradation in 
elastic constants with an increase in void and gas bubble volume fraction and grain boundary coverage. 
The effective constants in shear 𝐶SS were found to be identical for both void and bubble microstructures, 
whereas the effective 𝐶.. and 𝐶++ were significantly lower for microstructures with void (as compared to 
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equilibrium bubbles) due to the absence of gas pressure resisting compression. In order to model the 
effect of gas more physically, we developed a model accounting for the surface tension and the additional 
gas pressure in the bubble. The results show that surface tension effects can be strong for the nanometer-
sized intragranular voids, and large equilibrium gas concentrations can provide the necessary pressure in a 
bubble to balance the surface tension effects. 

The present study demonstrated the utility of the AEH-PF modeling technique to obtain crucial 
insight into the degradation of the overall properties of the fuel. For simplicity, we neglected the explicit 
concentration-dependence, generation of fission products and their reactions, and diffusive evolution of 
the microstructure. However, the model can be extended further to enable more accurate representations 
of the fuel microstructure during burnup. For instance, chemical potential dependence can be added to the 
grand potential model to study the effect of gas concentration on stress fields (and vice-versa). In addition 
to providing mechanistic insight, the developed AEH-PF modeling technique provides homogenized 
material property information that can be used by larger-scale engineering models. 

2.4  Fracture Toughness in Monolithic U-10Mo Fuel 
To minimize the interaction between the U-10Mo fuel and the Al-alloy matrix, in the monolithic fuel 

design, a Zr diffusion barrier is added between the fuel and the matrix. Consequently, an interaction zone 
forms between U-10Mo and Zr, referred to as the UMo-Zr interaction zone [78], and grows during 
irradiation. At high burnups, fracture develops in the fuel plate, primarily in a region with high density of 
gas bubbles along the interface between the different sublayers in the interaction zone [1]. This indicates 
potential degradation in fracture stress either in the U-10Mo fuel or in the interaction zone, or both. This 
section focuses on the degradation in fracture properties induced by gas bubbles in U-10Mo fuel (21.8% 
in atomic percent) and in the UMo-Zr interaction zone. The change in fracture properties in bulk U-10Mo 
fuel is calculated using MD simulations. The change in fracture properties in the UMo-Zr interaction zone 
is simulated using the PF fracture method [79][80], with the model implemented in MOOSE [81]. The 
objective of this work is to elucidate the effect of gas bubbles, in terms of gas bubble size, density, and 
connectivity on fracture initiation and propagation in U-10Mo fuel and the interaction zone.  

2.4.1 MD Simulations of Mechanical Deformation in U-10Mo Bicrystal 
The possible fracture propagation along GBs in U-10 Mo was studied using MD simulations with the 

ADP U-Mo-Xe potential discussed in Section 2.3.1. Here, Mo atoms with 21.8 atomic percent were 
randomly mixed with U atoms to create bcc U-10Mo in solid solution. A bicrystal model as shown in 
Figure 28 was adopted, with an oval through-void/bubble (referred to as bubble) in the middle. Periodic 
boundary conditions were applied along all three directions, meaning that there was another GB at the 
top/bottom of the simulation cell in Figure 28. Three different types of GBs, <110> symmetric tilt (ST) 
Σ3, Σ9, and Σ11 were simulated to investigate the effects of GB character and loading geometry. Three 
different GVratios (0.0, 0.1, and 0.25) were simulated by introducing different amount of gas atoms into 
the notch (a through bubble) to represent different bubble internal pressure. After relaxing the simulation 
cells using zero-stress boundary conditions, uniaxial tension was applied along the GB normal direction, 
with a strain rate of 108/s, which is extremely high compared to experimental tensile conditions but 
typical in MD simulations. Zero-stress boundary conditions were kept for the other two directions during 
loading. Up to 50% engineering strain was reached in the simulations. The temperatures were kept at 300 
K, 600 K, and 900 K during the loading period. For postprocessing, the stress-strain curves were obtained 
by averaging the virial atomic stress. The deformation mechanisms were extracted using the dislocation 
extraction algorithm implemented in Ovito [82]. 
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Figure 28. Schematic of bicrystal model under uniaxial tension. An oval through notch (the bubble) is 
created on the GB in the middle. The atoms are colored by atomic stress showing that without gas atoms 
introduced in the bubble, stress concentration develops at the intersection of bubble and grain boundary. 

As shown in Figure 29, under uniaxial tension, U-10 Mo was deformed by plastic deformation 
without fracture propagation, as indicated by the sawtooth shaped stress-stain curves. Following the initial 
elastic deformation, significant stress drop was induced by initiation of plastic events such as dislocation 
emission or twinning, which will be described later. Recovery of stress took place once the dislocations or 
twinning has reached the other GB. The same process repeated with up to 50% engineering strain without 
fracture propagation, suggesting that bulk U-10Mo is very ductile.   

 
Figure 29. Stress-strain curves for simulations with <110> symmetrical tilt (ST) Σ3, Σ9, and Σ11 GBs, 
showing ductile behavior via plastic deformation without fracture. 

It can be seen that an increasing temperature softens U-10Mo by comparing the stress-strain curves at 
600 K and 900 K. The elastic modulus, represented by the slope of the stress-strain curve in the elastic 
range, decreased with increasing temperature for all three cases. This is consistent with the temperature 
dependence obtained in bulk U-10Mo in the previous section. The yield strength, which is the first peak 
in stress following the elastic range, also decreased with increasing temperature. It is also interesting to 
see that increasing bubble pressure hardens U-10Mo by increasing both the elastic modulus and the yield 
strength without reducing the ductility. Very similar stress-strain curves were obtained with (GV=0.25) 
and without (GV=0.0) Xe gas atoms.  
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Figure 30. Snapshots of the atomic configurations showing dislocation emission from GBs in the 
simulation cell with <110> ST Σ3 GBs with a GV ratio of 0.25. The green lines are 1/2<111> dislocations 
and the purples lines are <100> dislocations. 

The deformation process of the <110> Σ3 simulation cell is described in Figure 30. The plastic 
deformation was mainly mediated by ½ <111>/{110} slip. Laterally, junctions of dislocations with the 
<100> Burgers vector have also been identified. Interestingly, most dislocations are not emitted from the 
intersection of the bubble and the GB, which is supposedly a location for stress concentration and 
preferential dislocation emission. The region around the bubble surface, about 1 nm in thickness, was 
found to become disordered due to bubble pressure. Different relaxation procedures have been attempted 
during preparing the simulation cells, and such a disordered region occurred in all cases. Another 
surprising observation is that the Xe gas atoms developed a shelled configuration, with a center hole in 
the notch. As Xe gas atoms are expected to repel each other and occupy open space whenever possible; 
the formation of a center hole requests some further assessment of the potential.  

 
Figure 31. Snapshots of the atomic configurations in the simulation cell with <110> ST Σ9 GBs with a 
GV ratio of 0.25. The deformation is dominated by twinning. 
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The deformation process of the <110> Σ9 simulation cell is described in Figure 31. Different than 
that for the case of <110> Σ3 bicrystal, the plastic deformation for the <110> Σ9 bicrystal was dominated 
by deformation twinning. In bcc crystals, deformation twinning takes places by .

1
<111> slip on adjacent 

{112} planes [83] with the twin boundaries on the {112} plane. Twinning was found to initiate from both 
bubble surfaces and GB regions away from the bubble, again showing no preferential nucleation at the 
bubble and GB intersection.    

The deformation process of the <110> Σ11 simulation cell is described in Figure 32. In this case, both 
deformation twinning and dislocation emission were identified with the former being dominant. Again, 
twinning and dislocations could be emitted from both the bubble surface and the GB, with no preferential 
nucleation at the bubble and GB interaction. Similar to the cases of <110> Σ3 and Σ9 bicrystals, the Xe-
bubble surface became disordered, with a center hole free of gas atoms that formed in the middle of the 
bubble.   

 
Figure 32. Snapshots of the atomic configurations in the simulation cell with <110> ST Σ11 GBs with a 
GV ratio of 0.25. The deformation is mediated by both twinning and dislocation slip. 

The different deformation modes characterized in the above simulations can be understood by 
calculating the maximum Schmid factor for the < 111 >/{110} and the < 111 >/{112} slip systems, 
which are responsible for dislocation slip and twinning, respectively. The Schmid factor is defined as  

𝑆 = cos𝜙 cos 𝜆 (44), 

where 𝜙 is the angle between the loading direction and the slip plane normal, and 𝜆 is the angle between 
the loading direction and the Burgers vector; it is essentially the ratio of the resolved shear stress over the 
applied stress. Due to the periodic boundary condition, not all slip systems are available. Specifically, 
only slip planes that are parallel to the tilt axis of the bicrystal, < 110 > here, are compatible with the 
periodic boundary condition and can be activated. Here, the maximum Schmid factors were calculated for 
the available slip systems only and compared in Figure 33.   

For the Σ3 bicrystal, the < 111 >/{110} slip system has a higher maximum Schmid factor, 
indicating dislocation slip is favored over twinning, consistent with the results shown in Figure 30. While 
for the Σ9 bicrystal, the maximum Schmid factor for the < 111 >/{112} slip system is much higher than 
that for < 111 >/{110}, indicating twinning is favored, consistent with the results shown in Figure 31. 
The < 111 >/{112} slip system also has a much higher maximum Schmid factor than < 111 >/{110}, 
although the difference is not as large as for the Σ9 bicrystal. Accordingly, the plastic deformation for the 
Σ11 bicrystal was still primarily via deformation twinning, with limited dislocation slips, as shown in 
Figure 32. These results indicate that the deformation modes in U-10Mo are consistent with the Schmid 
law overall, although it has been well known that the Schmid law may be violated in bcc crystals.  
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Figure 33. Comparison of maximum Schmid factors for <111>/{110} slip system for dislocation and 
<111>/{112} slip system for twinning in the simulation cells with <110> ST Σ3, Σ9, and Σ11 GBs. Slip 
systems that are not compatible with the periodic boundary conditions are ignored. 

2.4.1.1 Summary 
U-10Mo was found to be very ductile under uniaxial tension by MD simulations adopting the 

bicrystal model. No fracture propagation along GBs was observed with up to 50% engineering strain. 
Considering that the extremely high-loading rate in MD simulations usually facilitates fracture, the ductile 
nature of U-10Mo indicated by the MD simulations seems to be convincing. To the author’s knowledge, 
there has been no experimental observations of fracture in U-10Mo. Three plastic deformation modes 
were identified depending on the loading orientation: (i) < 111 >/{110} dislocation slip, (ii) < 111 >
/{112} deformation twin, and (iii) their combinations, respectively. Overall, the selection of deformation 
mode was found to be consistent with the Schmid law. Increasing temperature softens U-10Mo, 
decreasing both the elastic moduli and yield strength. Increasing bubble pressure hardens U-10Mo, 
increasing both the elastic moduli and yield strength.  

Further assessment of the interatomic potential is suggested by two specific observations. First, the 
bubble surface became disordered after relaxation at finite temperatures. This led to release of the stress 
concentration at crack tips, which was partially responsible for the absence of fracture propagation. The 
second is the formation of a center hole in gas bubbles, likely caused by attractive instead of repulsive 
interaction between metal atoms (U and Mo) with Xe. Attention is needed to identify possible 
deficiencies in current interatomic potentials and to improve the accuracy of MD to maximize the 
usefulness of atomistic data in engineering-scale modeling.   

The absence of fracture propagation in U-10Mo has some interesting implications on the fracture 
observed in the UMo-Zr interaction zone at high burnups [84]. The appearance of fracture may be caused 
by three possible reasons:  

1. Extremely high gas bubble coverage or gas bubble density. At extremely high bubble density, bubbles 
are very close to each other, so that the stress in regions between bubbles are substantially higher than 
in other regions, leading a necking effect. The bubbles may grow by emission and propagation of 
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dislocations until they coalesce with each other, causing the failure of the fuel matrix. This effect will 
be further studied by MD simulations.  

2. Creep damage at stress levels lower than the yield stress. Instead of having cleavage fracture, creep 
damage may occur and manifest itself as bubble growth. Such creep damage is expected to occur in 
regions with high bubble densities due to the higher stress in regions between bubbles. Creep damage 
will grow until complete failure takes places. This will be further evaluated using PF fracture.   

3. Phase separation in the UMo-Zr interaction zone. As has been shown in the literature [84], different 
phases develop in the interaction zone, with a U enriched zone, likely in the alpha-U phase. This zone 
also features the highest bubble density, probably because of the higher FD caused by the locally 
higher U concentration. Therefore, fracture is actually in the alpha-U phase or along the phase 
interfaces, which are usually weak point in materials, instead of in the U-10Mo matrix. This will also 
be studied further using both MD and PF fracture.  

It should be noted that the above three mechanisms are not mutually exclusive, they may in fact 
operate together and the failure of the UMo fuel matrix may be caused by their compounding effect.      

2.4.2 Phase Field Fracture 
2.4.2.1 Methodology 

The PF brittle fracture model is adopted from [79,80]. The damage parameter in the PF model is non-
smooth and is described by an exponential function 

𝑐(𝑥) = exp T− |,|
<
U 	𝑓𝑜𝑟 −∞ < 𝑥 < ∞ (45) 

where the diffuse crack profile is governed by the diffuse crack width l.  

The damage variable, c, evolves to minimize the total free energy in the system. During crack 
initiation and propagation, elastic energy is released in the form of fracture energy, and the total free 
energy can be described by 

Ψ%;%'< = Ψ*<':%#Z +Ψ8&'Z%l&* (46) 

The elastic energy release is defined as 

Ψ*<':%#Z = ∫ 𝜓𝑑Ωw  (47) 

where 𝜓 is the elastic energy density of the material. The elastic energy density 𝜓 is generally split into 
the tensile, 𝜓?, and compressive, 𝜓", parts as 

𝜓 = 𝑔(𝑐)𝜓? + 𝜓" (48) 

where 𝜓? is the portion of the energy density that contributes to the crack propagation while 𝜓" does not. 
In the present study, due to the nature of the loading condition considered, the decomposition of elastic 
energy density is turned off. Therefore, both the compressive and tensile stress relief due to fracture 
propagation is considered. 𝑔(𝑐) is a degradation function that removes 𝜓 within a crack and is defined by 

𝑔(𝑐) = (1 − 𝑐)+(1 − 𝑏) + 𝑏 (49) 

where 𝑏 ≪ 1 is a numerical parameter that ensures positive definiteness of the system when 𝑐 = 1.	 

The surface energy of the crack can be described as 

Ψ8&'Z%l&* = ∫ 𝐺Z𝛾𝑑Ωw  (50) 

where 𝐺Z is the crack surface energy, and 𝛾 is the crack surface density function per unit volume 

𝛾(𝑐, ∇𝑐) = .
+<
𝑐+ + <

+
|∇𝑐|+ (51) 
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The total free energy can be rewritten as 

Ψ%;%'< = Ψ*<':%#Z +Ψ8&'Z%l&* (52) 

Ψ%;%'< = ∫ 𝜓𝑑Ωw + ∫ 𝐺Z𝛾𝑑Ωw  (53) 

Ψ%;%'< = ∫ 𝑔(𝑐)𝜓𝑑Ωw + 𝐺Z ∫ T .
+<
𝑐+ + <

+
|∇𝑐|+Uw  (54) 

Taking the variations of the total energy, the governing equation can be written as 
=Z
=%
− .

q �
=B(Z)
=Z

𝜓 + 5A
<
𝑐 − ∇. (𝐺Z𝑙∇𝑐)� = 0 (55) 

∇. (𝑔(𝑐)𝜎) = 0 (56) 

Due to the irreversibility of the damage (i.e., that crack do not heal once initiated), the maximum 
value that 𝜓 experienced at a given location, [𝜓]c',, is used throughout the simulation.  

Assuming the evolution of c to be quasistatic 
=B(Z)
=Z

[𝜓]c', +
5A
<
𝑐 − ∇. (𝐺Z𝑙∇𝑐) = 	0 (57) 

∇. (𝑔(𝑐)𝜎) = 0 (58) 

2.4.2.2 Simulation Set Up 
The geometry for the simulation is designed to capture the correlation between critical fracture stress 

with bubble size, density, alignment, and gas pressure. According to previous experimental data [78], the 
interaction between U-Mo/Zr forms several sublayers with varying U compositions (Figure 34). These 
sublayers have different mechanical properties, and the SEM image of the irradiated sample showed 
variable bubble density across the interface [84]. The varying size and density of the bubbles may 
correlate to the U contents within the layers. Thus, a simulation domain has been designed (Figure 35) 
with three sublayers (UZr2, U-Mo with U enriched, and U-Mo with low U) that have different mechanical 
properties and bubble distributions.  

 
 

 
 

 

 

Sublayers [78] Composition profile Simulation domain 
Figure 34. Electron image and composition profile of sublayers across U-Mo/Zr interface and the planned 
simulation domain. 
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Bubble location Simplified Simulation Domain Bubble density relative to 
the location 

Figure 35. Bubble morphology from experiments and the proposed simulation cell design. 

2.4.2.3 Preliminary Results 
The model adopted for the analysis was tested with a simple geometry and with a single preinitialized 

bubble. For testing the model, several conditions have been simulated which are depicted in Figure 36–
Figure 38 to demonstrate the capability. The 2D fracture initiation from a single gas bubble is shown 
Figure 36, and that from a random distribution of gas bubbles is shown in Figure 37. In Figure 38, 3D 
fracture initiation and propagation is shown. The bubbles are considered lenticular in shape as those 
formed on GBs or phase boundaries. In all these simulations, the domain is considered to be a single 
uniform crystal aligned to the laboratory axis direction. The bottom boundary was set to the Roller 
condition (i.e., no displacement in the y-direction), and uniform outward displacement with time from the 
top boundary was applied. For the material property, uniform UMo (U-rich) is considered (Table 7). The 
simulation shows the expected fracture propagation path and stress distribution at the end of the 
simulation. Stress initially increased near the gas bubbles, and once it reached the critical value, the 
fracture started propagating. While the crack propagated, the stress was relaxed near the fracture plane 
while increasing on the fracture tip. Once the fracture divided the domain in half, the stresses were fully 
relaxed, and no more fracture was initiated. 

Table 7. Material properties used for the preliminary PF fracture analysis. 

Material 
Elastic Constant 

(MPa) Poison Ratio 

Critical fracture 
surface energy 

(MPa-mm) 
Crack Width 

(𝜇m) 
UZr2 126.7 0.3 0.214 0.25 

UMo (U-rich) 169 0.3 0.214 0.25 
UMo 100 0.3 0.214 0.25 

 

UZr2

U-Mo

U-Mo 
(low Mo)

Zr

y

Density/size of bubbles



 

50 

    Initial state Crack propagation  Final state 
Figure 36. PF fracture simulation with a single bubble initiated as a pre-cracked surface. Roller constraint 
was applied on the bottom of the domain, and uniform displacement with time was applied outward from 
the top boundary. 

  

 

Initial state Crack propagation 

 
Final State 

Figure 37. PF fracture simulation of multiple bubbles align in the middle of the domain. The boundary 
conditions are similar to that of Figure 36. 
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Initial state Crack propagation 

 
Final State 

Figure 38. PF fracture simulation with multiple gas bubbles in the 3D domain. Boundary conditions are 
similar to Figure 36. 

The model is further tested with multiple layers with different material properties. The project's goal 
is to introduce three different layers with properties of UZr2, UMo (U-rich), and UMo, respectively. To 
test the effect of spatially varying material properties, three different configurations are compared at first. 
One with uniform material properties as a reference, second by dividing the domain into three 
subdomains, each with varying material properties, and third as a smooth function to define three 
different layers. For the second case, the interface between the sublayer is considered to be rigidly bonded 
together. This design of the domain could help us in modeling interface effect for the varying mechanical 
properties of the three layers. The third case is designed to focus on the calculation of strength reduction 
due to fracture on varying density of gas bubble. Similar boundary condition was used as described 
above, and the material property used for this analysis is shown in Table 7. Due to the unavailability of 
fracture data, only elastic constant was varied between three layers while same fracture property is used 
for the analysis. Further analysis will be done to test the effectiveness of either of the configurations to 
model realistic behavior. Figure 39 shows fracture propagation in different configurations of material 
property applications at the end of the simulation. In all these cases, the bubble size is applied as a 
function of height to correspond to the experimental bubble size. Figure 40 shows the stress-strain 
diagram for each of these cases. The first crack initiated at the same stress level for all of the cases but at 
different amount of displacement due to the different distribution of material properties. While the stress-
strain profile for diffuse property and subdomain block both shows the similar profile, the diffuse 
property configuration failed to converge after certain displacement value. The fracture profile shows that 
this happened when the fracture path propagated towards the interface of a material. This issue will be 
resolved in the future. Both subdomain block and diffuse property cases shows the fracture tends to 
propagate towards the interface of the material, which is not present in the uniform case. Thus, the 
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interface of the layers plays a role in the fracture propagation path and may affect the fracture toughness 
of the UMo sublayers. As the three subdomain block shows more robustness in simulation convergence 
as well as the usefulness of applying contact mechanics between layers due to its contact interface 
modeling capability between different layers, this configuration may be more useful for the present study. 

Uniform Properties Subdomain Block Diffuse Properties  
• Single material properties 

have been applied 
throughout the domain 

• Three subdomains defined 
with three different 
material properties 

• The interface of the layers 
is assumed to be rigidly 
bonded together 

• An order parameter with 
three distinct values sets 
the three different regions 
of materials 

• Properties across the 
interface are smooth 

• No mechanical interface 
modeled  

 

    
Figure 39. Different configuration of material property application, fracture profile at the end of the 
simulation. Note that, the diffuse property case failed to converge after certain displacement and is shown 
here the latest configuration before the simulation timestep reaches a minimum value. 

 
Figure 40. Stress-strain relationship for different configuration of material property application. 

2.4.2.4 Summary and Future Work 
A PF fracture model has been designed and demonstrated for single-layer domain (e.g., bulk UMo) 

and for multiple-layer domain (e.g., UMo-Zr interaction zone) in MOOSE. The model is for brittle 
fracture without plastic deformation. The model is capable of modeling fracture initiation and propagation 
in domains with a distribution of gas bubbles in both 2D and 3D.  
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In the future, the model will be further extended to include creep fracture, which is expected to be an 
important mechanism for failure of UMo fuel matrix. The model will be applied to study fracture in the 
interaction region with varying bubble size, density, and connectivity. A correlation between the fracture 
stress of the interaction zone and bubble morphology will be developed based on simulation results. The 
effects of phase separation, thickness of each layer, and fluctuation in layer thickness on fracture initiation 
and propagation will be studied as well.  

2.5 The Effect of Carbides on Mechanical Properties and Swelling of 
U-Mo Fuel 

Nonmetallic inclusions are often found in U-Mo alloy fuels, whether due to residual feedstock 
impurities or the formation during the manufacturing process. To elucidate the origin and formation 
mechanisms, Kautz et al. [85,86] characterized the nonmetallic inclusions in U-10Mo fuel from sub-
nanometer to millimeter scale. The main inclusions were determined to be either uranium carbides or 
oxides, and they were observed at both grain interiors and GBs. Analysis of inclusions via atom probe 
tomography (APT) revealed that carbide inclusions were hypo-stoichiometric. Meanwhile, APT also 
revealed that the elemental compositions vary significantly between matrix and inclusion phases [85]. 
Although U enrichments within the fuel plate determined via APT agreed with the targeted enrichment 
for the low-enriched U (LEU) fuel, differences in U isotope abundance between phases and positions in 
the U-Mo casting were observed. Due to the incomplete mixing of depleted uranium (DU) and highly 
enriched uranium (HEU) feedstocks, it is possible that the enrichment of the carbides that are present 
within the fuel do not exactly correspond to the enrichment of the fuel matrix. This was initially expected 
to result in higher enriched carbides due to the nature of the feedstock. However, more recent evidence 
seems to suggest the possibility of carbides exhibiting a lower enrichment than the fuel matrix. 

Due to the different chemical natures of materials (i.e., ceramic vs. alloy), carbide inclusions may 
affect the U-Mo fuel manufacturing process, the microstructure evolution, and fuel performance under 
irradiation. It has been shown that carbides can act as bubble nucleation sites and are expected to 
additionally act as stress concentration sites that can potentially accelerate grain refinement under 
irradiation. In this chapter, we investigated the effect of carbide inclusions on the mechanical properties 
of U-Mo fuel using different simulation approaches, including semi-empirical models, finite-element 
method (FEM) modeling, and DFT simulations. Different 235U enrichment in carbides and U-Mo fuel 
matrix present FR gradients in the fuel, temperature gradients, and potentially deleterious microstructural 
behavior during operation. Recent in-pile experiments of U-Mo dispersion fuel show that a high FR may 
lead to an enhanced fuel swelling at high FDs [87]. By extending our previous work of FR effect on fuel 
swelling, we developed PF models to simulate the effect of variable 235U enrichment in carbides on the 
gas bubble swelling in U-Mo fuel. 

2.5.1 Analysis of Carbides in UMo Fuel from Image Processing 
To model the effect of carbide inclusion on the mechanical properties of U-Mo alloy fuel, it is 

important to obtain the detailed carbide distribution inside U-Mo fuel (e.g., volume fraction, particle size 
distribution, and morphology). The microstructures of U-Mo alloy fuels have been extensively studied 
using different characterization techniques [88], in which SEM and TEM are two of the most popular 
ones. Among the two, SEM with backscattered electrons (BSE) is often used to characterize the 
nonmetallic inclusions and FGBs in U-Mo alloy fuels [85,86,89,90]. Due to the mass differences, carbide 
inclusions can be distinguished from the U-Mo matrix in the BSE-SEM micrographs based on pixel 
intensities.  
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The formation of carbides in U-Mo alloy fuel has been reported in several studies [85,86,89,90,91]. 
For example, Nyberg et al. [89] studied the effect of casting conditions and homogenization on the 
microstructures of the as-cast U-10Mo alloys, while Joshi et al. [91] investigated the effect of hot-rolling 
on the microstructure evolution in the as-cast and homogenized U-10Mo samples. The carbide 
distribution in U-Mo fuel has been investigated using the threshold-based image segmentation method 
(i.e., Otsu’s method) [85,89]. However, due to the global threshold nature of Otsu’s method, the volume 
fraction of carbides might be underestimated due to the uneven illumination and artifacts formed during 
sample preparation. In contrast, adaptive local threshold algorithms, such as the Sauvola [92] and 
Pansalkar [93] methods, can overcome these image problems caused by noise, illumination, and other 
source type-related degradations and determine a local threshold for each pixel. In this work, ImageJ 
software [94] was used to measure the carbide-particle-size distribution in U-Mo alloy fuel from 
previously reported SEM micrographs. The area fraction of carbides was used as a proxy for the 
estimation of volume fraction. A typical image processing workflow used in this work includes the 
following steps: (1) set scale; (2) crop image; (3) adjust brightness and contrast; (4) apple bilateral filter to 
remove image noise; (5) apply local threshold algorithm to segment carbide from fuel matrix; (6) measure 
particle size and morphology. 

To investigate the effect of homogenization and hot-rolling on the as-cast U-Mo alloy samples, we 
used SEM images from as-cast, homogenized, and hot-rolled samples [89,91]—examples are shown in 
Figure 41(a), (b), and (c). The carbides identified by the local threshold method are shown in white color 
in Figure 41(d), (e), and (f) with the U-Mo fuel matrix in black. For easy visual inspection of the accuracy 
of image segmentation results, the contours of the identified carbides are overlayed on top of the original 
SEM images in yellow, shown in Figure 41(g), (h), and (i). From the binary images generated by the auto 
local threshold algorithm, the particle size and morphology of carbides can be measured using the 
“Analyze Particles” function implemented in ImageJ. Figure 42 and Figure 43 show the particle size and 
aspect ratio distributions of carbides in the as-cast, homogenized, and hot-rolled U-Mo alloy samples. 
Table 8 summarizes the area fraction, number density, average particle size, and aspect ratio for carbide 
inclusions in three types of U-Mo fuel samples. It can be seen that the homogenization process reduces 
the aspect ratio of carbides while increasing the average particle size and volume fraction compared to the 
as-cast samples. Meanwhile, the hot-rolling process significantly increases the aspect ratio of carbides and 
the average particle size of carbides. The currently obtained particle size and aspect ratio distributions of 
carbides were adopted to generate synthetic microstructures of U-Mo alloy fuel with different 
distributions of carbides. Figure 44 shows the examples of synthetic microstructures of U-Mo fuel with a 
random distribution of carbides, which will be used for the following simulations of the effect of carbide 
inclusions on the mechanical properties of U-Mo fuel. 
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Figure 41. (a), (b), and (c) are BSE-SEM images of as-cast, homogenized, and hot-rolled U-10Mo alloy 
samples, respectively; (d), (e), (f) are binary images with carbides segmented by adaptive local threshold 
algorithm in white color; (g), (h) and (i) are images with carbides contours overlayed on top of the 
original BSE-SEM images [89,91]. 

 
Figure 42. Particle size distribution of uranium carbides in (a) as-cast, (b) homogenized, and (c) hot-rolled 
U-10Mo alloy samples. 
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Figure 43. The aspect ratio of uranium carbides in (a) as-cast, (b) homogenized, and (c) hot-rolled U-
10Mo alloy samples. 

Table 8. Summary of area fraction, number density, average size, and aspect ratio of carbide inclusion in 
as-cast, homogenized and hot-rolled U-Mo alloy samples. 

 Area fraction Number density (mm-2) Average size (µm) Aspect ratio 

As-cast 2.2% 410 8.34 1.58 

Homogenized 2.9% 358 8.46 1.45 

Hot-rolled 2.5% 327 8.70 2.22 
 

 
Figure 44. Examples of synthetic microstructures with random particle distribution: (a) and (b) are 
circular carbides with volume fractions of 1% and 2%, respectively, and (c) and (d) are elliptical particles 
(average aspect ratio of 2) with volume fraction of 1% and 2%, respectively. 
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2.5.2 Effect of Carbides on the Mechanical Properties of U-Mo Alloy Fuel 
2.5.2.1 Analytical Models 

The U-Mo fuel with carbide inclusions can be treated as a composite material with carbides dispersed 
in the U-Mo alloy matrix. The main goal of this study is to evaluate the effect of carbide inclusion on the 
mechanical properties of U-Mo fuel. Analytical models have been widely used to estimate the effective 
material properties of composite materials. Among the first well-known analytical models for estimating 
the effective properties are those of Reuss and Voigt [95]. They are a consequence of solving the 
boundary value problem of random media while assuming a homogeneous material. In order to invoke 
heterogeneity, Voigt assumed a constant strain inside the domain. Analogously, Reuss assumed a constant 
stress, hence resulting in the upper (Voigt) and lower (Reuss) bounds for estimating the effective 
properties of any composite (i.e., the so-called rule of mixtures), such that 

𝐸�����∗ = 𝜙�𝐸� + 𝜙��𝐸��, 
 (59) 

𝐸�����∗ = T�B
�B

+ �CD
�CD

U
".

, 
 (60) 

where 𝜙� is the volume fraction of the U-10Mo matrix, 𝜙� is the volume fraction of UC inclusion, and 
𝐸� and 𝐸�� are the elastic property (Young’s or bulk modulus) of the U-10Mo alloy matrix and uranium 
carbide (UC), respectively. However, it is well known that the rule of mixtures is not very accurate. A 
better model has been proposed by Hashin and Shtrikman (HS) [96], which is more accurate and has 
tighter bounds than those from the rule of mixtures. These bounds are given as follows for isotropic 
elastic (uniaxial and bulk) modulus 

𝐸��E∗ = −𝐸� + T
�B
+�B

+ �CD
�CD?�B
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".

, 
 (61) 

𝐸��F
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, 
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𝐺��E∗ = 𝐺� +
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;
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, 

 (63) 

𝐺��F
∗ = 𝐺�� +

�CD
;

GBEGCD
? H(ICDF)GCD)JCD
KGCD(7ICDF=GCD)

, (64) 

where E* is the effective Young’s modulus, and G* is the effective shear modulus. The subscripts HS+ 
and HS- stand for the upper and lower HS bounds, respectively.  

To estimate the bounds for the mechanical properties of UC dispersed U-Mo alloy using the rule of 
mixtures and the HS model, the properties of the constituent materials (i.e., U-Mo alloy and UC phase) 
should be known and are listed in Table 9. 

Table 9. Mechanical properties of UC and U-10Mo alloy. 
Properties UC U-10Mo alloy 

Density (g/cm3) 13.63 [97] 13.37 [97] 
Young’s modulus (GPa) 225 [98] 67 [99] 
Bulk modulus (GPa) 177 [98] 143 [100] 
Poisson’s ratio 0.288 [98] 0.35 [99] 
Shear modulus (GPa) 87 [98] 36 [100] 



 

58 

 
Using the rule of mixture and the HS model, the predicted upper and lower bounds for the effective 

Young’s and shear modulus of U-Mo alloy fuel with UC volume fraction up to 8% are shown in 
Figure 45 and Figure 46. Clearly, the upper and lower bounds predicted by the HS model are much tighter 
than those predicted by the rule of mixtures. It should be noted that the analytical models used in this 
study only take into account the volume fraction of carbides, while the shape and distribution of carbides 
are not considered. To validate the results from analytical models, FEM simulations will be performed to 
examine the effect of volume fraction and aspect ratio of carbides on the mechanical properties of U-Mo 
alloy fuel in the next section. 

 
Figure 45. Effective Young’s modulus of U-10Mo alloy fuel a function of carbide volume fraction 
predicted by different models. 

 
Figure 46. Effective shear modulus of U-10Mo alloy fuel a function of carbide volume fraction predicted 
by different models. 



 

59 

2.5.2.2 Finite-Element Modeling 
To simulate the effect of carbide inclusion on the mechanical properties of U-Mo fuel, synthetic 

microstructures of U-Mo fuel with different microstructural features of carbides were generated using the 
carbide information obtained in Section 2.5.1 (i.e., seven volume fractions of carbide [fUC = 0.5, 1, 2, 3, 4, 
6, and 8%] with circular carbides and seven aspect ratios of elliptical carbides [ARUC = 1, 1.5, 2, 2.5, 3, 
3.5 and 4]). A total of 28 microstructural features were generated based on the variation of volume 
fraction and aspect ratio of carbides. Some examples of the generated synthetic microstructures with 
different microstructural features (i.e., carbide volume fraction and aspect ratio) are shown in Figure 44. 
The size of all the microstructures is 800 μm × 800 μm. All the generated microstructures were converted 
to FEM model input using a python script. The 2D FEM models were created using a fine mesh with a 1 
μm × 1μm element size. This RVE contains a total of 640,000 elements. Each element was assigned 
mechanical properties based on the pixel location in the image. A commercial finite-element code 
COMSOL Multiphysics was used to conduct the simulations using explicit formulation. The “solid 
mechanics” module implemented in COMSOL was used to determine the elastic properties.  

In this work, the UC inclusion and U-Mo matrix were considered as isotropic and homogenous. The 
properties of the constituent phases (i.e., UC and U-10Mo alloy) used for the FEM simulations are shown 
in Table 9. The apparent stress (average stress) can be obtained using the following homogenization 
expressions: 

𝜎Ê = .
V ∫ 𝜎𝑑𝑉V  

 (65) 

where 𝜎Ê	is the effective stress of the composite, and V is the element volume. 

The effective uniaxial (Young’s) modulus, E*, can be obtained from 

𝜎Ê = 𝐸∗𝜀.̅ 
 (66) 

where 𝜀̅ ≈ 𝜀7 = 𝑢7/𝐿. The effective bulk modulus, K*, is obtained using 

𝑝̅ = 𝐾∗𝑒̅ 
 (67) 

where 𝑝̅ = (𝜎Ê.. + 𝜎Ê++ + 𝜎Ê44)/3 is the mean effective stress and 𝑒̅ = (𝜀.̅. + 𝜀++ + 𝜀44)/3 is the 
volumetric strain. The effective shear modulus, G*, is obtained by 

𝜎Ê#@ = 𝐺∗𝛾̅#@ for i ¹ j, 
 (68) 

where 𝛾̅#@ = 2𝜀#̅@ = 2𝜀7 with 𝜀7 being the applied strain. 

By applying Eqn. 66, the effective Young’s modulus (E*) of UC dispersed U-Mo fuel was calculated 
and compared with the results predicted by analytical models in Figure 45. As expected, E* increases 
with an increase in the volume fraction of carbides due to the more rigid nature of carbides. The FEM 
predicted Young’s modulus falls between the upper and lower bounds predicted by both the rule of 
mixtures and the HS model. However, the HS model provides a much tighter bound, and the mean value 
of the upper and lower bounds predicted by the HS model is in very good agreement with the FEM 
prediction. Meanwhile, the effective shear modulus (G*) of the U-Mo alloy with UC inclusions is also 
predicted to increase with an increase in the carbide volume fraction as shown in Figure 46. Similar to the 
Young’s modulus, the mean value of the upper and lower bounds predicted by the HS model provides a 
very good estimation of G* compared to the results predicted by FEM. For a typical carbide volume 
fraction of 1%, the current simulations show that the effect of carbide inclusions on the mechanical 
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properties of U-Mo fuel is very small, about a 1% increase for both Young’s and Shear modulus 
compared to the case without UC inclusion. 

To evaluate the effect of carbide shape on the mechanical properties of U-Mo fuel, the effective 
Young’s and shear modulus for U-Mo fuel were predicted for carbide inclusions with different aspect 
ratios ranging from 1 to 4. As shown in Figure 47 and Figure 48, both E* and G* are predicted to increase 
with an increased aspect ratio of carbide inclusions. At the typical carbide volume fraction of 1%, it was 
predicted that the Young’s and shear modulus of U-Mo fuel increases by less than 1% when the aspect 
ratio of carbides increases from 1.5 (average aspect ratio of carbides in as-cast U-Mo alloy sample) to 2.5 
(average aspect ratio of carbides in hot-rolled U-Mo alloy samples). However, with a high carbide volume 
fraction (e.g., 4%), the E* and G* U-Mo fuel will become more sensitive to the increased aspect ratio of 
carbides (see Figure 47 and Figure 48 for more details).  

 
Figure 47. Effective Young’s modulus of U-10Mo alloy fuel as a function of the aspect ratio of carbide 
inclusions with different volume fractions of UC. 
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Figure 48. Effective shear modulus U-10Mo alloy fuel as a function of the aspect ratio of carbide 
inclusions with different volume fractions of UC. 

2.5.2.3 Effect of Carbides on the Mechanical Properties of UMo by DFT 
In this section, we investigated the effect of UC on the mechanical properties of U-Mo fuel using 

DFT calculations. The UC in U-Mo alloy was simulated using the slab model with UC sandwiched 
between UMo layers (i.e., UMo|UC|UMo). The mechanical properties, including ultimate tensile stress 
and Young’s modulus, were obtained from the calculated tensile stress-strain curves. Due to the 
inhomogeneous distribution of Mo along the UMo/UC interface, the effect of Mo concentration on the 
mechanical properties of U-Mo fuel was simulated. Meanwhile, the effect of non-stoichiometry of UC on 
the mechanical properties of U-Mo fuel was also investigated because of the non-stoichiometric nature of 
carbide observed in the fuel.  

Methodology and Computation Details 

In this work, all DFT calculations were performed using the Vienna ab initio simulation package 
(VASP) [101,102] based on the projector augmented wave method (PAW) [103]. The exchange-
correlation functional is described by the Perdew-Burke-Ernzerhof generalized gradient approximation 
(GGA) [104]. The 6s26p65f36d17s2 and 2s22p3 electrons are treated as valence electrons of U and C, 
respectively. A cutoff energy of 500 eV was adopted for the plane wave basis sets. To account for the 
strong on-site Coulomb interactions of f electrons in uranium, the rotationally invariant form of the 
DFT+U approach [105] was adopted, in which Ueff is set as 2.5 eV. To model the non-stoichiometric UC 
and U-Mo alloy phases, the special quasirandom structures method implemented in Alloy Theoretic 
Automated Toolkit (ATAT) [106] was used to simulate the random distribution of C vacancies in hypo-
stoichiometric UC1-x and Mo distribution in U-Mo alloy. Based on our previous study, one of the most 
stable interfaces between UMo and UC (i.e., UMo(110)/UC(001) interface [denoted as UMo/UC for 
simplicity]) was studied in this work.  

To simulate the tensile deformation applied to the interface, the calculations were conducted by 
extending the lattice parameter of the interface models along the z-direction, which is perpendicular to the 
interface. All ions in the interface model were relaxed, and the volume and the shape of the interface unit 



 

62 

cell were also optimized during the stress tensor calculation process. The ultimate tensile strength and 
Young’s modulus were determined from the calculated stress-strain curve. In addition to the ultimate 
tensile strength, another important quantity determining the strength of interfaces is the ideal work of 
adhesion (Wad). The ideal work of adhesion of the UMo/UC interface was determined by 

Wad = (EUC + EUMo – EUMo/UC)/A, 
 (69) 

where EUC and EUMo are the total energies of isolated UC and UMo slabs, EUMo/UC is the total energy of the 
interface system including UC and UMo, and A is the total interface area. 

Mechanical Properties of UMo/UC Interface 

Before investigating the mechanical properties of the UMo/UC interface, we first studied the effect of 
UC layer thickness on the work of adhesion of the interface. Figure 49 shows the atomic structures of the 
UMo/UC interface with a different number of UC monolayers (MLs). The effect of UC layer thickness 
was tested up to 5 MLs. As shown in Table 10, Wad of UMo/UC interface decreases from 3.85 J/m2 to 
3.31 J/m2 as the number of UC MLs increases from 1 to 5. With 5 MLs for the UC layers, the Wad is 
converged with an error less than 0.02 J/m2. Therefore, 5 MLs for the UC layer is thick enough to 
simulate the bulk behavior of UC in U-Mo fuel. Therefore, 5 MLs of the UC layer were adopted in the 
following simulation of UMo/UC interfaces. 

To calculate the mechanical properties, the tensile stress-strain curves of UMo/UC interfaces with a 
different number of UC layers were simulated. As shown in Figure 50, the ultimate tensile strength of the 
interface decreases as the number of UC MLs increases. The layer thickness dependence is consistent 
with the predicted work of adhesion (i.e., a thin UC layer interface model has higher tensile strength and 
work of adhesion). In comparison, the Young’s modulus of the interface increases as the number of UC 
layers increases. Table 10 provides a complete summary of calculated Young’s modulus, ultimate tensile 
strength, and work of adhesion of the studied interfaces. 

 
Figure 49. Atomic structures of UMo|UC|UMo interface models with a different number of UC layers of 
UC. Green, purple, and brown spheres represent U, Mo, and C atoms, respectively. 

Table 10. Calculated Young’s modulus, ultimate tensile strength, and work of adhesion of UMo/UC 
interface models with a different number of UC layers. 

 
Young’s modulus 

(GPa) 
Ultimate tensile strength 

(GPa) Wad (J/m2) 
UMo|UMo 85.1 11.2 3.70 

UMo|UMo
UMo|1UC|UMo

UMo|3UC|UMo

UMo|5UC|UMo
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UMo|1-UC|UMo 98.6 12.1 3.85 
UMo|3-UC|UMo 102.5 9.1 3.34 
UMo|5-UC|UMo 105.5 9.0 3.31 

 

 
Figure 50. Tensile stress-strain curves of UMo/UC interface models with a different number of UC layers. 

Effect of Mo Concentration on Mechanical Properties of the UMo/UC Interface 

To investigate the effect of Mo concentration on the mechanical properties of the UMo/UC interface, 
we simulated the U-Mo alloys with three different Mo concentrations (i.e., 12.5% [4.2 wt.%], 25% [9.2 
wt.%], and 37.5% [15.4 wt.%]), which can be achieved by replacing 10, 20, and 30 U atoms by Mo in the 
80-atom U layers, respectively. Figure 51 shows the atomic structures of the UMo/UC interface models 
with different concentrations of Mo in the U-Mo alloy. As shown in Table 11, the Wad of the UMo/UC 
interface increases with increasing Mo concentration in the U-Mo alloy. The increased work of adhesion 
between the UC and U-Mo alloy can be ascribed to the enhanced bonding strength between the UC and 
U-Mo alloy compared to the UC/U interface. Figure 52 shows the calculated Young’s modulus and 
ultimate tensile strength of UMo/UC interfaces as a function of Mo concentration. Consistent with the 
calculated Wad, the Young’s modulus and ultimate tensile strength of the interface increases with the 
increasing Mo concentration (see Table 11 for a summary of the calculated mechanical properties of the 
interface with different Mo concentrations for U-Mo alloy). Recent experimental studies suggest that 
carbide inclusions often locate in the Mo-lean areas of the U-Mo fuel, which has a lower Mo 
concentration compared to the nominal Mo concentration of the U-Mo fuel [85,86]. Our simulation shows 
that the Young’s modulus and ultimate tensile strength of the UMo/UC interface decrease by 3.5% and 
3.0%, respectively, when the Mo concentration in the U-Mo alloy decreases from 25% (9.2 wt.%) to 
12.5% (4.2 wt.%). 
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Figure 51. Atomic structures of UMo/UC interface models with different concentrations of Mo in U1-

xMox alloy: (a) x = 0, (b) x = 0.125, (c) x = 0.25, and (d) x = 0.375. Green, purple, and brown spheres 
represent U, Mo, and C atoms, respectively. 

Table 11. Calculated Young’s modulus, ultimate tensile strength, and work of adhesion of UMo/UC 
interface models with different Mo concentrations in the U1-xMox alloy. 

Mo concentration x 
Young’s modulus 

(GPa) 
Ultimate tensile strength 

(GPa) Wad (J/m2) 
0 99.5 8.4 3.20 

0.125 101.8 8.7 3.24 
0.25 105.5 9.0 3.31 
0.375 114.3 9.6 3.41 

 

(a) (b) (c) (d) (e)
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Figure 52. Young’s modulus and ultimate tensile strength of UMo/UC interface models as a function of 
Mo concentration in U1-xMox alloy. 

Effect of Non-stoichiometry in UC on Mechanical Properties of UMo/UC Interface 

To evaluate the effect of non-stoichiometry in UC on the mechanical properties of U-Mo fuel, we 
studied the UMo/UC interface with a hypo-stoichiometric (UC1-x) composition. Three hypo-
stoichiometries for UC1-x (i.e., 0.0333, 0.1, and 0.2) were simulated by removing 1, 3, and 6 C atoms from 
the 30-C atoms UC layers in the interface, respectively (see Figure 53 for the atomic structures of the 
interface models). The predicted work of adhesion of UMo/UC interfaces with hypo-stoichiometric UC is 
shown in Table 12. Our study shows that the adhesion strength of the interface decreases with increased 
non-stoichiometry in UC. At a hypo-stoichiometry of 0.2 for UC, the adhesion strength of the UMo/UC 
interface decreases by 8.2% compared to the case with stoichiometric UC. Figure 54 shows the calculated 
Young’s modulus and ultimate tensile strength of the UMo/UC interface models as a function of non-
stoichiometry in UC. In agreement with our previous study of the non-stoichiometric UC phase, the 
Young’s modulus and ultimate tensile strength of the interface decrease with the increase of non-
stoichiometry of UC. Compared to the interface with stoichiometric UC, the Young’s modulus and 
ultimate tensile strength of the interface with hypo-stoichiometric UC0.8 decrease by 18.8% and 17.4%, 
respectively. 
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Figure 53. Atomic structures of the UMo/UC interface models with different non-stoichiometries of C in 
UC1-x: (a) x =0; (b) x=0.0333; (c) x=0.1; (d) x = 0.2. Green, purple, and brown spheres represent U, Mo, 
and C atoms, respectively. 

Table 12. Calculated Young’s modulus, ultimate tensile strength, and work of adhesion of UMo/UC 
interface models with different non-stoichiometries of C in UC1-x. 

Non-stoichiometry of C 
in UC1-x 

Young’s modulus 
(GPa) 

Ultimate tensile strength 
(GPa) Wad (J/m2) 

0 105.5 9.0 3.31 
0.0333 99.6 8.5 3.23 

0.1 92.5 8.1 3.15 
0.2 85.6 7.4 3.04 

 

(a) (b) (c) (d)
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Figure 54. Young’s modulus and ultimate tensile strength of UMo/UC interface models as a function of 
non-stoichiometry x of C in UC1-x. 

2.5.3 Effect of 235U Enrichment in Carbides on Gas Bubble Swelling of U-Mo 
Fuel 

2.5.3.1 Phase-field Model Description 
The formation of intergranular gas bubbles coupled with grain recrystallization in U-Mo fuel is 

modeled by a multi-phase PF model. In the PF model, the grain parameter 𝜂#(𝑟, 𝑡) (i=1, 2, …, p) is 
chosen to describe the polycrystalline structure, the phase parameter 𝜂@(𝑟, 𝑡) (j= p+1, p+2, …, q) is 
chosen to describe the gas bubble, and 𝑐B is chosen to describe the concentration of fission gas Xe. The 
total free energy of the system is described by [107] 

𝐹c𝑐B, 𝜂#d = ∫ g𝑓9l<2c𝑐B, 𝜂#d + ∑
tL
+
|𝛻𝜂#|+

W
#`. + tA

+
Í𝛻𝑐BÍ

+ + 𝑓:%;&*=(𝜂#)h 𝑑𝑉, (70) 

where 𝑓9l<2 	is the bulk free energy density describing the composition and volume fraction of the 
equilibrium phases; 𝜅q and 𝜅Z are the gradient energy coefficients for the phase parameter and 
composition, respectively; p represents the total number of grain orientations in a grain structure; q 
represents the total number of gas bubbles; and 𝑓:%;&*= is the stored elastic energy density due to the 
introduction of dislocations [107][108].  

The spatial and temporal evolution of grain parameters and Xe concentration follows the Allen-Cahn 
and Cahn-Hilliard equations [109] 
jq'
j%
= −𝐿q

vd
vq'
, 𝑖 = 1,2, … , 𝑞, (71) 
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j�M
j%
= ∇𝑀(𝜂)∇ vd

vZ3
+ 𝐺̇ − 𝑅̇, (72) 

where Lh is the kinetic coefficient of grain boundary movement, 𝑀 is the gas-atom mobility, 𝐺̇ is the 
fission production of the gas atoms, and 𝑅̇ is the fission-induced gas-atom resolution. The production rate 
of the Xe gases is described by	𝐺̇ = 𝜛𝑅𝑎𝑛, where	𝜛 is related to the FR and Ran is a random number 
having uniform distribution between 0 and 1. The generation rate in the fuel can be related to the FR 
according to 𝜛 = d𝑓̇Ω, where d is a constant, and Ω is the volume of a lattice site in U-Mo. 

The mobilities of fission-gas atoms are related to the diffusivities through Einstein’s relation, 𝑀9,B =
𝐷9,B/𝑘6𝑇. According to Rest’s derivation, the diffusivities of gas atoms can be related to the FR as 
𝐷9,B = 𝐷9,B7 𝑓̇, where 𝐷9,B7  is the diffusivity of gas atoms in the grain interior or along GBs without 
irradiation [110].  

During the nucleation process, Xe gas bubbles have a higher probability to nucleate on GBs because 
of the higher concentration and diffusivity on GBs than inside grains. In the simulations, the nucleation 
probability in a discretized area is calculated as a function of the local nucleation probability [111] 

𝐽(𝑡) = 𝑍𝛽𝑁7𝑒𝑥𝑝(−∆𝐺∗ 𝑘6𝑇⁄ )𝑒𝑥𝑝(−𝜏 𝑡⁄ ), (73) 

where ∆𝐺∗ is the nucleation activation energy, 𝑍 is the Zeldvoich factor, 𝑁7 are the lattice sites per unit 
volume of the crystal, kB is the Boltzmann’s constant, 𝜏 is the incubation time, and 𝛽 is the atomic 
impingement rate. The impingement rate is the number of atoms that hit a surface per second and unit 
area at a constant pressure. We assume the impingement rate is linearly dependent on the FR, 𝛽 = 𝛽7𝑓̇, 
where 𝛽7 is the impingement rate without irradiation. Following Simmons et al.’s derivation [111], Eqn. 
73 can be simplified to  

𝐽(𝑡) = 𝑘.𝑓̇𝑒𝑥𝑝(−𝑘+ ∆𝑐⁄ ), (74) 

where 𝑘. = 𝑍𝛽7𝑁7. The phase transition driving force Δ𝐺' is proportional to local supersaturation Δc =
𝑐B − 𝑐c* . For a 2D model, we have Δ𝐺∗ = 𝜋𝛾+ Δ𝐺'⁄ = 𝜋𝛾+ (𝛼	Δc)⁄  and thus 𝑘+ = 𝜋𝛾+ (𝛼	𝑘6𝑇)⁄ , where 
g is the surface energy of gas bubble, and 𝛼 is a constant. The nucleation probability in a discretized area 
is calculated by 

𝑃(𝑡) = 1 − 𝑒𝑥𝑝(−𝐽∆𝑡), (75) 

where ∆𝑡 is the time interval over which the nucleation probability is calculated.  

The model described above aims to consider the effect of FR on the nucleation of gas bubbles, 
generation of fission gases, dislocations accumulation, and diffusivities of gas atoms. A detailed 
description of the model can be found in our previous work [107,108]. The modified PF model can be 
used to study the effect of FR on the nucleation and growth of intergranular gas bubbles as well as the 
recrystallization process in irradiated U-Mo fuels. 

To study the effect of 235U enrichment on the swelling of U-Mo fuel, FR is assumed to be 
proportional to the concentration of 235U based on 𝑓̇ = 𝑁+4-ΦÔ %X, where N235 is the atom density of 235U, 
and ΦÔ %X is a ratio constant. Variations of 235U enrichment in UC and U-Mo matrix can lead to the varied 
FR inside U-Mo fuel, which will result in different nucleation and growth behaviors of gas bubbles under 
irradiation. Due to the lack of the material properties required for the explicit simulation of fission-gas 
behaviors in UC, UC inclusions were treated as U-Mo grains but with different 235U enrichment (i.e., 
using the material properties of U-Mo for UC in this work). We performed PF simulations on a simple 
square domain. The PF model was implemented in an in-house simulation code, and the semi-implicit 
FFTW numerical method was employed to solve the coupled Equations 71 and 71 [112]. Periodic 
boundary conditions were imposed on the simulation domain. 
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2.5.3.2 Materials Properties 
Table 13 lists the parameters used to simulate the microstructural evolution in U-Mo fuel using a PF 

model. The Xe production rate due to fission, described by the constant d, is set as 4.0×10-5 s-1. The Xe 
equilibrium concentration in U-Mo is assumed to be 1.0×10-7 considering its very low solubility. The Xe 
equilibrium concentration in the bubble is 1.0. A model size of 25.6 µm×25.6 µm and the grid size ∆x = 
∆y = 0.05 µm were used in all the simulations. The initial grain size is set as 5.0 µm. Three different FRs 
(i.e., 3.0×1020, 5.0×1020, and 9.0×1020 fission/m3s) were used to study the FR effect on the swelling in U-
Mo fuel [34].  

Table 13. Material properties of U-Mo fuel used in the current PF simulations. 
Quantity Symbol Value Reference 

Lattice constant of U-Mo a 3.42×10-10 m [113] 
Atomic volume W a3/2 [114] 
Surface energy  γ 1.64 J/m2 [107,108] 
Grain boundary energy σgb 0.50 J/m2 [100] 
Kinetic coefficient Lh 1.82×10-14 m3s-1J-1 [107] 
Gas-atom mobility Mb 2.5×10-25 m5s-1J-1 [28] 
Free energy coefficient A 3.0×107 Jm-3 [107] 
Free energy coefficient Cp 1.5 [65] 
Free energy coefficient Cq 1.8 This work 
Shear modulus G 36.0 GP [100] 
Burgers vector bv 3.42× 10".7 m [114] 
Gradient coefficient  kc 2.74×10-7 Jm-1 This work 
Gradient coefficient kh 3.75×10-8 Jm-1 This work 
Xe equilibrium concentration in matrix 𝑐c*  1.0×10-7 This work 
Xe equilibrium concentration in bubble 𝑐9* 1.0 This work 
Parameter for nucleation k1 5.0×10-3 This work 
Parameter for nucleation k2 1.0×10-6 This work 
Nucleation time interval Dt 0.05 This work 

 

2.5.3.3 Results and Discussion 
Before examining the effect of 235U enrichment in carbides on the gas bubble swelling, we first 

evaluated the potential volume fraction of carbides and 235U enrichment in U-10Mo fuel based on the 
carbon concentration and the targeted enrichment of 19.75 wt.% for the LEU fuel. With that information, 
we conducted a series of simulations to investigate the effects of carbide volume fraction, 235U 
enrichment, and FR on gas bubble swelling in U-Mo fuel. 

Evaluation of Volume Fraction of Carbides and 235U Enrichment in U-10Mo Fuel 



 

70 

Depending on the manufacturing conditions, varied carbide volume fraction and 235U enrichment are 
expected in the final U-Mo alloy fuels. To investigate these variables on the fuel performance, the 
potential ranges of these factors should be evaluated. Following a previous study by Devaraj et al. [97], 
we estimated the carbide volume fraction based on the typical carbon concentration in the final U-Mo 
alloy fuel, and the 235U enrichment in carbides and fuel matrix. Based on the microstructure 
characterization [85], the bcc-structured γ-UMo phase and UC phase are the two dominant phases in the 
as-cast and homogenized U-10Mo alloy. Assuming that (1) γ-UMo and UC are the only two phases in the 
final U-10Mo alloy, (2) the final alloy composition of U90-xMo10Cx with 19.75 wt.% of total U weight as 
235U, and (3) zero solubility of C in U-Mo matrix, the volume fraction of UC phase as a function of 
carbon concentration is predicted as 

Volume fraction of UC (%) = 2.622×10-3 × Concentration of C (wt. ppm). (76) 

For a typical carbon concentration of 200~1200 weight ppm, the volume fraction of carbides is 
predicted to be 0.5~3.0%. Based on BSE scanning electron microscopy (BSE-SEM) images, the volume 
fraction of UC can also be estimated using threshold-based image processing techniques. Recent works 
by Nyberg et al. have shown that UC volume fraction in as-cast depleted U-Mo ranges from 1~2% [89]. 
The currently calculated carbide volume fraction based on carbon concentration is in good agreement 
with the measurement from SEM images. 

Since the fabricated U-10Mo LEU fuel is made from the mixing and melting of the DU and HEU 
feedstocks, the 235U is expected to come mainly from the HEU feedstock. The UC phase in the final U-
Mo fuel can come preexisting from the HEU which stays undissolved during the fuel manufacturing 
stages, or it can be formed during the melting and casting processes. Therefore, the final 235U enrichment 
in the UC phase will depend on when the UC phase was formed. To satisfy the LEU specification of a 
19.75 wt.% enrichment in the fabricated U-Mo fuel, the final enrichment in the U-Mo matrix is affected 
by the volume fraction of UC in the final fuel, which depends on the carbon concentration. For this 
reason, we estimated the effective enrichment of 235U in the U-Mo matrix by considering the following 
five enrichment levels of UC phases:  

1. 0% enrichment, corresponding to pure 238UC 

2. 19.75% enrichment, corresponding to LEU UC 

3. 50% enrichment, corresponding to medium-enriched (MEU) UC 

4. 90% enrichment, corresponding to high-enriched (HEU) UC 

5. 100% enrichment, corresponding to pure 235UC.  

Figure 55 shows the calculated 235U enrichment in the U-Mo fuel matrix as a function of carbon 
concentration. Clearly, the pure 238UC and 235UC cases represent the upper and lower bounds for the 235U 
enrichment in the U-Mo matrix.  

We also plotted the 235U enrichment in the U-Mo matrix as a function of 235U enrichment in UC for 
three different volume fractions of UC (i.e., 1%, 2%, and 4%) in Figure 56. With an increased volume 
fraction of carbides, the 235U enrichment in the U-Mo matrix decreases faster as the 235U enrichment in 
UC increases. The currently obtained 235U enrichment in U-Mo fuel due to different 235U enrichment and 
volume fractions of UC will be used to investigate their impact on the gas bubble swelling in U-Mo fuel 
in the following sections. 
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Figure 55. 235U enrichment in U-Mo matrix as a function of carbon concentration for five different levels 
of enrichment in UC by assuming an effective 235U enrichment of 19.75 wt.% in the final U-Mo fuel. 

 
Figure 56. 235U enrichment in U-Mo matrix as a function of the 235U enrichment in UC for three different 
volume fractions of UC by assuming an effective 235U enrichment of 19.75 wt.% in the final U-Mo fuel. 

Effect of 235U Enrichment in Carbides on Gas Bubble Swelling 
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To simulate the effect of 235U enrichment in UC on the gas bubble swelling of U-Mo fuel, we 
considered four different 235U enrichments for the UC phase, (i.e., 15%, 19.75%, 25%, and 50%), in 
which 19.75% is the targeted enrichment for the final U-Mo fuel. The following two scenarios regarding 
the potential 235U enrichment in the U-Mo fuel matrix were investigated,  

1. Uniform 235U enrichment in U-Mo fuel matrix balanced by an effective 235U enrichment of 19.75 
wt.% in the final U-Mo fuel. The corresponding 235U enrichment in the U-Mo fuel matrix can be 
obtained from Figure 56. 

2. Uniform 235U enrichment in U-Mo fuel matrix fixed at 19.75 wt.%. The effective 235U enrichment in 
the final U-Mo fuel could be either higher or lower than the targeted enrichment of 19.75 wt.%, 
depending on the enrichment in UC. 

To exclude the additional variable of carbide volume fraction, we fixed the volume fraction of UC at 
2% in this section, which represents an upper bound for the carbide volume fraction measured from the 
SEM images of the U-10Mo fuel [85,89]. The microstructure of carbide distribution in the U-Mo fuel 
matrix was generated based on the previous study of the morphology and size distribution of carbides in 
U-10Mo alloy fuel. In this work, we assumed that carbides are dispersed inside the fuel grain. The effect 
of intergranular carbides on fuel swelling will be studied in the next FY. As we pointed out early, due to 
the lack of the material properties required for the explicit simulation of fission-gas behaviors in UC, UC 
inclusions were treated as U-Mo grains but with different 235U enrichment. Therefore, the simulation of 
235U enrichment in UC on fuel swelling is effectively modeling the inhomogeneous distribution of 235U in 
U-Mo fuel. 

The simulated gas bubble swelling kinetics due to different 235U enrichment in UC for case1 is shown 
in Figure 57. It can be seen that the effect of 235U enrichment in UC on the swelling is minor due to the 
fixed effective 235U enrichment in the final fuel. Even with a very high 235U enrichment of 50% in UC, the 
gas bubble swelling in U-Mo changes slightly compared to the case with homogeneously distributed 235U 
of 19.75 wt.% in both the UC and the U-Mo matrix. In comparison, the effect of 235U enrichment in UC 
on gas bubble swelling is more notable in case2, (i.e., with a fixed 235U enrichment in the U-Mo fuel 
matrix). As shown in Figure 58, at a FD of 7.0×1027 f/m3, the gas bubble swelling in U-Mo fuel increases 
by 7.9% as the 235U enrichment in UC increases from 15 to 50%. 



 

73 

 
Figure 57. Effect of 235U enrichment in UC (volume fraction of UC = 2%) on the gas bubble swelling of 
U-Mo fuel irradiated at a FR of 5.0×1020 f/m3·s. The effective 235U enrichment in the final fuel was fixed 
at 19.75 wt.%. 

 
Figure 58. Effect of 235U enrichment in UC (volume fraction of UC = 2%) on the gas bubble swelling of 
U-Mo fuel irradiated at a FR of 5.0×1020 f/m3·s. The 235U enrichment in the U-Mo matrix was fixed at 
19.75 wt.%. 

Effect of Volume Fraction of Carbides on Gas Bubble Swelling 
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To simulate the effect of the volume fraction of UC on the gas bubble swelling, we considered four 
different UC volume fractions (i.e., 0%, 1%, 2%, and 4%). To isolate the effect of 235U enrichment in UC 
on fuel swelling, the enrichment of UC was fixed at 25%, which is about 5% higher than the targeted 
enrichment for the final U-Mo fuel. Two scenarios regarding the potential 235U enrichment in the U-Mo 
fuel matrix were examined: 

1. Uniform 235U enrichment in U-Mo fuel matrix balanced by an effective 235U enrichment of 19.75 
wt.% in the final U-Mo fuel 

2. Uniform 235U enrichment in U-Mo fuel matrix fixed at 19.75 wt.%.  

The simulated gas bubble swelling kinetics in U-Mo fuel with different volume fractions of carbides 
for case1 are shown in Figure 59. We can see that the carbide inclusion has a very small impact on the gas 
bubble swelling if the effective 235U enrichment in the final U-Mo fuel can be controlled at the targeted 
value of 19.75 wt.%. Even for the extreme case of a 4% volume fraction of UC inclusion, the gas bubble 
swelling only slightly increases by 1.2% compared to the case without any UC inclusion.  

For case2, since the 235U enrichment in the U-Mo fuel matrix is fixed at 19.75 wt.%, the effective 
enrichment in the final U-Mo fuel will be slightly higher than the targeted value of 19.75 wt.%. As 
expected, the gas bubble swelling increases as the volume fraction of UC increases. For example, at a FD 
of 7.0×1027 f/m3, the gas bubble swelling in U-Mo fuel increases by 3.6% when the volume fraction of 
UC inclusions increases from 0% to 4%. 

 
Figure 59. Effect of the volume fraction of UC (235U enrichment of 25% in UC) on the gas bubble 
swelling of U-Mo fuel irradiated at a FR of 5.0×1020 f/m3·s. The effective 235U enrichment in the final fuel 
was fixed at 19.75 wt%. 
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Figure 60. Effect of the volume fraction of UC (235U enrichment of 25% in UC) on the gas bubble 
swelling of U-Mo fuel irradiated at a FR of 5.0×1020 f/m3·s. The 235U enrichment in the U-Mo matrix was 
fixed at 19.75 wt.%. 

Effect of Fission Rate on Gas Bubble Swelling 

The effect of FR on the gas bubble swelling in U-Mo fuel has been simulated in our previous work, in 
which the effects of FR on the nucleation of gas bubbles, generation of fission gases, dislocation 
accumulation, and diffusivities of gas atoms were considered. To understand the effect of FR on the fuel 
swelling in U-Mo with UC inclusions, we simulated the gas bubble swelling in the U-Mo alloy fuel using 
three different FRs (i.e., 3.0×1020, 5.0×1020, and 9.0×1020 f/m3·s). In terms of the volume fraction and 235U 
enrichment in the UC phase, the following three cases were investigated in this work: 

Case 1: There is no UC inclusion, and the 235U enrichment in U-Mo fuel matrix fixed at 19.75 wt.%. 

Case 2: There is 4% volume fraction of UC with 235U enrichment of 25%, and effective 235U enrichment 
in the final U-Mo fuel is fixed at 19.75 wt.%.  

Case 3: There is 4% volume fraction of UC with 235U enrichment of 25%, and 235U enrichment in U-Mo 
matrix is fixed at 19.75 wt.%. The effective 235U enrichment in the final U-Mo fuel will be slightly 
higher than the targeted value of 19.75 wt.%. 

It should be noted that the volume fraction and 235U enrichment simulated for Cases 2 and 3 are much 
higher than the typical volume fraction (0.5 ~ 2%) and 235U enrichment (19~21%) for UC inclusion 
observed from experiments.  

The effect of FR on the gas bubble swelling of U-Mo fuel without any UC inclusion is shown in 
Figure 61. The predicted swelling kinetics at a FR of 5.0×1020 f/m3·s is consistent with the experimental 
data compiled by Kim [34]. At FDs below 3×1027 f/m3, the effect of FR on gas bubble swelling is 
negligible. At higher FDs, the gas bubble swelling was enhanced with an increasing FR. For example, at a 
FD of 6.5×1027 f/m3, the gas bubble swelling in U-Mo fuel was predicted to increase by 13.1% when the 
FR increases from 5.0×1020 to 9.0×1020 f/m3·s.  

Figure 62 shows the gas bubble swelling kinetics of U-Mo fuel with a volume fraction of 4% UC 
inclusion under different FRs, corresponding to Cases 2 and 3, respectively. For better visualization of the 
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effect of UC inclusion and enrichment on fuel swelling, the calculated gas bubble swelling at a FD of 
6.5×1027 f/m3 are plotted in Figure 63 as a function of FR. Due to the same effective 235U enrichment in 
the final U-Mo fuel, the gas bubble swelling calculated for Case 2 are very close to Case 1 without any 
UC inclusion. In comparison, the gas bubble swelling for Case 3 is notably higher compared to Case 1, 
which can be attributed to the higher effective 235U enrichment for case 3. 

 
Figure 61. Gas bubble swelling kinetics of U-Mo fuel without UC inclusion under different fission rates, 
compared with experimental data compiled by Kim [34]. 

 
Figure 62. Gas bubble swelling kinetics of U-Mo fuel with UC inclusion under different fission rates. 
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Figure 63. Gas bubble swelling of U-Mo fuel as a function of FR at the FD of 6.5×1027 f/m3 for three 
different cases of UC inclusion. 

2.5.4 Conclusions 
To summarize, we investigated the effect of UC inclusions on the mechanical properties of U-Mo 

alloy fuel using different simulation approaches (i.e., analytical models, FEM, and DFT simulations). 
From the analysis of the BSE-SEM images of the as-cast, homogenized, and hot-rolled U-Mo alloy 
samples, the particle size distribution, volume fraction, and shape of carbide inclusions were obtained 
using image processing techniques. The obtained information regarding the carbide volume fraction, size 
distribution, and aspect ratio was used to generate synthetic microstructures for the evaluation of carbides 
on the mechanical properties of U-Mo fuel using both analytical models and FEM simulations. 
Calculations show that carbides have a minor impact on the Young’s and shear modulus of U-Mo fuel 
when the carbide inclusions show a typical volume fraction of 0.5~1% and average aspect ratio of 1.5~2.5 
as observed in experiments. Meanwhile, DFT simulations were performed to investigate the effects of Mo 
concentration of U-Mo alloy and non-stoichiometry of UC on the mechanical properties of U-Mo with 
carbides. DFT calculations show that decreased Mo concentration of U-Mo alloy will slightly decrease 
the mechanical strength of the UMo/UC interface, while increased hypo-stoichiometry of C in carbides 
will also decrease the mechanical strength of the interface, especially for highly non-stoichiometric UC. 
We also performed PF simulations to study the effect of the 235U enrichment in UC inclusions on the gas 
bubble swelling in U-Mo fuel. The potential ranges of the volume fraction of UC inclusions and the 235U 
enrichment in UC and the U-Mo fuel matrix were obtained based on the carbon concentration in U-Mo 
alloy fuel and the targeted 235U enrichment of 19.75 wt.% in the final U-Mo fuel. Our simulation suggests 
that the 235U enrichment and the volume fraction of UC inclusions have a minor impact on the gas bubble 
swelling if the targeted 235U enrichment of 19.75% in the final U-Mo fuel can be achieved. However, for 
cases with the enrichment in U-Mo fuel matrix fixed at the targeted value, highly enriched UC inclusions 
can lead to an increased gas bubble swelling compared to the case without any UC inclusions due to the 
increased effective 235U enrichment in the final U-Mo fuel. Finally, we studied the effect of FR on the gas 
bubble swelling in U-Mo fuel with and without UC inclusions. Calculations show that increased FR can 
result in higher gas bubble swelling, and the changing rate of gas bubble swelling due to FR will be 
enhanced by the increased effective 235U enrichment in the final U-Mo fuel. Since the currently studied 
235U enrichment (15~50%) and volume fraction of UC (1~4%) are considerably higher than those 
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observed in experiments (19~21% for 235U enrichment, and 0.5~1% for volume fraction), the current 
simulations should provide the lower and upper bounds for the potential impact of UC inclusions on the 
gas bubble swelling in U-Mo alloy fuel. 

2.6 Radiation-Enhanced Diffusion in UMo 
The evolution of the microstructure in nuclear fuel under irradiation is a complicated process with 

numerous phenomena involved from the atomic to the micro scale. The behavior of FGBs in U-Mo fuel 
under irradiation includes noble gases such as Xe and Kr, with low solubility, precipitating and forming 
FGBs both inside the grains (intragranular FGBs) and along the GBs (intergranular FGBs). The 
intergranular FGBs grow with increasing temperature and FR since the created gases diffuse into the GBs. 
This rate of diffusion plays a significant role in the fission-gas swelling behavior but is generally 
unknown as a function of temperature and FR. In this work, the radiation-enhanced diffusion is 
determined for U, Mo, and Xe as a function of composition and temperature in UMo alloys. This work 
serves to complement the previous studies on radiation-driven diffusion in prior FYs.  

2.6.1 Computational Details 
2.6.1.1 Interatomic Potential 

MD simulations were performed with the LAMMPS software package [53]. The accuracy of MD 
simulations greatly depends on the accuracy of the interatomic potential used. The success of EAM 
potentials to describe metallic systems is derived from its formalism in describing many-body 
interactions, which pair-wise potentials are unable to do. A general form of the EAM potential is 
described as follows [115,116] 

𝐸%;%'< = ∑ 𝜙#@#�@ c𝑟#@d +	∑ 𝐹#�@ T∑ 𝜌#@s#	 c𝑟#@dU (77) 

where Etotal is the total energy of the system, and ϕij is the pair-wise energy term, which depends on the 
distance (rij) between two given atoms i and j. The term F(∑ 𝜌𝑖(𝑟#@)@s# ) is the embedding energy of atom 
i, which describes the many-body interatomic interactions, depending on the background electron density 
(ρi) at the location of atom i. In this study, the EAM potential for the ternary U-Mo-Xe system, developed 
by Smirnova et al. [54], was utilized.  

2.6.1.2 Evolution of Defect Concentration under Irradiation 
It is assumed that apart from vacancies and interstitials, Xe, the most present fission product, is 

continuously produced, and thus, Xe interstitial atoms and Xe-vacancy clusters exist in the system. The 
rate of change of defect concentrations including Xe and Xe-vacancy clusters with time can be described 
by Eqns. 78-84 as shown below. 
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where 𝐹̇ is the FR; 𝜖 is the defect production rate per fission event; K is the recombination constant of 
vacancies and interstitials; k2 is the sink strength of GBs; D is the diffusion coefficient; CXe is the Xe 
concentration; CXe−nv is the concentration of Xe cluster containing n vacancies; τ is the yield of Xe from 
fission reaction (0.06); βn is the absorption coefficient; αn is the emission coefficient; and R is the 
resolution rate of a Xe-vacancy cluster. Initial concentration of vacancies and interstitials were set to 
5.5x10-9. The subscripts i, v, and s denote interstitial, vacancy, and sink, respectively. Thus, the subscripts 
iv, is, and vs indicate the interaction between interstitials and vacancies/interstitials and sinks/vacancies 
and sinks. In this case, sinks are restricted to GBs. The defect production is calculated from the arc-dpa 
model, which is a modification of the Norgett, Robinson, and Torrens (NRT) model for calculating 
displacements that also includes recombination. The number of defects generated (Nd) is described by the 
arc-dpa model as 

𝑁= =	
7.Y3O
+�O

𝜉 (85) 

where Td is the damage energy, Ed is the displacement energy, and 𝜉 is the arc-dpa efficiency function. 
The magnitude of Ed and for gU-Mo is not well known but can be potentially determined from MD or 
from experiments. Given that such studies are beyond the scope of this work, reasonable approximations 
are made for the displacement energy (60 eV) [117], based upon MD simulations in gU, and for the arc-
dpa efficiency (0.25), which is approximately the same as bcc Fe. The damage energy is taken as the 
kinetic energy of the fission fragments produced from a fission reaction (approximately 170 MeV) and 
reduced to account for electronic energy losses. It is assumed that only ballistic effects are generating 
Frenkel pairs in this work. The electronic energy losses have been previously calculated to be 95%, thus 
the damage energy here is taken as 8.5 MeV. This yields approximately 14,000 defects per fission in gU-
Mo. Any bias towards interstitials or vacancies in the defect production process is neglected, assuming 
that an equal number of both types of defects are generated. 

In classical rate theory, the GBs are constant sinks and their strength k2 is estimated as 15/L2 (L is the 
grain size, in units of nm) for GBs with a regular pattern and is identical for both interstitials and 
vacancies. This assumption is utilized here as a first approximation, and, along with a grain boundary size 
estimate of 10 microns, completes the parametrization of the rate theory equations. 

The absorption and emission coefficients are calculated by Eqns. 86 and 87 as described below 
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where r1 is the size of a single vacancy; rn is the radius of a Xe cluster containing n vacancies; Vat is the 
atomic volume for body-centered cubic crystal structure; 𝐸9$ is the binding energy of a Xe cluster 
containing n vacancies. 𝐸9$ can be calculated by the following equation									 

𝐸9$ = 𝐸d$?. – 𝐸d$ – Ev  (88) 

here 𝐸d$ is the formation energy of Xe cluster with n vacancies, and Ev is the vacancy formation energy. 
The vacancy formation energy is assumed to be 1.6 eV in the present work [118]. Utilizing the 
temperature-dependent recombination rate constant (Kiv), the temperature-dependent diffusion 
coefficients, the defect production rate, the Xe production rate, the assumed grain sink strength (assumed 
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grain size:10 μm), binding energy, and a given FR, the coupled rate theory equations can be solved for the 
steady-state concentration of defects in gU-10Mo under irradiation. 

2.6.1.3 Radiation-Enhanced Diffusion Coefficients of U, Mo, and Xe 
U and Mo in 𝛾U-Mo can diffuse via both vacancies and interstitials [118]. However, it is assumed 

that Xe diffuses primarily via vacancy clustering due to its extremely slow diffusion. Radiation-enhanced 
diffusion of U/Mo and Xe are determined in a different way. Given a steady-state concentration of defects 
under irradiation, the radiation-enhanced diffusion coefficient (DRED) of U and Mo can be expressed as 

	𝐷!�C
�/�; = 𝐷R%X𝐶R#&& + 𝐷#%X𝐶##&& (89) 

where 𝐷%X is the thermal (intrinsic) diffusion coefficient, and Cirr is the equilibrium concentration of 
defects under irradiation. The radiation-enhanced diffusion coefficient (DRED) of Xe can be described as 

𝐷!�C)*  =∑ 𝐷)*"$R%X 𝐶)*"$R#&&$
2`.   (90) 

where 𝐷)*"$R%X 	is the thermal diffusion coefficient of Xe cluster containing n vacancies, and 𝐶)*"$R#&&  is the 
equilibrium concentration of Xe cluster containing n vacancies under irradiation. Utilizing both 
experimental diffusional observations [119] and previous MD studies [8], the total diffusion coefficients 
of U, Mo, and Xe can be obtained as the summation of the intrinsic diffusion, the radiation-enhanced 
diffusion, and the radiation-driven diffusion, and they will be presented in this work. 

2.6.2 Results 
2.6.2.1 Calculation of Recombination Rate Constants 

Fifty Frenkel pairs were inserted into a system of 128,000 atoms and allowed to evolve and 
recombine. The total number of defects, and thus the defect concentration, was tracked as a function of 
time. This defect evolution simulation was performed from 600 to 1200 K in increments of 100 K. 
Temperatures below 600 K were not explored since intrinsic diffusion on MD timescales is very limited 
below 600 K in gU-10Mo. The number of defects as a function of time for a system at 1000 K is 
displayed in Figure 64, as an example. Note that recombination was taken into account in the evolution of 
defects in the system. It can be observed that the number of defects reduces as a function of time in a 
near-exponential fashion, with the rate of annihilation slowing as a function of time due to the decreased 
number of defects present. This decay can be fit to C = C0/(C0*Kiv*t +1), where Kiv is the recombination 
rate constant. The fit to the data is also shown in Figure 64, which provides a value of the recombination 
rate constant (Kiv) at a given temperature. The recombination rate constant was calculated from the defect 
concentration as a function of time at each temperature. Table 14 lists the recombination rate constant 
(Kiv) calculated in the temperature range between 600 and 1200 K. 

 
Figure 64. Evolution of defect concentration as a function of time at 1000 K. 
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Table 14. Recombination rate constants (Kiv) at different temperatures. 
Temp. (K) Kiv (1/ns) 

600 172.1 
700 429.2 
800 1057.1 
900 2280.9 
1000 3380.3 
1100 5785.7 
1200 8447.4 

 
According to kinetic theory, the recombination rate constant (Kiv) can be estimated as Kiv = 4π(Di + 

Dv)riv/Vat, where Vat is the atomic volume for body-centered cubic, and riv is the recombination radius. 
Typical values of the recombination radius are on the order of 2–3 times the equilibrium lattice constant 
(a0). By utilizing the fit values of the recombination rate constant and the known diffusion coefficients 
and equilibrium volume, the recombination radius can be determined. It is found that recombination 
radius is significantly larger than what is typically observed. For example, at 1000 K, the recombination 
radius is approximately 8*a0. As the temperature decreases, the recombination radius increases farther, 
such that the value of the recombination radius at 600 K is 24*a0. It is assumed that this is due to very 
long stress field interactions between interstitials and vacancies, leading to rapid recombination. This 
perhaps compensates for the incredibly low interstitial formation energies in gU systems, in that the large 
number of defects that can be created also rapidly recombine. Such a phenomenon was hinted at in 
previous studies on displacement energies in gU [120]. 

2.6.2.2 Calculation of Formation and Binding Energies of Xe-Vacancy Clusters 
Figure 65a represents formation energies of Xe substitutional and Xe-vacancy clusters as a function 

of temperature. The formation energies were calculated at seven different temperatures. Xe clusters 
having more than four vacancies nearby are not considered in this work due to extremely low 
concentration. It was found that the formation energies of Xe clusters increased almost linearly with 
increasing temperature. Thus, the formation energies were linearly fitted, and the fitted values were 
obtained at temperatures from 300 to 1400 K in increments of 50 K in order to calculate the steady-state 
defect concentrations under irradiation. Figure 65b shows an example of binding energies of Xe clusters 
as a function of cluster size at 1000 K, obtained from the formation energies. The binding energies 
increased with increasing Xe cluster size.  
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Figure 65. (a) Formation energies of Xe-vacancy clusters as a function of temperature. (b) Binding 
energies of Xe-vacancy clusters at 1000 K. 

2.6.2.3 Evolution of Defect Concentration under Irradiation  

Evolution of defect concentrations in gU-10Mo were studied as a function of time. Figure 66 shows 
the result of calculating the coupled rate theory equations at the FR of 5x1020 fiss/m3/s at 1000 K, as an 
example. These calculations indicate that the equilibrium defect concentrations are approximately 1.7x10-

8 for vacancies, 2.45x10-9 for interstitials, 7.35x10-9 for Xe-mono vacancies, 3.03x10-15 for Xe-
divacancies, 1.43x10-21 for Xe-trivacancies, and 7.13x10-28 for Xe-quadvacancies. The steady-state 
concentration of Xe-vacancy clusters decreased as the cluster size increased. It took approximately 0.5 s 
to reach steady state for vacancies and interstitials. However, the concentration of Xe and Xe clusters kept 
growing slowly with respect to time since Xe was continuously produced with a yield of 0.06. The defect 
concentration at the time of 1 year was considered to be the steady-state defect concentration with the 
assumption that 1 year (3.15x107 s) is long enough to reach equilibrium.  

 
Figure 66. Rate theory calculations of defect concentration evolution as a function of time at the FR of 
5x1020 fiss/m3/s at 1000 K. 

Figure 67 shows the steady-state defect concentration as a function of inverse temperature in gU-
10Mo at three different FRs. The evaluated temperature range was from 300 to 1400 K in increments of 
50 K. The concentration of vacancies and interstitials increased with an increasing FR. As the temperature 
decreased below 600 K, the interstitial concentration decreased, while the vacancy concentration stayed 
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almost the same. This is presumably due to the restricted diffusion of vacancies, which increases the 
amount of interstitial diffusion to GBs, instead of leading to recombination with vacancies. Above 600 K, 
both concentrations decrease with increasing temperature, as an increase in diffusion leads to increased 
recombination. It should be emphasized that the interstitial and vacancy concentrations display opposite 
trends as a function of temperature under irradiation below 600 K. The concentration of Xe-monovacancy 
cluster increased with increasing the temperature up to 950 K at the FR of 5x1019 fiss/m3/s and then 
decreased as the temperature further increased. As the FR increased, the temperature where the 
concentration of the Xe-monovacancy cluster is the highest increased. At the FR of 5x1021fiss/m3/s, the 
concentration of the Xe-monovacancy clusters increased up to 1400 K. Decreased concentration of Xe-
monovacancy clusters at the high temperatures (e.g., > 950 K at the FR of 5x1019 fiss/m3/s) was due to 
decreased concentration of vacancies which recombined with interstitials and diffused into GBs. This 
complex temperature-dependent behavior is only captured due to the temperature-dependent 
recombination rate coefficient.  

 
Figure 67. The steady-state defect concentration of (a) vacancies and interstitial (b) Xe-monovacancy as a 
function of temperature in gU-10Mo for three different FRs: 5x1019, 5x1020, and 5x1021 fiss/m3-s. 

2.6.2.4 Thermal (Intrinsic) Diffusion Coefficients of U, Mo, and Xe  
The thermal diffusion coefficients of U, Mo, and Xe were calculated and fitted into the Arrhenius 

equation for the calculation of diffusion coefficients at lower temperatures as shown in Figure 68a. The 
calculation of vacancy and interstitial diffusion of U and Mo in gU-10Mo were conducted by Park et al. 
[118], and additional MD calculations were conducted at 900 K, 1100K, 1300 K, and 1400 K to improve 
statistics. Diffusion of U and Mo through a vacancy was not investigated below 900 K due to 
insignificant diffusion. Diffusion via interstitials was faster than the diffusion via vacancies, indicating 
that the diffusion mechanism in gU-10Mo takes place primarily through interstitials. In addition, diffusion 
of U was faster than diffusion Mo, which is in agreement with the experimental observations [119]. 
Diffusion coefficient of Xe was slower than that of U and Mo despite the fact that Xe diffuses through 
vacancy clustering. This proves that diffusion of Xe is extremely slow. Diffusion of Xe was negligible 
below 1000 K. Since the diffusion coefficients were independent of the Xe cluster size, as shown in 
Figure 68b, the diffusion coefficients were averaged over all cluster sizes at each temperature. In order to 
estimate the diffusion coefficients at lower temperatures, the diffusion coefficients were fitted to the 
Arrhenius equation. 
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Figure 68. Diffusion coefficient of (a) U, Mo, and Xe (b) Diffusion coefficient of Xe as a function of 
cluster size from 1000 to 1400 K. 

2.6.2.5 Radiation-Enhanced Diffusion Coefficients of U, Mo, and Xe  
Based on Turnbull’s model [22], diffusion under irradiation is comprised of three components: 

intrinsic diffusion (𝐷A(3), radiation-enhanced diffusion (𝐷!�C), radiation-driven diffusion (𝐷!CC). The 
total diffusion coefficient (𝐷3)	under irradiation can be calculated by adding the three components 

𝐷3 = 𝐷A(3 + 𝐷!�C +𝐷!CC (91) 

Since no experimental data exists at low temperatures, intrinsic diffusion coefficients of U and Mo at 
low temperatures were obtained by extrapolating the experimental data [119] into the low temperatures 
using the Arrhenius equation. The pre-factor and activation energy were 1.28×10-5 m2/s and 1.76 eV for 
U and 1.62×10-5 m2/s and 1.97 eV for Mo. No experimental data for intrinsic diffusion of Xe exists. 
Radiation-driven diffusion coefficients of U, Mo in 𝛾U-10Mo were calculated by Beeler et. al [8]. 
Radiation-driven diffusion of the elements was dependent on PKA energy (per volume), the mean-
squared displacements of each element, and fission fragment kinetic energy of a single fission event. The 
radiation-driven diffusion coefficients of U and Mo in 𝛾U-10Mo can be described as follows 

𝐷!CC�  = 1.97×10-41× 𝐹̇ (92) 

𝐷!CC�;  = 2.01×10-41× 𝐹̇ (93) 

𝐷!CC)*  = 5.07×10-41× 𝐹̇  (94) 

Due to different diffusion mechanisms within the system, radiation-enhanced diffusion coefficients of 
U/Mo and Xe are calculated differently. First, radiation-enhanced diffusion coefficients of U and Mo, 
calculated using Eqn. 89, are represented in Figure 69a. Due to the variable dependence of the defect 
concentration on temperature, the radiation-enhanced diffusion coefficient needs to be piecewise fit with 
two Arrhenius equations for U and Mo. Thus, the data shown in Figure 69a is divided into four unique 
functions: (1) U at high T (> 600 K), (2) U at low T (≤ 600 K), (3) Mo at high T (> 600 K), and (4) Mo at 
low T (≤ 600 K). The effect of FR on radiation-enhanced diffusion of U and Mo was evaluated at 600 K. 
A square root dependence of the radiation-enhanced diffusion coefficient was observed. By dividing the 
total radiation-enhanced diffusion by the square root of the FR and the total radiation-enhanced diffusion, 
a coefficient for FR dependence can be obtained to construct a comprehensive equation for the total 
diffusion under irradiation. Therefore, the total diffusion coefficient of U and Mo can be described as 
follows 



 

85 

𝐷�"X#BX3 = 1.28 × 10"- × exp T− ..01
23
U + 1.38 × 10"- × exp T− 7.04

23
U × 5.3 × 10".. ×Ö𝐹̇ +

1.97 × 10"S. × 𝐹̇ (95) 

𝐷�"<;�3 = 1.28 × 10"- × exp T− ..01
23
U + (1.24 × 10".4) × exp T− ....

23
U × 5.3 × 10".. ×Ö𝐹̇ +

1.97 × 10"S. × 𝐹̇ (96) 

𝐷�;"X#BX3 = 1.62 × 10"- × exp T− ..�0
23
U + (1.65 × 10".1) × exp T− 7.04

23
U × 5.3 × 10".. ×Ö𝐹̇ +

2.01 × 10"S. × 𝐹̇ (97)  

𝐷�;"<;�3 = 1.62 × 10"- × exp T− ..�0
23
U + (1.47 × 10".S) × exp T− ..7+

23
U × 5.3 × 10".. × Ö𝐹̇ +

2.01 × 10"S. × 𝐹̇ (98)  

It was found that intrinsic diffusion, radiation-enhanced diffusion, and radiation-driven diffusion were 
dominant at low-, intermediate-, and high-temperature regime, respectively, depending on the FR. More 
specifically, the temperature range that radiation-enhanced diffusion dominates increased with increasing 
FR. At the FR of 5x1019 fiss/m3/s, the radiation-enhanced diffusion was dominant between 450 and 600 
K. As the FR increased to 5x1021 fiss/m3/s, the radiation-enhanced diffusion dominated between 550 to 
650 K. Thus, it is expected that the radiation-enhanced diffusion dominates at lower temperatures at lower 
FRs (lower than 5x1019 fiss/m3/s), which is close to the operating temperatures of research reactors. Thus, 
radiation-enhanced diffusion of U and Mo will play an important role in the diffusion process in a low FR 
regime. In addition, radiation-enhanced diffusion of U and Mo will dominate in case of accidents at the 
FRs evaluated. 

Utilizing the thermal diffusion coefficients and steady-state defect concentrations under irradiation 
(Eqn. 88), radiation-enhanced diffusion coefficients of Xe were also calculated as a function of inverse 
temperature as shown in Figure 69b. It is observed that the radiation-enhanced diffusion increased with 
increasing fission rates. At high temperatures, radiation-enhanced diffusion of Xe plateaued due to 
decreased concentration of Xe-vacancy clusters. 

 
Figure 69. Radiation-enhanced diffusion of (a) U/Mo (b) Xe at three different fission rates. Units of the 
diffusion coefficients are fiss/m3/s. 

Therefore, the total diffusion coefficients (DT) of Xe in 𝛾U-10Mo under irradiation can be expressed 
as follows 

𝐷3.)*= 1.28×10-9×exp(-1.76/kT) + 1.97×10-41× 𝐹̇ + 	∑ 𝐶)*"$R#&&�
$`. ×2×10-8×exp(-1.01/kT) (99) 
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𝐷3+)*= 3.00×10-10×exp(-1.85/kT) + 1.97×10-41× 𝐹̇ + 	∑ 𝐶)*"$R#&&�
$`. ×2×10-8×exp(-1.01/kT) (100) 

where k is the Boltzmann constant. It should be noted that in Eqns. 99 and 100, it has been assumed 
intrinsic diffusion of Xe is slower than the intrinsic diffusion of U by four orders of magnitude [58]. In 
this work, the intrinsic diffusion coefficient of Xe was calculated using the diffusion coefficient of Xe in a 
Xe-monovacancy cluster since diffusion of Xe is primarily facilitated by a vacancy. Three components of 
diffusion of U, Mo, and Xe (intrinsic diffusion, radiation-driven diffusion, and radiation-enhanced 
diffusion) were plotted as a function of FR in Figure 70. It was found that radiation-enhanced diffusion 
does not significantly affect the total diffusion of Xe under irradiation. The temperature where a transition 
from the intrinsic diffusion to radiation-driven diffusion occurs increased with an increasing FR. A 
transition was observed at 850, 900, and 1000 K at 5x1019 fiss/m3/s, 5x1020 fiss/m3/s, and 5x1021 fiss/m3/s, 
respectively. The temperature where radiation-enhanced diffusion overtakes the intrinsic diffusion 
increased from 350 K to 600 K as the FR increased from 5x1019 fiss/m3/s to 5x1021 fiss/m3/s. The total 
diffusion coefficients of U, Mo, and Xe are represented in Figure 71.  

 
Figure 70. Intrinsic diffusion, radiation-driven diffusion, and radiation-enhanced diffusion of (a) U (b) Mo 
(c) Xe in gU-10Mo at three different fission rates. 
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Figure 71. The total diffusion of (a) U, Mo and (b) Xe at three different fission rates in gU-10Mo. Xe1: 
previously assumed intrinsic diffusion [11], Xe2: newly proposed intrinsic diffusion in this work. Units 
are fiss/m3/s. 

2.6.3 Summary 
In the present work, radiation-enhanced diffusion coefficients of U, Mo, and Xe in 𝛾U-10Mo were 

calculated using rate-theory models and MD simulations. In addition, intrinsic diffusion of Xe was 
calculated using MD simulations. Utilizing the intrinsic diffusion, radiation-enhanced diffusion, and 
radiation-driven diffusion, the total diffusion of U, Mo, and Xe under irradiation was also determined in 
the temperature range between 300 and 1400 K. It was found that radiation-enhanced diffusion of U and 
Mo were dominant in the intermediate temperature range (450 to 650 K) at the evaluated fission rates, 
whereas the radiation-enhanced diffusion of Xe did not significantly contribute to the total diffusion of Xe 
under irradiation at any temperature range. The total diffusion coefficients of U, Mo, and Xe calculated in 
this work will be utilized as important parameters in mesoscale engineering-scale nuclear-fuel models.   

2.7 Historical Characterization Data Analysis 
The improvement and creation of predictive fuel microstructure modeling and simulation require 

accurate experimental data for computational inputs and validation. Predictions of the fuel behavior rely 
on the accuracy of the physics computations performed and the physical data used as inputs or for 
validation of said computations [27,100,121]. Therefore, data collection of the microstructure 
characteristics of uranium molybdenum (U-Mo) alloy fuels was undertaken to understand the available 
data for computational scientists and provide a starting point for creating a library or collection of this 
data for use by computational researchers. A list of the identified target information was collected, as seen 
in [59], is shown to underscore the exact data needs of various missing or unavailable microstructure data 
types. 

The microstructure modeling data collection work performed throughout the FY included collecting 
MP-1 characterization data and creating a library of U-Mo, material management, and minimization (M3) 
focused experiments. To provide the computational process with the correct data, a tiered process of 
collecting the microstructure data is proposed as: 

1. Collect historical data available in reports and the literature to understand gaps in the information and 
what is available. 

This step was accomplished and included in a review journal article currently being written.  
2. Quantify and understand ongoing work on U-Mo metallic fuels to find researchers and scientists 

whose work complements the computational needs. 
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a) A team of experimental and computational scientists was proposed and connected based on 
the ongoing FY-20 research outline in work packages.  

3. Create and plan targeted experiments to collect data types that are not available or currently being 
worked on within the USHPRR and characterization groups.  

a) As part of this work, data from the ongoing LEU-resonant ultrasonic spectroscopy laser 
(RUSL) experiments will be provided to the group and briefly explained herein to show the 
collaboration of this proposed experiment and how it will benefit the computational data 
collection.   

Following the above method for data collection allows for the simultaneous collection of data from 
past experiments and the collaboration between experimentalists and computational researchers on the 
needs for microstructure characterization, PIE, and how modeling and simulation may improve ongoing 
experimental work. 

Table 15. Microstructure modeling data collection targets and details. 
Microstructure 

Modeling 
(MM) Target information Details Current FQ planned work 

MM1 
Volume fractions of 
different phases before and 
after irradiation 

a. Fraction of alpha 
and gamma in as-
fabricated condition 
and post-irradiation. 

PLN-4886 R4 
PLN-5380 R4 
FY-20–FY-21 Activity 
(A49615) 
FY-20 Activity (A49620) 
FY-21 Activity (A49645) 

b. Carbide distribution 
before and after 
irradiation 

MM2 

Features (dislocation, 
grain boundary, carbide, 
etc.) type, size, and density 
before and after irradiation 

a. Grain boundary size 
and aspect ratio before 
and after (B&A) 
irradiation. In the 
recrystallized zone and 
the non-recrystallized 
zone. 

PLN-4886 R4 
PLN-5380 R4 
FY-21 Activity (A49607) 
FY-20–FY-21 Activity 
(A49615) 
FY-20 Activity (A49620) 
FY-21 Activity (A49645) 
FY-22 Activity (A49660) 

b. Dislocation density 
B&A irradiation. 
Emphasis decomposed 
regions. 

MM3 
Mo concentration 
inhomogeneity B&A 
irradiation 

Mo concentration 
profiles B&A 
irradiation, including 
regions of bulk and 
regions of GBs, 
defects, precipitates, 
and phase decomposed 
areas 

PLN-4886 R4 
PLN-5380 R4 
FY-20–FY-21 Activity 
(A49615) 
FY-20 Activity (A49620) 
FY-21 Activity (A49645) 
FY-22 Activity (A49660) 

MM4 
Grain boundary bubble 
size distribution as a 
function of burnup 

Inside and outside 
recrystallization 
region. 

PLN-4886 R4 
FY-21 Activity (A49607) 
FY-20–FY-21 Activity 
(A49615) 
FY-20 Activity (A49620) 
FY-21 Activity (A49645) 
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Microstructure 
Modeling 

(MM) Target information Details Current FQ planned work 

MM5 

U-10Mo recrystallized 
volume fraction as a 
function of burnup and 
initial grain size 

 
FY-20–FY-21 Activity 
(A49615) 
FY-20 Activity (A49620) 
FY-21 Activity (A49645) 

MM6 Gas density within bubbles 
at a given burnup 

Multiple bubble 
sampling to determine 
gas pressure inside 
bubbles. 

 

MM7 
Defect diffusion (self-
diffusion and Xe 
diffusion) 

a. Preferably both 
irradiation-enhanced 
and thermal 

 

b. Diffusivity (U and 
Xe) on GBs 

 

c. Effect of pressure 
on defect diffusivity 
and formation energy 

 

MM8 Grain boundary denuded 
zone width 

a. Thickness of region 
around GBs with no 
FGBs 

 

b. Variation with 
irradiation condition 
(flux and temperature) 

 

MM9 U-Mo/Zr interdiffusion 
region 

a. Characterization of 
phases 

PLN-4886 R4 
PLN-5380 R4 
FY-21 Activity (A49607) 
FY-20–FY-21 Activity 
(A49615) 
FY-22 Activity (A49630) 
FY-21 Activity (A49645) 

b. Mo concentration 
profile 
c. Gas bubble density, 
gas bubble size, and 
gas bubble distribution 
as a function of 
burnup 
d. Mechanical 
properties: elastic 
constants, yield 
strength 

MM10 

Effect of gas bubble 
structures on mechanical 
properties (stress-strain 
curves) 

  

MM11 

Elastic constants and Yield 
stress of U-Mo single 
crystal and polycrystal, 
B&A irradiation 

  

MM12 
Interstitial loop stability in 
U-Mo matrix with gas 
bubble superlattice 
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Microstructure 
Modeling 

(MM) Target information Details Current FQ planned work 

MM13 
As-fabricated grain size 
distributions in RERTR12 
archive plates. 

  

 

2.7.1 Microstructure Data Library 
The data library for the M3 characteristics attached to this report shows a copious amount of data on 

the various MM aspects; it is difficult to compare the different experiments collected by different 
scientists. Due to the fact, image analysis methods are not standardized and may impact the results of the 
analysis as well as the differences in fuel types and fabrication techniques. Additionally, the presentation 
of the data varies; some studies provide a mean of the data, others present the data in a distribution, and 
others provide data as a range of values. Discrepancies in the presentation and collection of the data add a 
layer of complication when comparing experimental results and incorporating the information into a 
model or simulation. From past M3 experimental data collection, the data types and the data itself are 
explained here and in the microstructure library as a starting point for collecting the MM target 
requirements. For the complete information on the references, fission conditions, and other microstructure 
elements, it is best to see the data library, so researchers may choose and understand the type of data and 
from where it originated.  

Several of the 13 MM essential data areas in Table 15 are regularly collected during fuel 
characterization and PIE work [122–125]. The data, however, is not always readily available to 
researchers. Collecting the information into a central location will make finding and using the data more 
accessible for those needing it and act as a repository for completed work to speed up the communication 
between experimentalists and computational scientists.  

The MM target areas are broken into the following topics to simplify the data collection methods: 

• Mechanical properties: MM-11 and technically all MS will relate to this  

• Porosity and FGBs: MM-4, MM-6, MM-8, MM-10, and MM-12  

• Grain morphology: MM-13, MM-2a, and MM-8  

• Grain refinement: MM-5  

• Chemical homogeneity: MM-3  

• Phase decomposition: MM-1a  

• Interdiffusion zones: MM-9  

• Atomistic data: MM-7, MM-2b, MM-12. 

Not all topics areas are included in the data library due to the non-existence of the data type or that 
the information available was not from M3 experiments.  
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2.7.2 M3 Data Collection 
The data collected from the M3 experiments and literature included ATR full-size plate in center flux 

trap position (AFIP), RERTR, and mini-plate (MP)-1 experiments for both dispersion and monolithic 
fuels and as-fabricated and irradiated data. Figure 72 shows the data library breakdown into what types of 
fuels are in the analysis and what experiment campaigns they originate, shown in the colorful outer ring 
of the plot. A large portion of the data was collected from the MP-1 characterization efforts, whereas the 
other experiments came from various articles or reports and are collated together into the microstructure 
library. Additionally, the Figure 72 chart explains the amount of past data from dispersion and monolithic 
fuel types in the black and gray areas. Because of the differences in the fuel types, these data cannot be 
compared directly. However, showing the data in this manner allows for the qualification of where the 
information originates and illustrates the need for more monolithic data as it is currently the main focus 
for U-Mo fuels.  

 
Figure 72. Data overview of all collected microstructure data, each piece corresponds to the experiment 
the data is from, and the black and gray areas indicate the fuel type, monolithic or dispersion.  

Additionally, the form in which the data exists is vital to qualify the data for computational purposes. 
For example, the accuracy of the models will depend if the data is a correlation [4,126,127], a sample 
mean or average [4,128,129], or distribution [27,52,110]. Furthermore, validation of these models is more 
reliable if the data used for validation is in the form of a size distribution [27,110]. Therefore, the form of 
the data is also critical for computational inputs and validation methods. 
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The FD and FRs are plotted in the following box-and-whisker plots to further understand the 
differences between experiments. The importance of this is to show the fission conditions in each 
experiment compared against the other and the data availability differences between the experiments. An 
additional challenge that must be addressed in future experiments is the differences in determining each 
experiment sample's FD or FR. For example, in the sample “A003” from the experiment RERTR-1, the 
FR is reported as 3.3x1014

 and 3.8x1014 fissions/cm3s, and the FD is 2.7x1021 and 3.0x1021fissions/cm3 in 
different studies [27,34,37,39]. However, the discrepancies in these values are not addressed or explained 
in the literature. The FD and rate determination method are not given in any of the studies used here; 
therefore, there may be errors in these calculations affecting the overall data analysis and correlations 
used between the fission conditions and the microstructure. Additionally, some of the experiments do not 
have values for both FD and FR; some studies only presented the value. The MP-1 samples are 
unirradiated and therefore will not have either value as well. 

 
Figure 73. Box-and-whisker plot of the FD for available M3 experimental data. Some experiments had 
few available datum others are more readily available. 
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Figure 74. Box-and-whisker plot of the FR for the M3 experiments. 

After observing the fission conditions and the general information of the fuel types and experiments, 
the microstructure data is collected. The following sections further present the data collected for the MM 
targets and how each meet or do not meet these requirements.  

2.7.2.1 Pore or Fission-Gas Bubbles Data Collection 
The MM requirements include five porosity measurements: porosity, volume fraction of the FGB, 

bubbles per grain size area, eccentricity, and pore size in diameter and area. The porosity data or data on 
FGB is the most prolific of the data collected; this is most likely due to the relationship between the FGB 
swelling and the overall volumetric swelling of the fuel. These gaseous fission products are not soluble in 
the fuel matrix and will form pores and bubbles in the fuel matrix that expand as irradiation continues and 
cause swelling of the fuel to increase [39,130–133]. Below 2.5×1021 f/cm3s fission density, the FGB will 
not be as prolific as at FDs between 2.5 and 3.5x1021 f/cm3s where FGB nucleation and growth begin 
[39]. Therefore, the pore size data in these FD ranges are expected to increase in size and number. After 
about 4x1021 f/cm3s, pore growth will increase further because of the collapse of the face-centered cubic 
superlattice that forms as intragranular pores [34,78], from all these FDs where changes to the pore 
behavior, we can compare the collected results and understand the recorded changes.  

Figure 75 shows all five pore data types collected here and the corresponding M3 experiments. The 
outside of the plot shows what data types were collected, and the inner circle shows what experiments the 
values are presented—the most common data type in the literature is the pore size diameter followed by 
the porosity.  
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Figure 75. Pore data types, including the experiments the data is from. Most data are available as pore 
diameter, whereas the FGB per cross section only is reported as three RERTR, dispersion fuel 
experiments. 

Of all the porosity data, the majority comes from RERTR-7 and AFIP6-MKII; these are from two 
sources: Smith et al. [23] and Verner et al. [24], as shown in Figure 76. Both use the same data collection 
and image analysis techniques therefore removing the inconsistencies in data collection methods that may 
bias or change the data. Pore size distributions may be the most useful from the data collected; however, 
only a few studies included the pore size distribution, which was only for RERTR-1, 3, and 5 [37]. All of 
which are dispersion fuels. The following sections detail more thoroughly the data collected and its 
interpretations. 

Porosity Data 

The porosity data present in the plot in Figure 76 are summarized in the following boxplot Figure 77 
to show the spread of the data and the differences in the mean porosity values. Figure 77 clearly shows 
the spread in data for the experiments with large amounts of data from various samples. For example, in 
the RERTR-12 data, the lowest porosity measured is approximately 4%, and the highest is over 35% with 
the mean nearing 23%. Whereas samples such as RERTR-1 and -3 only include one data point from the 
literature. Differences in the amount of data collected and the methods by which they are collected make 
comparing data one to one unadvisable.  
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Figure 76. Porosity data collected from M3 experiments showing the most data is from AFIP6-MKII and 
RERTR-7 experiments. 

 
Figure 77. Boxplot of the M3 experimental porosity values in which the variation in the values is 
noticeable and due to FD differences and fuel types. 

Eccentricity Data 

The eccentricity of FGB and pores is a measure of the spherical shape of the pores and determines if 
it is elongated. A value of one is a perfectly spherical pore, and as the value decreases to zero, the shape 
becomes more elongated. Figure 78 shows that five experiments contained data on the eccentricity of the 
pores, with most of the data from AFIP-MkII and RERTR-7. The Figure 79 boxplots contain the data 
points from these studies. The boxplot shows that AFIP-7, RERTR-7, and -8 were more elongated than 
the other two experiments, RERTR-8 and AFIP6-MkII. However, AFIP-7 and RERTR-8 are from only 
one data point, and after cross-referencing these five experiments with Figure 72, both dispersion and 
monolithic fuels. The differences in the amount and type of data and fuel type make comparisons between 
the existing porosity values difficult. Eccentricity measurements were not common in the M3collected 
data.  
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Figure 78. Eccentricity data from the experiments where five of the experimental campaign present the 
shape of pores in this manner. 

 
Figure 79. Boxplot of the pore eccentricity where the most elongated pores are in RERTR-7 and 
RERTR-8 

Pore Size Diameter and Area 

As stated previously, the data distributions of the pore size area are the most desirable for the 
validation of models. However, only two studies were found to contain this level of specificity, Kim et al. 
[37] and Rest et al. [27]. These studies analyze samples from RERTR-1, -3, and -5. Additionally, their 
work presented these data along with the FGB per unit cross section, not commonly available in other 
references. The pore size distributions from these sources are reproduced and plotted in Figure 80. 
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Figure 80. FGB diameter versus the bubble density per cross section of fuel for RERTR-1,-3-, and -5 
dispersion fuels. Adapted from [37] and [27]. 

The remainder of the pore size data and the corresponding experiments are shown in Figure 81 to 
Figure 84. The AFIP6-MkII, RERTR-2, and -12 contain the most prominent pores of all the experiments 
studied. These three experiments also were exposed to the FDs above 4x1021 f/cm3s, where the 
recrystallization will cause the collapse of the superlattice and the increase in pore size. 

 
Figure 81. Pore size area experiments where the majority is from RERTR-7. 



 

98 

 
Figure 82. Pore size area boxplot of the M3 experiments. The AFIP-7 and RERTR-8 is limited compared 
to the other three with larger datasets. 

 
Figure 83. Pore size diameter experiments. 

 
Figure 84. Boxplot of the data spread of the pore size diameter in M3 experiments where the largest 
diameters are from AFIP-6MkII and RERTR-12 where the FD is high enough for grain refinement to 
cause the large FGB to form. 
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2.7.2.2 Grain Size Data Types 
This section includes grain morphology data presented for several MM goals. The MM-2a and 

MM-13 require grain size data for both as-fabricated and irradiated materials. MM-5 specifically includes 
the grain refinement volume fraction of the fuel. For this information involving grain morphology, there 
are many different ways of presenting the same information. For example, when studying grain 
morphology, the grain size may be given as a grain diameter, grain area, or grain number. All these 
measurement values were found in the literature of the M3 experiments. Thus, there adds another layer of 
difficulty in comparing results between experiments and studies. Figure 85 shows the breakdown in these 
experiments where grain measurements and morphology were collected.  

 
Figure 85. Grain size data breakdown shows that most grain size data come from the MP-1 as-fabricated 
characterization efforts. Seven other experiments contain grain morphology information. 

As-Fabricated Grain Morphology 

Determining the starting size of the grains in as-fabricated U-Mo is essential to predicting the post-
irradiation grain size after grain refinement occurs. Therefore, M3 data experiments of the as-fabricated 
grains were quantified and shown in Table 16 and the figure of the MP-1 grain numbers. In Table 16, 
Keiser et al. [23] determined the average grain size area for monolithic fuel plates from AFIP6-MKII and 
RERTR-12. Further research was performed on these samples by Di Lemma et al. [134], where electron 
backscatter diffraction (EBSD) determines the texture of the samples. The results determined that the 
grain diameter of the RERTR-12 samples was higher than those of AFIP6-MKII, but also the low grain 
aspect ratio indicates the grains are elongated, which will also impact the efficacy of the grain size 
measurements [134]. Elongated grains were measured during the characterization of these samples as 
high as 25 μm [123]. These elongated grains will cause a higher standard deviation in the grain size 
measurements due to their nonuniform nature. Additionally, MM-2a explicitly features the need for data 
on the "grain boundary size and aspect ratio B&A irradiation." Di Lemma et al. [134] is the only source 
found that specifically included the aspect ratio for the fabricated fuels in the realm of the M3 
experiments.  
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Table 16. Grain size and aspect ratio of as-fabricated fuel samples. 

Experiment Sample ID 

Grain 
diameter 

(μm) 

Grain 
area 

(μm2) Aspect ratio Source 
AFIP-1 JJ-652 4   [135] 

AFIP6-
MKII 

CB1131  68  [136] 
UM0-342-

1-1 7.6 ± 4.5  0.33 ± 0.14 [134] 

RERTR-12 
JJ1031  54.13  [136] 
L1P757 9.3 ± 4.4  0.29 ± 0.10 [134] 

 
The MP-1 grain size measurements are taken from the four different fabrication methods groups. The 

purpose of fabricating each group in varying methods is to quantify and understand fabrication technique 
effects on the starting microstructure of the fuel. The four fabrication methods are: as-casted where the 
samples are not treated past the casting phase of the production; as-casted with a zirconium diffusion 
barrier; cold-rolled where the samples are cast then rolled then annealed to remove the stresses added to 
the system during the cold-rolling steps; and the cold-rolled samples with a zirconium diffusion barrier 
added [137]. For the characterization of these samples, each was broken down into three transverse 
samples and three longitudinal samples and analyzed with SEM and OM techniques. The ASTM grain 
number method measured the grain size and is presented in the report "MP - 1 Intermediate 
Characterization Report Summary" INL/EXT-18-51367 [137]. The smallest grain sizes were produced by 
the cold-rolling and anneal fabrication method with the diffusion barrier. In contrast, the largest grains are 
in the as-casted samples with the diffusion barrier.   

 
Figure 86. Boxplots of the grain number of the MP-1 characterization efforts showing the smallest 
fabricated grains are found in the cold-rolled and annealed Zr samples, where the largest grains are in the 
as-casted Zr coated samples. Adapted from Di Lemma et al. [137] 

Discussion on As-Fab Grain Size 
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From the data collected on the grain morphology of the as-fabricated samples, it is clear that a more 
standardized approach to collecting and presenting this data would be helpful within the USHPRR 
framework. Additionally, collecting the aspect ratio of the grains along with the diameter and area would 
be helpful to understand the size of the grains and their shape. For example, the ideal starting grains are 
large, equiaxed [138]. Conversely, small grains with a low aspect ratio allow for more intergranular FGB 
growth and increase the swelling [128,139].  

Irradiated Grain Morphology 

The irradiated grain size and structure of the fuel is also important in that it shows how much grain 
refinement has occurred and possibly explain the amount of swelling change in the material. When 
comparing Table 16 of fabricated grain size measurements to the irradiation grain measurements in  
Table 18 illustrates the drastic change in the size of grains during irradiation of AFIP-1, AFIP6-MkII, and 
RERTR-12. Figure 87 shows this change graphically as well. Of the three experiments, RERTR-12 
experienced the highest FD and consequently had the smallest grain size after the grain refinement 
occurred.  

 
Figure 87. Grain size changes during irradiation of three available experiments. The post-irradiation grain 
size is significantly smaller due to the grain refinement of the material. 

Additional data from dispersion fuel studies by Kim et al. [37] and Rest et al. [27] are presented in 
Table 17. Two methods were used to measure the grain size of these samples after irradiation. However, 
the as-fabricated grain size of these specific samples and experiments was not collected here to compare 
to the starting and ending grain microstructure. Nevertheless, one observation that can be made is the 
grain sizes after irradiation were not nearly as small as the previously presented irradiated samples from 
AFIP-1, AFIP6-MkII, and RERTR-12. Hence, this supports the hypothesis that grain refinement will not 
begin until after 3.5x1021f/cm3s [1,39,110] and complete near 5x1021f/cm3s [34]; these samples are similar 
to the beginning sizes collected in the other as-fabricated data.  

Table 17. Grain size diameter of dispersion fuels using two measurement methods, four measurement 
average and the lineal intercept* methods. 

Experiment 
Sample 

ID 
FD (x1021 

f/cm3) 
FR (x1014 
f/cm3-s) 

Grain 
size 
(μm) 

Grain 
size* 
(μm) Source 

RERTR-1  A003 2.7 3.8  2.3 [27,37] 
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V002 3.1 3.8 6.3 4.9 [37] 

RERTR-3 

S03 2.9 7  3.6 [37] 
V03 2.6 6.3  7.3 [37] 
V07 2.1 5.1  6.5 [37] 
Y01 2 4.8  10.1 [27,37] 
Z03 2.1 5.1 24.4 23.6 [27,37] 

RERTR-5 

A6008H 3.3 3.3 5.3 6.2 [27,37] 
A8002L 3.2 3.2 3.9  [27,37] 
R6007F 2.6 2.6  6.2 [27,37] 
V6018G 2.3 2.3 4.9 5.2 [27,37] 
V6019G 3.3 3.3 8.5 7.6 [27,37] 
V8005B 2.5 2.5 8.1  [27,37] 

 
Table 18. Irradiated monolithic fuels grain size data. 

Experiment 
Sample 

ID 
FD (x1021 

f/cm3) 

Grain 
diameter 

(μm) 

Grain 
area 

(μm2) Aspect ratio Source 

AFIP-1 KGT-
2141 5.3 0.3   [135] 

AFIP6-
MkII 

6II-1 2.40 0.55 0.61 0.33±0.15 [134] 
6II-1 4.90 0.35 0.1 0.49±0.12 [134] 

RERTR-12 L1P755 5.20 0.45±0.25 0.46±0.12 [134] 
 
Grain Refinement 

The change in grain size that occurs during irradiation is often measured as the grain refinement and 
reported as a volume fraction grain refinement instead of the post-irradiation grain size. Figure 88 is a bar 
graph of the relationship between the mean FD and mean grain refinement for the corresponding 
experiments. For the experiments with FDs below the 3.5x1021 f/cm3s where grain refinement begins, the 
volume fraction of refined grains is lower. However, the higher FD samples exhibit a much higher grain 
refinement percentage. Thus, both observations of the data support the currently agreed-upon values for 
the grain refinement FDs.  
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Figure 88. Compares the grain refinement and FD of various experiments showing the relationship 
between higher FD and the onset and completion of grain refinement. 

2.7.2.3 Phase composition 
MM-1 and MM-9a reference the need for data on the volume fractions of unique phases in the fuel. 

Phase decomposition and precipitate formation (carbides) are products of the fabrication process and 
impact the fuel performance during irradiation [128]. Decomposed, α + γ', phases undergo grain 
refinement at lower FDs than the body-centered cubic (BCC), γ, phase [1,73,120,128,140], which will 
increase the swelling of the fuel. On the other hand, carbides will affect the bonding of grains as they may 
form at the grain interface and weaken the bond [141,142]. They may also interrupt the movement of GBs 
and dislocations in the material [138,143]. To predict the behavior of U-Mo in the reactor environment, 
these factors must be characterized and understood B&A irradiation.  

The only experiments with these phase volume fractions included are AFIP6-MkII, RERTR-12, and 
MP-1. Table 19 shows the fabricated decomposition for AFIP6-MkII and RERTR-12 archival samples. 
The higher decomposition in AFIP6-MkII will affect the fuel performance more significantly than in 
RERTR-12. In the MP-1 characterization data, the decomposition exists in almost all of the samples; 
however, this was reported qualitatively instead of quantitatively. The limited amount of qualitative data 
on the phase decomposition is a problem when trying to accurately quantify U-Mo phase decomposition 
and its effects on the computational predictions of the fuel performance.  

Table 19. Decomposed volume fraction of as-fabricated samples. 
Experiment Sample ID Decomposition (%) Source 

AFIP6-
MkII 

CB1131 14.18 [136] 

CB1131 18.0±6.1 [140] 

RERTR-12 
JJ1031 7.63 [140] 
JJ1031 7.4±3.6 [136] 
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Similarly, the carbide data is not well quantified in all of the M3 experiments. Table 20 gives the 
carbide volume fraction for both fabricated and irradiated samples in AFIP6-MkII and RERTR-12. There 
is a noticeable decrease in the volume fraction of these precipitates after irradiation in these samples. The 
destruction of these phases is of interest to researchers, and by using this type of data in computational 
models, a better understanding of what is occurring physically in the fuel may be possible.  

Table 20. Carbides volume fraction in RERTR-12 and AFIP6-MkII experiments for fabricated and 
irradiated fuels. 

Experiment 
Sample 

ID 
FD (x1021 

f/cm3s) 
Carbides vol. 
fraction (%) Source 

AFIP6-MkII 

CB1131 Fabricated 3.95 [136] 

KGT2763 4.74 1 [140] 

96A 4.74 0.93 [140] 

97A 4.74 0.77 [140] 

RERTR-12 

JJ1031 Fabricated 2.44 [136] 

L1P755 5.18 0.0043 [140] 

LIP773 3.45 0.0097 [140] 
 

MP-1 data on the carbide volume fraction is more plentiful than the phase decomposition. Carbide 
volume was only measured in the casted samples, cast with a Zr diffusion barrier, and the cold-rolled and 
annealed samples. The highest carbide fraction is in the cold-rolled samples with a maximum value of 
approximately 1.8% in Figure 89. Additionally, this volume of the carbide precipitates is lower than those 
of the fabricated RERTR-12 and AFIP6-MkII samples. The improvement in decreasing the volume of 
carbides then was successful in the MP-1 improved fabrication methods.  

 
Figure 89. Carbide volume fraction of MP-1 samples showing the highest amount of carbides are in the 
cold-rolled fabricated foils. Adapted from Di Lemma et al. [137]. 
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2.7.2.4 Molybdenum Concentration 
The chemical composition of the fuel will have significant ramifications on the performance of the U-

Mo. Inhomogeneity of the molybdenum throughout the uranium will lead to uneven grains sizes, 
increased swelling, and phase decomposition [70,110,144]. Quantifying the areas of high- or low-
molybdenum concentration allows for better predictions of microstructure evolution in those areas and 
may be used in computations to perform this analysis more quickly than with physical experiments. 
However, physical experiments are currently needed to inform and improve the models. Existing data on 
the chemical composition of the fuel is presented in several ways, the chemical banding or as a range of 
weight percent molybdenum. Table 21 contains the chemical banding observed in RERTR-12 and AFIP6-
MkII, where the banding is in 100% and 88% of the fuel, respectively [136,142]. No other data from 
AFIP and RERTR experiments were found containing the chemical banding data.  

Table 21. Molybdenum homogeneity from RERTR-12 and AFIP6-MkII fabricated samples. 

Experiment 
Sample 

ID 
Banding 

(%) 
Light/dark 
phase (%) 

Mo variation 
(wt%) Source 

RERTR-12 JJ1031 88 59/41 7-13 [136,140,142] 
AFIP-
6MkII CB1131 100 60.17/39.83 8.5 -11.5 [136,140,142] 

 
The MP-1 characterization contained the chemical variation in the as-fabricated samples where the 

weight percent was between 9.5 and 11 wt.% molybdenum. Figure 90 shows that the as-casted fuels had 
the most molybdenum variation compared to the as-casted with a diffusion barrier and the cold-rolled and 
annealed samples [137]. However, this data does not indicate where or how much fuel foil volume 
exhibited the chemical differences. Having a more precise location of the high- or low-molybdenum areas 
allows for comparing other microstructure characteristics in these areas to explain further how these 
differences in molybdenum concentration affect the grain size, swelling, or phase decomposition.  
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Figure 90. Boxplot comparing the molybdenum weight percent in the MP-1 fuel samples for three 
differing fabrication methods. Adapted from [137]. 

2.7.2.5 Elastic Modulus Measurements 
Using the RUSL measurement technique developed at the INL for Transient Reactor Test (TREAT) 

facility [145,146], new data on the MP-1 samples are being collected on the elastic modulus of the 
samples and, consequently, the radiation-induced phase reversion of the decomposed phases. As in MM-
11, data of elastic constants B&A irradiation are required, and the ongoing work with the RUSL-TREAT 
experiment compliments this. RUSL measures the elastic modulus of a cantilever sample during TREAT 
irradiation using ultrasonic lasers to excite the sample U-Mo beam and measure the light reflection off the 
same beam. Then the ultrasonic laser detects the sample's vibrational frequency that translates to the 
sample's elastic modulus.  

An MP-1 sample is to be irradiated and tested with the RUSL design in late September of 2021. Three 
separate tests have been planned that measure the beam vibrations under three different temperature and 
power regimens. Figure 91 shows the planned transient tests designed for these purposes. During 
FY 2021, this project's design and safety analysis was performed, and the final fabrication and testing of 
the RUSL capsule and MP-1 samples will be completed shortly. The experiment aims to detect any 
microstructural changes occurring during irradiation by measuring the elastic modulus. The in-pile 
measurements will be provided to the computational USHPRR group to include in the previously 
discussed data collection efforts after the irradiation tests are complete.  
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Figure 91. Power and temperature profiles for the planned RUSL transient tests to measure the elastic 
modulus of MP-1 samples.  

2.7.3 Conclusions of the Data Collection 
The takeaway from this initial microstructure data collection is the disconnect between data collection 

methods and data types. There are so many ways to measure the same characteristics that comparing two 
different samples is nearly impossible. A more standardized approach is required. Additionally, many 
aspects of the required MM information are missing from the available M3 experimental data. By 
collecting these data into one location, as was done here, computational scientists and researchers may 
qualify the missing areas of microstructure data. The following list highlights some significant 
improvements to the microstructure needed to meet the computational data requirements.  

1. Standardized or explicit determination of the FD for each sample is required 

2. Data on the internal pressure of FGB in MM-6 were not available and fall under the following tiers of 
data collection where ongoing work that provides this or brand-new tests must be performed to get 
the data 

3. More volume fraction characterization and quantified for decomposed regions and precipitates from 
experiments is needed 

4. As-fabricated data from all areas of the MM goals is necessary to characterize the general 
microstructure of the fuel prior to irradiation and connect that to the post-irradiation structure 

5. Chemical homogenization data in the material and the inhomogeneity location are needed to 
understand the relation of other microstructure development to the chemical composition present.  

As discussed previously, the next step in collecting the computational microstructure data is to find 
the ongoing work at the laboratory that compliments this work. Therefore, in Table 15, the ongoing FQ 
planned projects are highlighted to show opportunities for collaboration between computational scientists 
and experimentalists. The included project plans can meet some of the target information included in the 
same table. Collaboration between the two groups for data collection is an ongoing effort and will 
continue to fill in U-Mo data collection methods and use gaps.  
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2.8 An Integrated Fission-Gas Swelling Correlation for UMo Research 
Reactor Fuel 

A mechanistic, microstructure-based approach has the potential to provide a more predictive fuel-
performance capability than empirical fitting to limited experimental datasets. This is particularly the case 
when data is restricted to certain operating parameters, but the materials of interest may operate outside of 
that experimental phase space. By incorporating lower length scale (LLS) information (e.g., experimental 
microstructures), atomistic information (e.g., diffusivities), and LLS modeling information (e.g., bubble 
evolution), a more general model can be developed that appropriately incorporates underlying physical 
phenomena into macroscale predictions. This work aims to begin introducing LLS information into the 
fission-gas swelling models that can be implemented in the engineering-scale fuel-performance modeling 
simulations.  

2.8.1 Fitting Procedure 
Modification of the fission-gas swelling is performed to include the initial grain size, FR density, 

temperature, and FD. This allows for three additional levels of detail beyond the preexisting correlations, 
which are only function of the FD. In order to account for the additional levels of information, underlying 
data needs to be obtained that can be utilized to fit various descriptive functions. Thus, the DART [52] 
code was utilized to investigate variability of each respective quantity of interest, sufficient to gain 
quantitative trends. FDs at 136 increments are reported for each configuration, up to a maximum FD of 
approximately 7 × 10+. fiss/cm3. Three grain sizes (4.4 µm, 8.5 µm, and 17 µm) are investigated to gain 
a sense of variability with initial grain size. Three FR densities (3.0 × 10.S fiss/cm3-s, 5.9 × 10.S 
fiss/cm3-s, and 8.9 × 10.S fiss/cm3-s) were implemented to quantify the effects of FR density, assuming a 
constant FR density throughout the entire lifetime. Two temperatures (defined as the initial full power 
centerline temperature) were also studied (150°C and 115°C) to generate a temperature dependence. The 
nominal parameters were chosen to be 8.5 µm, 5.9 × 10.S fiss/cm3-s, and 150°C. These are reasonable 
parameters, although the exact conditions for each relevant research reactor will be slightly different. It 
should be noted that although the data sets under investigation are not wholly inclusive with respect to the 
potential set of conditions in research reactors of interest, the generated functions are expected to be 
accurate under minimal extrapolation.  

The existing fuel-swelling correlations are shown below in Figure 92. Further detail on each of these 
individual correlations can be found in [133]. One notable, key aspect of all these models is the piecewise 
nature, splitting low-FD behavior from high FD. This is due to the more rapid swelling after grain 
refinement starts to occur. Generally, a transition occurs at a FD of 3 × 10+. fiss/cm3. A similar approach 
is taken here, although instead of a piecewise function, an addition of two functions is employed with an 
analytical Heaviside step function to effectively negative one of the functions below a certain FD. Unlike 
the previous correlations, the point at which the Heaviside function switches and the steepness of the 
transfer are fitting parameters, providing additional flexibility to accommodate the data set.   
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Figure 92. Fuel swelling as a function of FD. Reproduced from [133]. 

After initial analysis of the fission-gas swelling data from DART, the below functional forms were 
implemented: 

𝐹𝐺𝑆% =	 [𝑓.(𝑓= , 𝐷) 	+	𝑓+(𝑓= , 𝐷)] × 𝑓Z(𝑓=) × 𝑓4(𝑓̇) × 𝑓S(𝑇) (101) 

where 𝑓= is the FD, 𝐷 is the initial grain size, 𝑓̇ is the FR density, and 𝑇 is the temperature. 

The function 𝑓., 𝑓+, and 𝑓Z are defined as 

𝑓. =
'×C!

.?�h�^"zZ×CO|×�8O"z*×CP|�_
 (102) 

𝑓+ =
B×��(C)?X

.?�h�	("(@×C:)×(8O"(<×C5))
  (103) 

𝑓Z =
.

.?�h�	("+	×(8O".))
 (104) 

where the coefficients a through m are fitting parameters. The denominator in both 𝑓. and 𝑓+ operate as 
the Heaviside step function. The cutoff function, 𝑓Z, enforces that as the FD approaches zero, the swelling 
approaches zero.  

The fitting procedure is undertaken to minimize the sum of the squares of the residuals for each data 
point. An initially null (all zeros) guess is provided, and a random step is given to each parameter. The 
total error against all data points (408 data points, 136 for each grain size) is compared to the error at the 
previous step, and the new coefficients are saved if the error is reduced. If the error is increased due to the 
new coefficients, a probability function based upon the difference between the previous error and the 
current error is employed (𝑃 = exp	(−10 × ∆𝑒𝑟𝑟)) to allow more flexibility in the evolution of 
coefficients. An R2 value of greater than 0.99 is achieved in the fitting process, with the corresponding 
coefficients provided in Table 22.  



 

110 

Table 22. Fitting coefficients for the fission-gas swelling as a function of grain size and FD. 
Coefficient Value 
a 14.55352 
b -0.13102 
c 3.18009 
d -0.45099 
e 3.51274 
f 0.23686 
g 16.1437 
h 15.87839 
j 3.18205 
k -0.92817 
l 0.69424 
m 1.17983 

 
The FR density dependence is a second-order polynomial, given by 

𝑓4 = 7.345 × 10"4. × 𝑓̇+ + 3.598	 × 𝑓̇ + 0.527 (105) 

where 𝑓̇ is provided in units of fiss/cm3-s, and the temperature dependence is a linear function 

𝑓S = 0.0088 × 𝑇 − 0.3235 (106) 

where the temperature is provided in degrees Celsius. 

2.8.2 Results 
An example of the fission-gas swelling as a function of FD for three different grain sizes is shown in 

Figure 93, where the grain sizes are shown in the legend and provided in units of µm. The 8.5 µm case is 
considered the nominal case. As can be seen, a smaller grain size leads to more rapid swelling and a 
larger total swelling at the end of life. Conversely, larger grain size leads to a more gradual swelling 
behavior. This corresponds to previous computational PF work [59].  
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Figure 93. Fission-gas swelling as a function of FD at three unique grain sizes. Increase in the FR density, 
at the same FD, tends to increase the amount of swelling. The data shown is for the 4.4 µm grain size. 

An example of the effect of FR density is shown in Figure 94, where the fission-gas swelling as a 
function of FD at three FR densities is shown. This is for the case of a grain size of 4.4 µm. As would be 
expected, an increase in the FR density yields a corresponding increase in the fission-gas swelling. This is 
believed to be largely due to the corresponding increase in the temperature that is associated with an 
increased FR density. Currently, there is no grain size dependence on the FR dependence, but such 
additional complexity will be included in the future.  

 
Figure 94. Fission-gas swelling as a function of FD at three unique FR densities. 
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The temperature dependence itself is shown in Figure 95, for a grain size of 4.4 µm and a FR density 
of 5.9 × 10.S fiss/cm3-s. Higher temperatures indeed lead to accelerated swelling behaviors. Currently, 
there is no grain size dependence on the temperature dependence, but such additional complexity will be 
included in the future. 

 
Figure 95. The fission-gas swelling as a function of FD at three unique temperatures.  

2.8.3 Discussion 
A comparison of the Robinson [133] swelling correlation to the fission-gas swelling predictions from 

the current work is shown in Figure 96. This chart assumes the nominal FR density and nominal initial 
centerline temperature. For the nominal grain size (8.5 µm), this work reasonably, accurately reproduces 
the fission-gas swelling data from Robinson. It should be emphasized that the Robinson correlation and 
the experimental data on which it was built were not utilized as inputs into this model, but only LLS 
modeling fission-gas swelling predictions from DART were utilized. Given the lack of information on 
nominal grain size in UMo monolithic fuel and the assumption of a nominal grain size, this is considered 
excellent agreement with the experimental correlations. Provided potential modifications in the 
fabrication process produce corresponding changes in the initial grain structures, we are showing that 
sufficiently large deviations from the existing nominal grain morphology can produce significant (30%) 
over or under predictions on the end-of-life fuel swelling. As more information on the initial grain 
microstructures are provided, these models can be modified to incorporate the true nominal grain size, 
and potentially information on grain size distributions, to describe more fully the evolution of fission-gas 
swelling as a function of FD. This refinement of how the nominal case is defined can also be modified for 
the FR density and the temperature. 

Another key finding from this work that is not currently captured in the Robinson correlation is the 
importance of temperature. A thirty-degree difference in the initial centerline temperature can affect a 
15% change in the fission-gas swelling at the end of life. Given that different research reactors possess 
different operating conditions, including inlet temperature which would affect fuel centerline temperature, 
including variability of swelling with temperature appears to be critical.  
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Figure 96. The fission-gas swelling as a function of FD, comparing the previous gaseous swelling 
correlation to four grain sizes from the present work. Legend units in µm. 

2.8.4 Conclusions 
An updated fission-gas swelling model was generated that incorporates grain size, temperature, FR 

density, and FD for UMo monolithic fuel. For the assumed nominal case, the swelling correlation 
presented here reasonably reproduces the experimentally based swelling correlations. This work has 
defined functional relationships relating the individual state variables of interest to the fission-gas 
swelling, allowing for exploration of operational phase spaces that are not able to be described by the 
existing experimental correlations. This work has highlighted the need to understand the initial 
microstructure of UMo monolithic fuel, as modifications in initial grain size can yield substantially 
different results in the fission-gas swelling behavior. 

This model has been delivered to the engineering fuel-performance modeling team and is currently 
undergoing evaluation.  

2.9 Irradiation-Enhanced Creep 
In FY 21, we had three tasks: (1) complete the simulation on the effect of gas bubble structures on 

elastic-plastic deformation; (2) collaborate with ANL and INL for model integration; and (3) extend the 
PF model of non-equilibrium gas bubble evolution in polycrystalline UMo by integrating the spatial-
dependent cluster-dynamics model of radiation defect evolution. In this chapter, we summarize the 
accomplishments in tasks 1 and 3. 
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2.9.1 An Integrated Model of Radiation Defect Evolution and Gas Bubble 
Swelling in Polycrystalline UMo 

Figure 97 illustrates the flow chart of the integrated model of defect and gas bubble evolution in 
polycrystalline UMo by integrating the spatial-dependent cluster-dynamics model, crystal-plasticity 
theory, and PF model of non-equilibrium gas bubble evolution.   

 
Figure 97. The flow chart of the integrated model of microstructure evolution in the UMo/Zr layer. 

A PF model of grain growth and precipitation is used to generate the initial structures as shown in 
Figure 2. The purple layers stand for Zr diffusion barrier layers. The middle layer is the polycrystalline 
UMo. Light blue spheres are Xe gas bubbles, and gray regions are GBs or interfaces between UMo and Zr 
layers. xyz is the global coordinator while	𝑥e𝑦e𝑧e is the local coordinate of grain 𝛽. The simulation cell 
has dimensions of 128𝑙7 × 32𝑙7 × 128𝑙7. 𝑙7 is the characteristic length. The microstructure including 
different phases (Zr, UMo, and gas bubble), grain orientations, GBs, and the interface is described by 
order parameters. The detailed description of microstructure and inhomogeneous thermodynamic and 
kinetic properties are given in Sections 2.9.1.1–2.9.1.3.  
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Figure 98. Simulation cell with polycrystalline UMo and Zr layer. 

2.9.1.1 Microstructure-dependent Cluster Dynamics Model 
In UMo fuels, 235U fission generates high-energy neutrons and fission fragments that cause radiation 

damage. The cluster dynamics model describes the evolution of gas atoms, vacancies, interstitials, and 
their clusters in polycrystalline structures with distributed gas bubbles. The generation of gas atoms, 
vacancies, and interstitials are calculated with the fission product yields and the kinetic energy 
distribution of the fission products. The details of defect generation are described in the next section. 
GBs, gas bubbles, and dislocations are treated as sink and emission sites of defects. According to the 
kinetic rate theory, with the assumption that (1) only single interstitial, vacancy, and gas atoms are 
mobile, and (2) mobile gas atoms only interact with existing gas bubbles, the evolution of defect 
concentrations can be written as [147–150]:  
=>'(𝒓,%)
=%

= 𝛻[𝐷#𝛻𝐶#(𝒓, 𝑡) + 𝐷#𝐶#(𝒓, 𝑡)𝛻𝑈#/𝑘6𝑇] + 𝐺̇# − 𝛼𝐶#(𝒓, 𝑡)𝐶@(𝒓, 𝑡) + 𝐾@<#(2)𝐶@(𝒓, 𝑡)𝐶+#(𝒓, 𝑡) +
∑ Ù𝛾#<#(𝑚) − 𝐾#<#(𝑚)𝐶#(𝒓, 𝑡)Ú𝐶<#(𝒓, 𝑡) −
�Q
c`4 𝐾#<#(2)𝐶#(𝒓, 𝑡)𝐶+#(𝒓, 𝑡) 				− 𝐾#<#(1)𝐶#+(𝒓, 𝑡) −

∑ Ù𝛾@<#(𝑚) − 𝐾@<#(𝑚)𝐶#(𝒓, 𝑡)Ú𝐶<@(𝒓, 𝑡) −
�R
c`4 𝐾#<#(2)𝐶#(𝒓, 𝑡)𝐶+@(𝒓, 𝑡) − 𝑆̇#,B9c𝜂, 𝐶#(𝒓, 𝑡)d −

𝑆̇#,99c𝜒, 𝐶#(𝒓, 𝑡)d − 𝑆̇#,=#:c𝜌=#:, 𝐶#(𝒓, 𝑡)d + 𝜉#̇,B9 T𝜂, 𝐶#(𝒓, 𝑡), 𝐶#,B9
*~.(𝒓, 𝑡)U +

𝜉̇#,99 T𝜂, 𝐶#(𝒓, 𝑡), 𝐶#,99
*~.(𝒓, 𝑡)U ,																																								𝑖 ≠ 𝑗 = 𝐼	and	𝑉 (106) 

𝑑𝐶<#(𝑚, 𝒓, 𝑡)
𝑑𝑡

= 𝐾#<#(𝑚 − 1)𝐶#(𝒓, 𝑡)𝐶<#(𝑚 − 1, 𝒓, 𝑡) + 𝛾@<#(𝑚 − 1)𝐶<#(𝒓, 𝑡)

− Ù𝐾#<#(𝑚)𝐶#(𝒓, 𝑡) + 𝐾@<#(𝑚)𝐶@(𝒓, 𝑡) + 𝛾@<#(𝑚)Ú𝐶<#(𝑚, 𝒓, 𝑡)
+ 𝐾@<#(𝑚 + 1)𝐶@(𝒓, 𝑡)𝐶<#(𝑚 + 1, 𝒓, 𝑡) − 𝑆̇<#,99(𝑚),																		𝑚 = 2,3, … ,𝑀 

𝑖 ≠ 𝑗 = 𝐼	and	𝑉,					𝑚	and	𝑙𝑖	stand	for	a	cluster	with	𝑚	defects	𝑖,					𝑀 = 𝑀A 	or	𝑀V (107) 
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where 𝐶#	(𝒓, 𝑡) is the concentration of mobile single defect 𝑖, 𝑖 = 𝑉	for a single vacancy, 𝑖 = 𝐼	for a 
single interstitial; 𝐷#		is the diffusivity of defect 𝑖; 𝑈# 	is the interaction energy between the sink and defect 
	𝑖 or chemical potential of defect on sinks; 	𝐺̇# denotes generation rate of vacancy, interstitial. 𝛼 is a rate 
constant for the recombination between single vacancies and single interstitials;	𝐾#

<@ is the capture 
coefficient of mobile defect 𝑖 by defect cluster 𝑚<@; 𝛾#

<@(𝑚) is the emission coefficient of mobile defect 𝑖 
by cluster 𝑚 of defect 𝑗; 𝑆̇#,=*8 is the sink rate of defect 𝑖 on sinks (𝑑𝑒𝑓) including grain boundary (𝑔𝑏), 
gas bubble interface (𝑏𝑏), and dislocation network (dis); and 𝐶#,=*8

*~.  is the equilibrium concentration of 
defect 𝑖 on sinks (𝑑𝑒𝑓); 𝜉#̇,=*8 is the emission rate of defect 𝑖 from the sink (𝑑𝑒𝑓).	𝜌=#: is the dislocation 
density. 𝐶<@	(𝑚, 𝒓, 𝑡)	in Eqn. 107 is the concentration of defect cluster 𝑙𝑖, which has 𝑚 defects 𝑗. 𝑆̇<#,99(𝑚) 
is the sink rate of cluster 𝑙𝑖 at gas bubbles. 𝑀A and 𝑀V are the largest allowable sizes of interstitial and 
vacancy clusters, respectively. The evolution of fission-gas-atom concentration (Xe is considered in this 
work) in UMo with distributed gas bubbles can be written as 
=>3(𝒓,%)

=%
= ∇Ù𝐷B∇𝐶B(𝒓, 𝑡) + 𝐷B𝐶B(𝒓, 𝑡)∇𝑈BÚ + 𝐺̇B − 𝑆̇B,99 (108) 

where 𝐶B	(𝒓, 𝑡) is the concentration of Xe atoms; 𝐷B		is the diffusivity of Xe; 𝑈B	is the interaction energy 
between sink and Xe or chemical potential of defect on sinks; 	𝐺̇B denotes generation rate of Xe, and 𝑆̇B,99 
is the sink rate of Xe at gas bubbles.  

The evolution of the dislocations is described by a model similar to the one developed by Stoller [5,6] 
=[O'$
=%

= 2𝜋𝑣<#𝑆6o − 𝜌=#:𝜏<#". + 2𝜋𝑟�Q𝐶<#(𝑀A)𝜏".(𝑀A),										𝑖 = 𝐼 (109) 

The first term on the right side describes the generation of network dislocations by Bardeen-Herring 
source. The second term represents the annihilation of climbing dislocations. 𝑣<# is the climb velocity, 
𝑆6o the density of Bardeen-Herring sources, and 	𝜏<@ the mean lifetime before annihilation. The third term 
represents the rate at which new dislocation line length is generated by the unfaulting of the largest 
interstitial loops (interstitial clusters 𝑀A). 𝑟�Q is the radius of an interstitial cluster of size 𝑀A. 𝜏(𝑀A) is the 
time needed for the incorporation of the interstitial cluster 𝑀A into the dislocation network. The 
calculation of 𝑣<#, 𝑆6o, 𝜏<@ and 𝜏(𝑀A) is referred to in the work [151].  

Defect equilibrium concentration 𝐶#,=*8
*~.  is calculated by exp(𝐸#,=*8

8 /𝑘6𝑇) where 𝐸#,=*8
8  is the 

formation energy of defect 𝑖 by defect	𝑑𝑒𝑓. The rate constant 𝛼 = 𝑍#R(𝐷A + 𝐷V)/𝑎+ where 𝑎 is the lattice 
constant, and 𝑍#R is the combinatorial factor of vacancy and interstitial. The rate constant 𝐾#

<@(𝑚) =
4𝜋𝑟#,<@Z<@# 𝐷#/Ω where Ω is the atom volume, 𝑟#,<@ is the capture radius between defect 𝑖 and cluster	𝑚<@; 
emission rate 𝛾#

<@(𝑚) = 𝐾#
<@(𝑚 − 1)exp	(−𝐸9# (𝑙𝑗)/𝑘6𝑇) where 𝐸9# (𝑙𝑗) is the binding energy between 

defect 𝑖 and cluster	𝑚<@. The capture radius 𝑟#,<@ is estimated by 𝑟#,<@ = c𝑚<@d
./4𝑟'% + 𝑟'% and 𝑟#,<@ =

𝑎Ö𝑚<@/(2𝜋ℎ) for vacancy and interstitial clusters, respectively. 𝑚<@ is the total number of 
vacancies/interstitials in cluster 𝑙𝑗, and 𝑟'% is the atom radius. ℎ is the magnitude of Burgers vector of an 
interstitial loop in units of 𝑎.  

The binding energy between defect 𝑖 and cluster 𝑚<@ is a function of cluster size 𝐸9# (𝑙𝑗) = 𝐸#
8 +

(𝐸+#9 − 𝐸#
8)(à(𝑚<@)+

7 − à(𝑚<@ − 1)+
7 )/(√47 − 1). 𝐸#

8 and 𝐸+#9  are the formation energy of defect 𝑖 and 

the binding energy between defect 𝑖 and 2𝑖, respectively [148,152]. Z<@# 	is the bias coefficient, which also 
depends on the cluster size. 𝑆̇<#,99 is the sink rate of the cluster 𝑚<@ at gas bubbles. The defect diffusivity 
𝐷#	and the chemical potential 𝑈#	of defect 𝑖 on GBs and/or gas bubbles are different from those in the 
matrix. The spatially dependent thermodynamic property of defect 𝑖 is described as 
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Φ# = Φ7# + ∆Φ#,=*8𝜃(𝜂c, 𝜒) (110) 

where Φ7# is the property of defect 𝑖 inside the grains, and ∆Φ#,=*8𝜃(𝜂c, 𝜒) is the difference of the 
property of defect 𝑖 on the structural defect from that inside grains. 

In conventional rate theory, the sink strength of defect 𝑖 on a structural defect is estimated at the steady 
state by calculating the diffusion flux of defect 𝑖 to an isolated structural defect in the matrix. For 
instance, the reaction-controlled sink rate of distributed gas bubbles with average radius 𝑅 and density 
𝜌99 can be calculated by 4𝜋𝑅+𝐷#𝜌99𝑐#𝑌#,99: /𝑎 [153]. For a single gas bubble, the sink rate is written as 
𝑆̇#,99(𝑟, 𝑡) = 𝑌#,99: 4𝜋𝑅+𝐷#𝑐#/𝑎 (111)  

where 𝑌#,99:  is the biases of gas bubbles for interstitials or vacancies, and 𝑐# is the average concentration of 
defect 𝑖 at gas bubble interface. 𝑌#,99: 4𝜋𝑅+/𝑎 is the sink strength of a gas bubble with a radius of 𝑅. 𝑌#,99:  
depends on the type of defect 𝑖 and gas bubble properties such as the defect structures at the gas bubble 
interface and gas pressure. An overpressure gas bubble generates a compressive stress around the gas 
bubble that causes an increase of 𝑌A,99:  (bias of interstitials) and a decrease of 𝑌V,99: 	( bias of vacancies). 
For a system that has a high sink density and multiple types of sinks or has evolving sinks such as 
evolving voids and/or gas bubbles in nuclear fuels, the concentration 𝑐# around the gas bubbles is not 
uniform, the gas bubble size varies with time, and the system may never reach steady state. This 
instability can be demonstrated by the observed gas bubble swelling kinetics in UMo fuels, which 
increase with the increase of FD [34]. Therefore, it is hard to calculate the sink rate using the rate theory 
Eqn. 111.  

In our model, the gas bubble interface and grain boundary are implicitly described by 𝜃.(𝜂c, 𝜒) =
𝜂(𝒓, 𝑡) + 2(1 − 𝜒(𝒓, 𝑡))+. The temporal evolution of defect concentrations is obtained by solving the 
Eqns. 106-110 in the system with the spatial distribution and evolving sinks. The concentration near the 
gas bubble reflects the effect of all the coupling of the spatial dependent features of sinks mentioned 
above. We proposed a method to calculate the spatially dependent sink rate with the following 
assumptions: (1) all the defect absorption and emission take place inside the grain boundary and/or gas 
bubble interface zone, which is defined by 𝜃.(𝜂c, 𝜒) and (2) the sink rate inside the gas bubble interface 
zone can be calculated as 

𝑆̇#,99(𝒓, 𝑡) = 𝑍#,99: 𝐷#𝑐# ,										𝜃.(𝜂c, 𝜒) > 0				 (112) 

where 𝑍#,99:  is the local sink strength. The total sink strength can be calculated by integrating the local 
sink strength 𝑍#,99:  over the interface region (𝜃.(𝜂c, 𝜒) > 0) of the gas bubble. The local sink strength 
𝑍#,99:  can be estimated with the total sink strength to be equal to 𝑌#,99: 4𝜋𝑅+/𝑎 from the rate theory. If the 
interface thickness of a gas bubble with radius 𝑅7 is 𝐻7 which is defined by 𝜃.(𝜂c, 𝜒) > 0, the volume of 
interface zone is approximately calculated by 𝑉7 = 4𝜋𝑅7+𝐻7. 𝑍#,99:  can be estimated by 𝑍#,99: =
𝑌#,99: 4𝜋𝑅7+/(𝑎𝑉7) = 𝑌#,99: /(𝑎𝐻7).  
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Our model releases the effect of coupling the spatially dependent features of sinks on the sink rate. 
𝑍#,99:  measures the average sink strength in the interface zone. Given the lattice constant 𝑎 and the 
thickness of the interface zone 𝐻7which is a model parameter related to the grid size in the simulation 
cell, 𝑍#,99:  only depends on the bias 𝑌#,99: . As discussed above, 𝑌#,99:  is a material property that depends on 
defect structures at the interface and the interaction between the interface and defect 𝑖 and could be 
assessed by atomistic simulations. The defect emission rate can be defined as 𝑆#,99* =
𝑍#,99* 𝐷#𝑐# , 	𝜃.(𝜂c, 𝜒) > 0 at the interface zone. 𝑍#,99*  is the local emission strength which also can be 
described as 𝑍#,99* = 𝑌#,99* /(𝑎𝐻7). 𝑌#,99*  is the bias that depends on the interface energy between defect 𝑖 
and gas bubbles. The total emission ∆𝐶# of defect 𝑖 from the emission zone, which is described in the 
previous section, is calculated with 𝑆#,99* . The absorption rate can be calculated by 𝜉̇#,=*8 = ∆𝐶#/(∆𝑡𝑁%;%). 
In the rate theory, defect sink and emission rates at GBs have similar expressions as those at the gas 
bubble and/or precipitate interface [154]. The same method was used to calculate sink and emission rates 
at GBs.  

The biases (𝑌#,99:  and 𝑌#,99* ) depend on the properties of sinks such as the misorientation angle of GBs 
[154–156], the coherency of the precipitate interface, and the pressure of gas bubbles. To investigate the 
effect of biases on gas bubble evolution, we carried out a parametric study by varying the biases.  

2.9.1.2 Phase-field Model of Non-equilibrium Gas Bubble Evolution  
Gas bubbles in irradiated nuclear fuels may not reach equilibrium. This means that the gas 

concentration inside gas bubbles may be larger or smaller than the equilibrium concentration. For 
example, the gas bubbles may become voids if the matrix has a high vacancy concentration. In contrast, 
the gas bubble might be over-pressurized if the vacancy concentration is low in the matrix. To describe 
the non-equilibrium gas bubbles, we assume that gas bubbles are energetically favored sinks for vacancies 
and gas atoms and are energetically unfavored sinks for interstitials. Once vacancies and gas atoms reach 
gas bubbles, they are absorbed immediately by gas bubbles while interstitials are partially absorbed or 
emitted by gas bubbles. Three field variables (i.e., Xe atom concentration 𝐶BB, vacancy concentration 
𝐶BV , and order parameter 𝜒) are used to describe the gas bubbles in the PF model of non-equilibrium gas 
bubble evolution. The vacancy concentration 𝐶BV is different from 𝐶V in the cluster dynamics model. 
Vacancies, interstitials, and their clusters sinking to gas bubbles (described by 𝑆̇#,99 and 𝑆̇<@,99 in the 
cluster dynamics model) generate a net change of vacancies inside the gas bubbles. 𝐶BV accounts for the 
net vacancy concentration inside gas bubbles.  

The Kim-Kim-Suzuki (KKS) model is used to describe the two-phase equilibrium in UMo (i.e., 
matrix and void). According to the KKS model [157], the total free energy density of a system with 
vacancies and voids can be written as 

𝐺 = 𝑝(𝜒)𝑓9c𝑐R9d + c1 − 𝑝(𝜒)d𝑓c(𝑐Rc) + 𝑤𝑔(𝜒) (113) 

where 𝜒 is the order parameter, which is zero in matrix and unity in bubbles, 𝑝(𝜒) = 𝜒4(10 − 15𝜒 +
6𝜒+) is a monotonously changing function from 𝑝(0) = 0 to 𝑝(1) = 1, 𝑔(𝜒) = 30𝜒+(1 − 𝜒)+ is a 
double-well potential, and 𝑤	is the height of the double-well potential. 𝑓c and 𝑓9 are the bulk free 
energy density of the matrix and void, respectively. They are set to be 𝑓c = 𝐴c(𝑐Rc − 𝑐R

*~)+ and 𝑓9 =
𝐴9R(𝑐R9 − 1)+ where 𝑐R

*~ is the equilibrium concentration of vacancy in the matrix. The total free energy 
𝐹c𝐶BV , 𝜒d	of the system includes chemical free energy and interfacial energy. It is defined as 

𝐹c𝐶BV , 𝜒d = ∫ g𝐺c𝐶BV , 𝜒d +
t
+
⌈∇𝜒⌉+h 𝑑Ωw  (114) 

where 𝜅 is a gradient coefficient. Two model parameters 𝑤 and 𝜅 can be determined by the interfacial 
energy 𝜎 and interface thickness 𝜆 [158].  
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Following the KKS model, the concentration of vacancies is written as follows 

𝐶BV = 𝑝(𝜒)𝑐R9 + (1 − 𝑝(𝜒))𝑐Rc (115) 

At each point in the system, local thermodynamic equilibrium is assumed 
j8!zZN!|
jZN!

= j85(ZN5)
jZN5
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The evolution equations of gas bubbles are written as follows 

j>3R
j%

= ∇ ¡ C3R
5S3RS3R

T𝐺m>3R∇𝜒 + 𝐺>3R>3R∇𝐶BVU¥ + 𝑆̇V,99 − 𝑆̇A,99  

+∑ 𝑚𝑆̇<R,99(𝑚)
�R
c`+ − ∑ 𝑚𝑆̇<#,99(𝑚)

�Q
c`+  (117) 
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U + 𝑤𝑔 (𝜒)h (118) 

where 𝐷BV is the diffusivity of vacancies, and L is the interface mobility. 𝑆̇V,99 and	𝑆̇A,99 are sink rates of 
vacancy and interstitial at gas bubbles, respectively. 𝑆̇<R,99 and 𝑆̇<#,99 are the sink rates of vacancy and 
interstitial clusters at the gas bubbles.  

It is assumed that all gas atoms, vacancy, and vacancy and interstitial clusters are absorbed by gas 
bubbles when they reach the gas bubbles. The sink rate is calculated by 𝑆̇#,99 = 𝑆#𝑚𝐶#𝜒/∆𝑡, 𝑖 =
𝑉, 𝐼, 𝑙𝑖, 𝑎𝑛𝑑	𝑙𝑣. 𝑚 is the number of defect clusters 𝑖. For interstitials, when their concentration on the gas 
bubble interface is larger than their equilibrium concentration, the interstitials are emitted as described in 
the cluster dynamics model. 

The gas phase inside gas bubbles is treated as a solution phase. The free energy density of the gas 
phase is described as 

𝐺. = 𝐴99c𝐶BB − 𝐶BB
*~d+ (119) 

where 𝐶BB
*~ is the equilibrium concentration of gas atoms which is set to 0.45 [159]. The evolution of gas-

atom concentration is given as 
j>33(,,%)

j%
= ∇¼𝐷BB∇

j5;
j>33

½ + 𝑆̇B,99 (120) 

where 𝐷BBis the diffusivity of gas atoms, and 𝑆̇B,Bis the sink rate of gas atoms calculated in the cluster 
dynamics model. For large gas bubbles, it is reasonable to assume that gas atoms are confined inside gas 
bubbles once they are absorbed by the gas bubbles. To apply this assumption in the model, 𝐷BB is defined 
as 𝐷BB = 𝐷BB7𝜒+. 𝐷BBis equal to 𝐷BB7inside the gas bubble and equal to zero in the matrix. 𝐷BB7	is the 
diffusivity of gas atoms inside gas bubbles, which should be much larger than that in the matrix. 

One of the merits of this work is that we developed a PF model of non-equilibrium gas bubble 
evolution in nuclear fuels. The Eqns. 113-118 describe two-phase equilibrium (i.e., void and matrix 
phases). Eqns. 119-120 describe the gas phase inside the void. Eqn. 120 only evolves inside the voids, 
which can be seen from the definition of the diffusivity 𝐷BB. 𝐷BB is zero outside voids. All gas atoms 
inside the voids are from the sink term in Eqn. 120, which is calculated from the cluster dynamic model. 
The evolution Eqn. 120 drives the gas concentration inside voids to reach a uniform value (a solution 
phase). So, the non-equilibrium gas bubble model can describe the transition from the overpressure gas 
bubble (high gas concentration) to the void-like gas bubble (low gas concentration), which completely 
depends on the ratio of gas atoms and vacancy inside the gas bubble.  
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Nucleation of Gas Bubbles  

The concentration distributions of vacancies, interstitials, and their clusters are nonuniform because 
of inhomogeneous grain and gas bubble structures. With the increase of local net vacancy concentration 
(single vacancy, single interstitial, and clusters), the defects will collapse and form a void. Based on this 
assumption, a statistical method is used to introduce the nuclei of gas bubbles. To do so, the total vacancy 
concentration, 𝑐%;%B(𝒓, 𝑡)	is calculated by summing all the defects (single vacancy, single interstitial, and 
their clusters) at every 𝑁. simulation step.	The sum of vacancy concentration 𝑐%;%	in the matrix can be 
calculated by integrating 𝑐%;%B(𝒓, 𝑡). The number of potential nucleation sites is determined by 
𝑁+ = 𝑐%;%/𝑐Z&%, where 𝑐Z&% is the critical value of vacancy concentration required for the formation of a 
nucleus. Then, position 𝑥# , (𝑖 = 1,2, … ,𝑁+) is chosen randomly; the total vacancy 𝑐%;%; 	 at 𝑥# 	is 
determined by integrating 𝑐%;%B(𝒓, 𝑡)	in a sphere with radius 𝑟.; and a spherical nucleus with radius 𝑟Z is 
introduced if the total vacancy 𝑐%;%; 	is larger than the critical value 𝑐Z&%. Inside the nucleus, the order 
parameter 𝜒 is set to be 1.0; the radius 𝑟Z is calculated by Ù3𝑐%;%;/(4𝜋)Ú

./4. 𝑁. and 𝑐Z&% are model 
parameters. Given the model parameters, 𝑟. is estimated by Ö𝐷V𝑁.∆𝑡. In the simulations, 𝑁. and 𝑐Z&% are 
set to be 5000 and 1.0, respectively.  

2.9.1.3 Elastic-plastic Deformation Under the Crystal-Plasticity Framework  
With the assumption of small deformation, the deformation energy density can be calculated by 

𝑓=*8 =
.
+
𝐶#@2<(𝒓)𝜀#@* 𝜀2<* − 𝜎#@

'WW<𝜀#̅@ (121) 

where 𝐶#@2<(𝒓) is the elastic constant tensor, 𝜀#@*  is the elastic strain, 𝜎#@
'WW< is the applied stress tensor, and 

𝜀2̅< is the average strain tensor.  

The elastic strain is expressed as  

𝜀#@* = 𝜀#@ − 𝜀#@∗   (122) 

where 𝜀#@ is the total strain. and 𝜀#@∗  is the total eigenstrain associated with lattice mismatch between the 
matrix and distributed defects such as interstitial, vacancy, fission products, and dislocations. The 
eigenstrain is defined as 

𝜀#@∗ (𝒓, 𝑡) = 𝜀7c𝐶BBd𝛿#@ℎ(𝜒) + (∑ 𝜀7=𝛿#@𝐶=)(1 − ℎ(𝜒))= + 𝜀#@
W (𝒓, 𝑡),			𝑑 = 𝐼, 𝑉, 𝑋𝑒 (123) 

where 𝜀7c𝐶BBd is the eigenstrain of gas bubbles which can be estimated by the EOS of Xe gas phase 
inside the gas bubble, 𝛿#@ is the Kronecker delta function, 𝐶= is the concentration of interstitial, vacancy, 
and Xe atoms in the matrix, 𝜀7= is the eigenstrain associated with lattice detorsion of defect d, and 
𝜀#@
W (𝒓, 𝑡) is the plastic strain which is calculated from crystal-plasticity theory.  

According to crystal-plasticity theory, the plastic strain rate at the point 𝒓 inside grain 𝛽 can be 
generally calculated as [160,161] 

𝜺̇eW(𝒓) = ∑ 𝒎:(𝒓)𝛾̇:(𝒓)(
:`. = 𝛾̇7 ∑ 𝒎:(𝒓) T|𝒎

$(𝒓):𝝈(𝒓)|
¤*$(𝒓)

U
$
sgnc𝒎:(𝒓): 𝝈′(𝒓)d(

:`.  (124) 

where 𝛾̇:(𝒓), 𝜏7:(𝒓), and 𝒎:(𝒓) are the shear strain rate, the critical resolved shear stress, and the Schmid 
tensor, respectively. The superscript s denotes the slip system s at material point 𝒓, and N is the total 
number of the slip systems of the crystal at material point 𝒓. 𝛾̇7 is a normalization factor, and n is the 
stress exponent (inverse of the rate-sensitivity exponent). 𝝈′(𝒓) is the deviatoric stress tensor. The Schmid 
tensor is a dyadic tensor and is calculated using Eqn. 125 

𝒎: = .
+9
(𝒃:⊗𝒏: + 𝒏:⊗𝒃:), (125) 
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where 𝒃: and 𝒏: are the Burger’s vector and the normal direction of slip system s at point 𝒓 inside grain 
𝛽. Then, the total plastic strain rate is calculated as  

𝜺̇W(𝒓) = ∑ 𝜺̇eW(𝒓)𝜂e(𝒓)e`.,…,e*  (126) 

We use 𝑨e = (𝑎#@
e ) denoting the rotation matrix of the local coordinate of grain 𝛽. The coordinate 

transfer of the second-order tensor 𝝐, such as stress, strain, and diffusivity tensors, from local coordinate 
to global can be written as  

𝝐B<;9'< = 𝑨e𝝐<;Z'<𝑨e
3 (127) 

where 𝑨e
3 is the transpose of 𝑨e. With the Euler angles of grain 𝛽, the components of the rotation matrix 

are given as   

𝑨e = î
𝑎..
e 𝑎.+

e 𝑎.4
e

𝑎+.
e 𝑎++

e 𝑎+4
e

𝑎4.
e 𝑎4+

e 𝑎44
e

ï =

ð
𝑐𝑜𝑠𝜓e𝑐𝑜𝑠𝜑e𝑐𝑜𝑠𝜃e − 𝑠𝑖𝑛𝜑e𝑠𝑖𝑛𝜃e −𝑐𝑜𝑠𝜓e𝑐𝑜𝑠𝜑e𝑐𝑜𝑠𝜃e − 𝑠𝑖𝑛𝜑e𝑐𝑜𝑠𝜃e 𝑠𝑖𝑛𝜓e𝑐𝑜𝑠𝜑e
𝑐𝑜𝑠𝜓e𝑐𝑜𝑠𝜑e𝑐𝑜𝑠𝜃e + 𝑐𝑜𝑠𝜑e𝑠𝑖𝑛𝜃e −𝑐𝑜𝑠𝜓e𝑠𝑖𝑛𝜑e𝑠𝑖𝑛𝜃e + 𝑐𝑜𝑠𝜑e𝑐𝑜𝑠𝜃e 𝑠𝑖𝑛𝜓e𝑠𝑖𝑛𝜑e

−𝑠𝑖𝑛𝜓e𝑐𝑜𝑠𝜃e 𝑠𝑖𝑛𝜓e𝑠𝑖𝑛𝜃e 𝑐𝑜𝑠𝜓e
ò (128) 

Assuming that gas bubble phase has isotropic elastic constants 𝐶#@2<9  and the single crystal UMo has 
anisotropic elastic constant 𝐶#@2<� , the elastic constant tensor in the global coordinate, can be described as 

𝐶#@2<(𝒓) = 		∑ 𝐶W~:%� 𝑎#W
e 𝑎@~

e 𝑎2:
e 𝑎<%

e
e`.,e* 𝜂e(𝒓, 𝑡) +	𝐶#@2<9 𝜒(𝒓, 𝑡)  (129)  

To calculate deformation energy density in Eqn. 121, we need to solve the shear strain rate 𝛾̇:(𝒓) 
from Eqn. 124. In this work, a formulation based on FFTs [162] is employed to solve for the shear strain 
rate 𝛾̇:(𝒓).  

Here we summarize the method as follows. At time 𝑡 + 𝛥𝑡, the total strain includes elastic strains and 
plastic strains at a material point r 

 𝜺%?¦%(𝒓) = 𝜺*,%?¦%(𝒓) + 𝜺W,%(𝒓) + 𝜺̇W,%?¦%(𝒓)𝛥𝑡 (130) 

where 𝜺(𝒓) represents the total strain tensor, 𝜺*(𝒓) is the elastic strain tensor, 𝜺W(𝒓) is the viscoplastic 
strain tensor, and 𝜺̇W(𝒓) is the viscoplastic strain rate tensor. The viscoplastic strain rate 𝜺̇W(𝒓) is 
constitutively related to the local deviatoric stress, 𝝈′(𝒓) = 𝝈(𝒓) − 𝑝(𝒓)𝑰, where 𝑝(𝒓) =
.
4
[𝜎..(𝒓) + 𝜎++(𝒓) + 𝜎44(𝒓)] and I being the hydrostatic stresses and a unit matrix, respectively, via a 

sum over the N active slip systems described by Eqn. 124. 

The Euler implicit time discretization scheme is used to solve the solution of the Eqn. 130. The 
expression, in small strains, of the stress tensor at material point r at 𝑡 + 𝛥𝑡 is given by 

𝝈%?¦%(𝒓) = 𝒄(𝒓): 𝜺*,%?¦%(𝒓) = 𝒄(𝒓): [𝜺%?¦%(𝒓) − 𝜺W,%(𝒓) − 𝜺̇W,%?¦%(𝒓)𝛥𝑡], (131) 

where 𝝈(𝒓) is the Cauchy stress tensor, and 𝒄(𝒓) = Å𝑐#@2<(𝒓)Æ is the elastic stiffness tensor. The stresses 
must satisfy the stress equilibrium equation  

𝜎#@,@%?¦%(𝒓) = 0 (132) 

and associated boundary conditions.  
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For known plastic deformation strain 𝜺W,%(𝒓) at step t, the stress 𝝈%?¦%(𝒓), strain 𝜺%?¦%(𝒓), and plastic 
strain rate 𝜺̇W,%?¦%(𝒓) at time step 𝑡 + 𝛥𝑡 can be obtained by the following two steps:  

Step 1. Seek solutions of 𝝉%?¦%(𝒓) and 𝒆%?¦%(𝒓) for the following equations  

𝝉%?¦%(𝒓) = 𝒄(𝒓): [𝒆%?¦%(𝒓) − 𝜺W,%(𝒓)], or 𝝉(𝒓) = 𝒄(𝒓): [𝒆(𝒓) − 𝜺W,%(𝒓)] (133) 

by removing the superscript t + Dt and keeping the previous timestep superscript t. The stress, 𝝉(𝒓), 
satisfies the equilibrium Eqn. 132 

𝜏#@,@(𝒓) = 0  (134) 

The strains, 𝒆(𝒙), are related to the displacements, 𝒖(𝒓), as follows 

 𝑒## = 𝑢#,# , 𝑒#@ =
.
+
c𝑢#,@ + 𝑢@,#d, 𝑖 ≠ 𝑗 (135) 

Combining Eqns. 133 and 134, we have 

 𝜏#@(𝒓) = 𝑐#@2<(𝒓) T𝑒2<(𝒓) − 𝜀2<
W,%(𝒓)U = 𝑐#@2<(𝒓) T𝑢2,<(𝒓) − 𝜀2<

W,%(𝒓)U (136) 

We use iteration and FFT to solve Eqns. 134 and 136 and let the obtained stresses and displacements 
satisfy the given boundary condition. The boundary condition is satisfied in the concept of average 
values, for example: 

1. For a polycrystal under uniaxial tensile stress along the x1-axis with a strain rate of 𝜀.̇., the boundary 
condition is given by 𝑒̄.. = 𝜀.̄.% + 𝜀.̇.𝛥𝑡 and 𝜏̄++ = 𝜏̄44 = 𝜏̄+4 = 𝜏̄.4 = 𝜏̄.+ = 0 where 𝜀.̄.%  is the 
average value of 𝜀..%  from the previous step t and is known for the current step. 

2. For a polycrystal under a constant pressure stress 𝜎7 along the x1-axis with a shear strain rate 𝜀.̇+ and 
a fixed side-boundary condition to mimic billet material inside a die chamber, the boundary condition 
can be expressed as 𝜏̄.. = 𝜎7, 𝑒̄++ =	 𝑒̄44 = 𝑒̄+4 =	 𝑒̄.4 = 0 and 𝑒̄.+ = 𝜀.̄+% + 𝜀.̇+𝛥𝑡, where 𝜀.̄+%  is 
known for the current step, similar to 𝜀.̄.% . 

Stresses, 𝜏#@(𝒓), and strains, 𝑒#@(𝒓), can be obtained through an iteration procedure [163].  

Step 2. To get the final solutions of 𝝈%?¦%(𝒓), 𝜺%?¦%(𝒓), and 𝜺̇W,%?¦%(𝒓), or 𝝈(𝒓), 𝜺(𝒓), and 𝜺̇W(𝒓) 
without the superscript t+Dt for Eqns. 130-131 under given boundary conditions, a residual function 
𝑅#@(𝒓) is introduced [162] 

𝑅#@(𝒓) = 𝜎#@(𝒓) − 𝜏#@(𝒓) + 𝑐#@2<7 [𝜀2<(𝒓) − 𝑒2<(𝒓)] (137) 

where 𝜏#@(𝒓) and 𝑒#@(𝒓) have been obtained from Step 1, and 𝜎#@(𝒓) and 𝜀#@(𝒓) will be solved through 
nullification of 𝑅#@(𝒓) coupled with Eqn. 124 and 131. The nullification of Eqn. 124 is solved using a 
Newton-Raphson (N-R) scheme, that is 

𝜎#@
(<?.)(𝒓) = 𝜎#@

(<)(𝒓) − ¡�
j!'8
jk'8

�
".
¥
(<)

𝑅#@
(<)(𝒓) (138) 

where the superscript l denotes the l-th iteration step. The iteration is stopped when Í𝑅#@Í is less than a 
predetermined value. Through this step, we can finally get 𝜎#@(𝒓), 𝜀#@(𝒓), and 𝜀#̇@W(𝒓) for the given 
boundary condition and time step.  

For materials with strength hardening, 𝜏7:(𝒓) varies with 𝛾̇:(𝒓). For example, linear strength 
hardening can be expressed by 𝛥𝜏7: = 𝐻∑ 𝛾̇:(𝒓)(

:`. 𝛥𝑡 with H being a constant. In such a case, 𝜏7:(𝒓) in 
Eqn. 135 is replaced by 

𝜏7
:,%?¦%(𝒓) = 𝜏7

:,%(𝒓) + 𝛥𝜏7: = 𝜏7
:,%(𝒓) + 𝐻∑ 𝛾̇:,%(𝒓)(

:`. 𝛥𝑡 (139) 
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Through Steps 1 and 2, 𝜎#@(𝒓), 𝜀#@(𝒓), and 𝜀#̇@W(𝒓) are obtained. With a known strength hardening 
law such as Eqn. 139, the shear strain rate 𝛾̇:(𝒓) can be obtained from Eqn. 124.  

2.9.2 Material Properties of UMo 
The thermal and mechanical properties of UMo that depend on temperature and neutron fluence [164] 

have been assessed by experiments [2,165–168]. The temperature dependence of Young’s modulus 𝐸 
(GPa) is expressed as [169] 

𝐸(𝑇) = 110.84 − 72.926 × 10"4𝑇 − 1.8718 × 10"-𝑇+,				294 ≤ 𝑇 ≤ 873𝐾 (140)  

where T is the temperature (K).  

The Poisson’s ratio was adapted from [34], and it is constant 0.324. The temperature dependence of 
yield strength 𝜎\ is expressed as [170] 

		𝜎\ = −1.2727 × 10"1𝑇4 + 2.430 × 10"4𝑇+ − 2.4285𝑇 + 1478.6,			  
300	 ≤ 	T	 ≤ 	866	K (141) 

Since we do not have the yield stress of single crystal UMo, the Eqn. 141 is used to estimate the 
critical resolved stress in the crystal-plasticity model. Formation energy and migration energy of Xe are 
calculated by atomistic simulations [54,171,172].  

2.9.3 Model Parameters 
2.9.3.1 Model Parameters in Crystal-plasticity and Phase-field Model 

Both experiments and atomistic simulations show that gamma UMo has isotropic elastic properties. 
Thus, two of the three elastic moduli (i.e., Young’s modulus, Shear modulus, and Poisson’s ratio) can 
describe the elastic properties of UMo. In this work, the temperature is set to be 500	𝐾, which is 
approximately the operation temperature of UMo fuels in high-performance research reactors [2]. From 
Eqns. 140 and 141, 𝐸 is 70 GPa and the yield strength 𝜎\ is 0.718 GPa at 𝑇 = 500𝐾. The constant H in 
Eqn. 139 is set to be 5.0 × 101𝑃𝑎. g-UMo has a body-centered cubic (bcc) structure, where 24 slip 
systems are often activated during deformation: 12 {110}〈1Ê11〉 and 12 {211}〈1Ê11〉 systems. The crystal-
plasticity model is general and can consider all the slip systems. For model validation, only 12 
{110}〈1Ê11〉 slip systems are considered in the simulations. Table 23 lists the model parameters of crystal 
plasticity and the PF model of gas bubble evolution. In Zr layers, Zr has hcp crystal structure. It is 
possible to assign different slip systems in different grain. For simplicity, we assume there is no plastic 
deformation in Zr layers because Zr has much high yield stress than UMo. In the simulations, the elastic 
constants and slip systems as UMo in Zr layers are set to be the same as that of UMo, but a higher yield 
stress 2.0 GPa is assigned in Zr layers to limit the plastic deformation.  

Table 23. Model parameters of the crystal plasticity and the PF models of gas bubble evolution for U-Mo 
crystals [173].  

Parameter Value Parameter Value 
𝑇 500	𝐾 𝑑𝑡 0.1	s 
𝑐..c  101.5	𝐺𝑃𝑎 𝑐..9  90𝐸7	𝐺𝑃𝑎 
𝑐.+c  48.7	𝐺𝑃𝑎 𝑐.+9  30𝐸7	𝐺𝑃𝑎 
𝑐SSc  26.4	𝐺𝑃𝑎 𝑐SS9  30𝐸7	𝐺𝑃𝑎 
𝜎\ 718	𝑀𝑃𝑎 𝑐c

*~ 1.0 × 10"1 
𝑏 0.248	𝑛𝑚 𝑐9

*~ 0.6 
𝑙7 10	𝑛𝑚 𝐴.c 2.02 × 10.+	𝐽/𝑚4 
𝑤 1.0	𝐽/𝑚+ 𝐴+c −8.77 × 10.+	𝐽/𝑚4 
𝜆 1.5𝑙7 𝐴4c 5.71 × 10.+	𝐽/𝑚4 
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Parameter Value Parameter Value 
𝑆𝑙𝑖𝑝	𝑠𝑦𝑠𝑡𝑒𝑚𝑠 1/2	〈1Ê11〉{110} 𝐴.9 −1.18 × 10.7	𝐽/𝑚4 

Ω 1.4 × 10"-	𝑚4/𝑚𝑜𝑙 𝐴+9 −1.91 × 10.+	𝐽/𝑚4 
L 5 × 10".7	𝑚4/𝐽𝑠 𝐴49 1.92 × 10.+	𝐽/𝑚4 

Mismatch 
strain 𝜀97 0.05 𝑓7 40 

Mismatch 
strain 𝜀7= 

0.05, -0.03, and 0.05, 
d = I, V and Xe 𝐸7 0.01, 0.1, 0.3, 0.6 

 

2.9.3.2 Calculation of Defect Generation During Fission 

To calculate the defect generation 𝐺̇#, we need to know the fission product yields and the kinetic 
energy distribution of the fission products. Fission product (FP) yields depend on the fissioning nuclide 
and the energy of the neutron causing the fission. Here, we evaluate the model for fission from  due 
to thermal neutrons (neutron energy=0.0253 eV), which is applicable for light-water reactors. Based on 
the previous work of Setyawan et al. [174], we take the independent FP yield (iFPY) from the JEFF 3.3 
library to calculate the defect generation in this work. The distribution of the FPs and kinetic energies 
(Etot) as a function of atomic number can be found in [174]. The 18 elements listed in Table 24 make up 
almost 100% of the distribution. Every fission creates two FPs, one light FP, and one heavy FP. The mass 
of the most probable isotope in each element is taken as the mass of the element. UMo fuels are currently 
developed for high-performance research reactors. In high-performance research reactors such as High 
Flux Isotope Reactor at Oak Ridge National Laboratory, the percentages of fissions caused by neutrons in 
the thermal, intermediate, and fast neutron ranges are 83.03% (< 0.625 eV), 15.50% (0.625 eV – 100 keV, 
and 1.48% (>100 keV) [175]. We calculated the FP yields for neutron energy of 40keV. The calculation 
shows that the sum of FP yields from18 elements is less than 0.5% for neutron energy 0.0253 eV and 
40keV.  

Using Etot and the mass of the most probable isotope, the SRIM simulations are performed to obtain 
the portion of the energy lost due to electronic stopping (Eelectronic) and the energy that effectively causes 
damage via displacement cascade (Edamage), for each FP. For SRIM simulations, the displacement 
threshold energy (Ed) of  from MD cascade simulations [120] and the material density of pure  
are used. The NRT formula of 0.4*Edamage/Ed is used to estimate the Frenkel pair generation per fission 
[176]. The results show that one fission generates about 14,825 Frenkel pairs in . Table 2 
summarizes the Etot, Eelectron, Edamage, and the number of Frenkel pairs for each FP. 

Table 24. The most probable isotopes of FPs from  due to thermal neutrons, the independent fission 
product yield (iFPY), total kinetic energy (Etot), electronic loss (Eelectron), and Edamage = Etot – Eelectron used in 
SRIM simulations to estimate the number of Frenkel pairs in with displacement threshold energy 
Ed=35.6eV at 800K. 

Element iFPY Etot(MeV) Eelectron(MeV) Edamage(MeV) Frenkel Pairs 
 0.042 101.3 98.362 2.938 1376.9 
 0.051 101.2 98.117 3.083 1751.6 
 0.164 101.5 98.333 3.167 5829.3 
 0.112 101.2 97.840 3.360 4216.0 

235
92U

Ug Ug

235
92U Ug

235
92U

Ug

86
34Se
87
35Br
90
36Kr
93
37Rb
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Element iFPY Etot(MeV) Eelectron(MeV) Edamage(MeV) Frenkel Pairs 
 0.209 101.1 97.766 3.334 7816.4 
 0.114 101.3 97.792 3.508 4504.4 
 0.180 101.4 97.536 3.864 7824.6 
 0.073 101.8 97.728 4.072 3319.2 
 0.041 101.2 97.172 4.028 1847.3 
 0.041 81.5 75.928 5.572 2555.1 
 0.073 78.8 73.052 5.748 4685.4 
 0.180 77.5 71.641 5.859 11864.3 
 0.114 74.6 68.582 6.018 7726.5 
 0.209 71.9 66.289 5.611 13154.9 
 0.112 68.2 61.898 6.322 7931.9 
 0.164 64.8 58.330 6.470 11908.0 
 0.051 62.6 56.049 6.551 3721.8 
 0.042 60.2 53.491 6.709 3144.7 

SUM                1.969 
iFPY-weighted sum of Frenkel pairs = 14825 

 

2.9.3.3 Thermodynamic and Kinetic Properties of Defects 
Table 25 lists the model parameters used in the simulations. Very limited thermodynamic and kinetic 

properties of defects in U-10Mo, which are needed in cluster dynamics and PF models, are available in 
the literature. The defect formation energies of U vacancy and interstitials are assessed from the data of 
DFT and MD simulations in U and UMo alloys [177–179]. Self-diffusivity of U is from MD simulations 
and experiments [119,172,180,181]. Xe diffusion is adopted from the rate theory model of gas bubble 
swelling in UMo [34]. Capture radius, bias coefficients, and model parameters of network dislocations are 
adopted from the cluster dynamic and rate theory models [148,151,154,182,183].  

Table 25. Model parameters in the cluster dynamics model [184]. 

Parameter Value Parameter Value 
𝑇 453𝐾 𝑍AV 50 
𝑟'% 1.5A 𝑍A,=#: 1.25 
Ω 2.1 × 10"+�𝑚4 𝑍V,=#: 1.0 
𝑎 3.48A 𝑀A 30 
𝐷V 1.83 × 10".�𝑚+/𝑠 𝑀V 10 
𝐷A 1.42 × 10".Y𝑚+/𝑠 𝐸#

8 0.8𝑒𝑉 
𝐷B 1.83 × 10"+7𝑚+/𝑠 𝐸+#9  0.5𝑒𝑉 
𝜌=#:7 1.0 × 10.S𝑚"+ 𝐸R

8 1.61𝑒𝑉 
𝐸#,B9
8  0.7𝑒𝑉 𝐸+R9  0.5𝑒𝑉 

94
38Sr
97
39Y
100
40Zr
102
41Nb
104
42Mo
130
50Sn
133
51Sb
134
52Te
136
53 I

138
54 Xe
141
55Cs
144
56Ba
146
57La
148
58Ce
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Parameter Value Parameter Value 
𝐸R,3!
8  0.8𝑒𝑉 𝜎 1.0	𝐽/𝑚+ 

𝐷7 1.42 × 10".Y𝑚+/𝑠 𝑙7 12𝑛𝑚 
𝑓̇7 3.29 × 10++𝑓𝑖𝑠𝑠𝑖𝑜𝑛/𝑠/𝑚4 𝜆 36𝑛𝑚 
𝐴c 10.75𝑘6𝑇 𝐴9R 0.91𝑘6𝑇 
𝐴99 0.91𝑘6𝑇 ∆𝑡 0.101𝑠 
ℎ 2 𝑍<@R  1.0 
𝑍<@#  1.25 𝑍<@   42 

 

2.9.4 Results 
2.9.4.1 Effect of Gas Bubble Structures on Mechanical Properties 

In this section, we validate the crystal-plasticity model in polycrystalline UMo with distributed Xe 
gas bubbles. We investigate the effect of gas bubble structures on the mechanical response by solving 
Eqns. 132-141. The radiation and gas bubble evolution are ignored by turning off the Eqns. 106-120. The 
concentrations of vacancy, interstitial, and Xe in the matrix are set to zero. Figure 99 illustrates the 
simulation cell with dimensions of 128𝑙7 × 32𝑙7 × 128𝑙7, cylindrical grains along the y-direction, and 
distributed gas bubbles. The average grain size in the xz plane is about 340 nm, which is on the order of 
the typical grain size observed in recrystallized grains in UMo fuels. Periodic boundaries conditions are 
applied in the x-, y-, and z-directions, and a strain along the z-direction is applied to perform tensile or 
compressive deformation.  

 
Figure 99. Simulation cell of polycrystalline UMo with distributed gas bubbles to validate crystal-
plasticity model. 

Effect of Gas Bubble Structures on Mechanical Properties 

Three gas bubble structures with gas bubble volume fractions (𝑉8 = 3.5%, 6.7%, 𝑎𝑛𝑑	9.7%	) are 
generated with a PF model of gas bubble evolution in polycrystalline structures. Gas bubbles, which have 
an average gas bubble size of 80 nm in diameter, are randomly distributed in the simulation cell. It is 
assumed bubbles are pressurized, and the pressure is associated with the lattice mismatch between the gas 
phase and the matrix UMo phase. The lattice mismatch is described by an eigenstrain tensor 𝜀#@

B9∗ =
𝜀97𝛿#@𝐶BB(𝒓, 𝑡)ℎ(𝜒), where 𝐶BB(𝒓, 𝑡) is the Xe concentration inside the gas bubble, ℎ(𝜒) is the shape 
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function defined by Eqn. 108, 𝛿#@ is the Kronecker delta function, and 𝜀97 is the mismatch strain. For the 
first-order approximation, if the bulk modulus, pressure, and Xe equilibrium concentration inside the gas 
bubble are 𝐵B9, 𝑝B9 ,	and 𝑐9

*~, respectively, the mismatch strain can be estimated by 𝜀97 =
W3!

63!	Z!
#T. In 

principle, the EOS of Xe gas phase [117,159,185] can be used to estimate the bulk modulus 𝐵B9 and the 
equilibrium Xe concentration for a given pressure, hence, the mismatch strain 𝜀7. From the EOS [117], 
when the internal pressure is about 2GPa the bulk modulus is about 30GPa. Here, we assigned the elastic 
constants of the gas phase to be 𝑐..9 = 90𝐸7	𝐺𝑃𝑎, 𝑐.+9 = 30𝐸7	𝐺𝑃𝑎, and 𝑐SS9 = 30𝐸7	𝐺𝑃𝑎, the bulk 
modulus 𝐵B9	𝑖𝑠	50𝐸7	𝐺𝑃𝑎, and the Poisson’s ratio is 0.125, where 𝐸7	is a parameter that depends on the 
pressure 𝑝B9 and the concentration 𝑐9

*~inside the gas bubble. Pressure, equilibrium concentration, and 
lattice mismatch inside gas bubbles change with the local stresses and chemistry (local vacancy and Xe 
concentrations) in UMo fuels in service. For evolving gas bubbles, the molar volume is calculated by the 
Xe concentration inside the gas bubble. With the molar volume, the pressure and bulk modulus can be 
calculated with the EOS. To study the effect of steady-state gas bubble structures on mechanical response, 
we can prescribe fixed values of 𝑐9

*~ and 𝜀97, which are listed in Table 23, and vary 𝐸7	to describe the 
pressure inside the gas bubbles.  

Stress Field Around Pressured Gas Bubbles 

In the elastic-plastic deformation model, the iteration approach [163] is used to solve the mechanical 
equilibrium equations and the stress field in an elastic inhomogeneous material with a distribution of 
stress-free strains as described in Eqn. 120. The stress field around gas bubbles with an average radius of 
50	𝑛𝑚 and different internal pressures (𝑃B9 = 0.07, 0.60, 1.2	𝑎𝑛𝑑	2.1	𝐺𝑃𝑎 ) under elastic deformation is 
calculated. Stress fields on the middle plane of the simulation cell in the y-direction are presented in 
Figure 100. The light black lines denote the grain boundary while the white circles show the interfaces 
between gas bubble and matrix. It is found that the pressure (𝑃 = −(𝜎.. + 𝜎++ + 𝜎44)/3) inside the gas 
bubbles is uniform which is in agreement with Eshelby’s solution [186], and the shear stress (𝜎.4) around 
the gas bubble is larger than the yield stress of UMo (0.718𝐺𝑃𝑎) when the internal pressure is larger than 
1 GPa. The internal pressure inside nano-sized gas bubbles may reach a few GPa according to MD 
simulations [117,159,187], but with the increase of gas bubble size, the pressure decreases. In addition, a 
stress field associated with the cladding constraint in UMo monolithic fuels might increase the stresses in 
the matrix. Therefore, the internal pressure and the cladding constraint may result in plastic deformation 
in UMo under service. 
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Figure 100. Pressure (𝑃) and shear stress (𝜎.4) distributions on the plane S for gas bubbles with internal 
pressures of (a) 0.07 GPa and (b) 2.1 GPa. The units of pressure and stress are GPa. 

Effect of Gas Bubble Structures on Stress-strain Curves 

Gas bubble structures with different volume fractions (𝑉8 = 3.5%, 6.7%, 𝑎𝑛𝑑	9.7%) and different 
initial internal pressures (𝑃B9 = 0.07, 𝑎𝑛𝑑	1.2	𝐺𝑃𝑎) are used to study the effect of gas bubble structures 
on stress-strain curves under elastic-plastic deformation. In the simulations, a strain rate of 𝑑𝜀4̅4/𝑑𝑡 =
3 × 10"S (1/s) (the other strain components are zero, 𝜀#̅@ = 0 ) is applied in z-direction for tensile 
deformation while 𝑑𝜀4̅4/𝑑𝑡 = −3 × 10"S (1/s) is applied for compressive deformation. Xe concentration 
in the matrix is set to be	5 × 10"-, and the stress-free strain associated with Xe-induced lattice change in 
the matrix is set to be 0.1. Figure 101a–b presents the effect of gas bubble structures on stress-strain 
curves under tensile and compress deformation. The black curves are the stress-strain curves in 
polycrystalline structures with Xe concentration of 5 × 10"- but without gas bubbles. The results in 
Figure 101a are stress-strain curves for gas bubbles with a low initial internal pressure of 𝑃B9 = 0.07𝐺𝑃𝑎, 
while the results in Figure 101b are for gas bubbles with a higher initial internal pressure of 𝑃B9 =
1.2𝐺𝑃𝑎. Because of the lattice mismatch associated with distributed Xe in the matrix and the internal 
pressure inside gas bubbles, a residual stress field is present. The residual stress, which is a compressive 
stress field due to a positive stress-free strain, shifts the total stress at an applied strain of zero to a 
negative value. The negative stress value is marked by the small circle in the stress-strain curves. It can be 
seen that the effect of gas bubble volume fraction on the stress shift at an applied strain of 𝜀4̅4 = 0 is 
small, especially for the case of gas bubbles with a low internal pressure 𝑃B9 = 0.07𝐺𝑃𝑎. For gas bubbles 
with high pressure, the stress shift increases with the increase of gas bubble volume fraction which can be 
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seen by zooming in on the stress-strain curves at 𝜀4̅4 = 0 in Figure 101b. For the simulation conditions, 
the residual stress is mainly determined by the distributed Xe (its concentration and stress-free strain) in 
the matrix. If the matrix vacancy is rich, the distributed vacancies and Xe results in the reduction of the 
UMo lattice constant, and the stress-free strain is negative. It is expected that the residual stress is a 
tensile stress field due to a negative stress-free strain, and the stress-strain curves shift to a positive value 
at 𝜀4̅4 = 0. 

Comparing the results in Figure 101, we can conclude that (1) for all the cases the effective Young’s 
modulus, which is the slope at the linear part of the stress-strain curves, decreases with the increase of gas 
bubble volume fraction. This is expected because the gas phase has a lower Young’s modulus than that of 
the matrix UMo phase. (2) The Young’s modulus depends on both gas bubble structure (gas bubble 
volume fraction and internal pressure) and applied stress (tensile or compress). (3) The yield stress 
decreases with the increase of gas bubble volume fraction. The yield stress has a similar dependence on 
gas bubble structure and applied stress as that of the Young’s modulus; and (4) the hardening coefficient 
increases with the increase of gas bubble volume fraction, especially for gas bubbles with higher internal 
pressures, which is indicated by the slope of stress-strain curves in the plastic deformation stage.  

 
Figure 101. Effect of gas bubble volume fraction and internal pressure on stress-strain curves. Results 
shown are for gas bubbles with a pressure of (a) 𝑃B9 = 0.07𝐺𝑃𝑎, (b) 𝑃B9 = 1.2𝐺𝑃𝑎. Both tensile and 
compressive stresses are applied. 

The strain hardening is determined by the plastic strain rate. The distributions of plastic strain 𝜀.4
W  on 

the center plane S in polycrystalline structures with gas bubble volume fraction 9.7% at different applied 
strain 𝜀4̅4 are shown in Figure 102. The results in Figure 101a and Figure 102b are for gas bubbles with a 
pressure of 𝑃B9 = 0.07𝐺𝑃𝑎 and 𝑃B9 = 1.2𝐺𝑃𝑎 under tensile deformation, respectively. Before the 
applied strain reaches 𝜀4̅4 	= 0.02, the deformation is elastic, and the plastic strain is zero as shown in 
Figure 101. It is observed that plastic deformation first takes place near the gas bubble interface, 
particularly at the interface region of two nearby gas bubbles as shown 𝜀4̅4 	= 0.054, where the stress 
concentration is higher than that at the interface of an isolated gas bubble, as shown in Figure 100a. With 
the increase of applied strain, plastic strain increases. The plastic strain in regions with yellow color has a 
positive sign while the plastic strain in regions with green color has a negative sign. The flaky pattern of 
plastic strain (𝜀.4

W ) distribution at 𝜀4̅4 	= 0.1 indicates the formation of shear bands where shear strain has 
a uniform and high value of 𝜀4̅4 	= 0.1. Figure 103 plots the distributions of the shear stress component 
𝜎.4 on the center plane S at 𝜀4̅4 	= 0.1. The white lines show the <101> directions. From the results in 
Figure 103, we can see that (1) most bands of shear stress 𝜎.4 align along the <101> directions while the 
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effect of grain orientation on shear stress 𝜎.4 is minor. The isotropic elastic properties of UMo, which has 
the Zener ratio (2𝐶SS/(𝐶.. − 𝐶.+)) of 1, can explain the grain orientation independence of shear stresses, 
and (2) the alignment of gas bubbles along the <101> direction enhances the shear stress bands for both 
cases of gas bubbles (with low and high initial pressures). Compared with the shear stress, the bands of 
shear plastic strain (𝜀.4

W ) shown in Figure 101 do not well align along the <101> directions. This is 
because dislocation sliding depends not only on the resolved shear stress but also on grain orientations. 
The red and blue of the color bar in Figure 102 and Figure 103 present the maximum and minimum 
values of shear strain (or stress) in the simulation cell during deformation for a given gas bubble structure 
with low (or high) pressure. Comparing the maximum values in the color bars in Figure 102 and 
Figure 103, we can see that both the maximum plastic strain and shear stress for gas bubbles with low 
pressure are larger but more localized near the gas bubbles than that for gas bubbles with high pressure. In 
other words, the shear stress and strain fields around gas bubbles with a low gas pressure are more 
inhomogeneous than those around gas bubbles with a high gas pressure. We also calculated the evolution 
of the total shear plastic strain in the simulation cell during the deformation. The results show that the 
total plastic strain for a system with low-pressure gas bubbles is higher than that for a system with high-
pressure gas bubbles. Therefore, we can conclude that the more inhomogeneous a stress field is, the less 
strain hardening is. And the gas bubble dependence of hardening behavior showed in Figure 101 is 
attributed to the inhomogeneous stress-induced inhomogeneous plastic deformation. 

 

 
Figure 102. Distributions of plastic strain 𝜀.4

W  on the plane S in polycrystalline structures with gas bubble 
volume fraction 9.7% at different applied strains (𝜀4̅4 = 0.02, 0.054, and	0.10). (a) gas bubbles with 
initial pressure 𝑃B9 = 0.07𝐺𝑃 and (b) gas bubbles with initial pressure 𝑃B9 = 1.2𝐺𝑃𝑎. 
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Figure 103. Distribution of shear stress 𝜎.4 at 𝜀4̅4 = 0.1. (a) gas bubble with initial internal pressure 
𝑃B9 = 0.07𝐺𝑃𝑎, and (b) gas bubble with initial internal pressure 𝑃B9 = 1.2𝐺𝑃𝑎. 

2.9.4.2 Dynamic Interaction Among Radiation Defects, Gas Bubble Swelling, and 
Elastic-plastic Deformation 

In this section, we study the dynamic interaction among radiation defects, gas bubbles, and elastic-
plastic deformation using the integrated model. The Eqns. 105-141 are solved in the order described in the 
flow chart of the integrated model. The polycrystalline structure shown in Figure 98 are used in the 
simulations. Most model parameters are listed in  Table 23–25. Some thermodynamic and kinetic 
properties are unknown or have large uncertainty such as the defect generation rate, kinetic properties of 
defects on GBs. In Section 2.9.3.2 the generation of Frenkel pairs per 𝑈+4-  fission in 𝛾𝑈 is estimated at 
14,825. The MD method has been used to simulate the defect evolution under energetic cascades in 
metals [188–190]. It is found that (1) most generated Frenkel pairs annihilate during a very short period 
(within a few ps), and (2) the NRT formula of 0.4*Edamage/Ed overestimates the number of defects by a 
factor 3 ~ 4. For long-time cascade defect aging up to tens of ns, object kinetic Monte Carlo (OkMC) 
simulations in tungsten show that the number of defects further decreases. The amount of reduced defects 
depends on PKA energy and temperature [191]. The generation rate of defects can be calculated by 𝐺̇A =
𝐺̇V = 𝐺𝑓̇7, where 𝑓7̇ is the FR. 𝐺 is the number of survived Frenkel pairs per fission during the simulation 
time increment ∆𝑡. 𝐺 is an unknown model parameter, based on the MD and OkMC simulations of defect 
evolution G =1000, which means less than 20% of defects calculated by the NRT formula survive, and 
this should be a safe estimation. The generation rate of gas atoms is calculated by 𝐺̇B = 0.25𝑓7̇, which 
means four fissions generate one gas atom. GBs are sinks of vacancies and interstitials. Interstitial 
aggregation on GBs may lead to grain growth or interstitial emission from GBs. On other hand, vacancy 
aggregation on boundaries may lead to void or gas bubble formation. The sink and emission of GBs could 
be described by the natural properties of defects on GBs including their chemical potentials and mobility. 
High mobility of interstitial and vacancy on GBs increase their recombination rate and reduce their 
concentrations, hence, result in interstitial and vacancy fluxes (or sink) to GBs. The increase of 
interstitials or vacancy concentrations increase their chemical potentials which may drive interstitial or 
vacancy migrate back (or emit) to interior grains. Gas bubbles are also sinks of defects. Low pressure gas 
bubbles or voids are natural sinks. In other word, gas bubbles absorb all defects once they diffuse into the 
absorption zone of gas bubbles. However, high-pressure gas bubbles may absorb vacancy but partially 
emit interstitials and Xe atoms in gas bubble interfaces. For simplicity, we only consider the kinetic 
properties like the conventional rate theory by assuming uniform chemical potential of diffusive defects 
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(vacancy, interstitial and Xe atoms) in the polycrystalline structure. We also assume that (1) vacancy and 
Xe are absorbed by gas bubbles and partial interstitials are emitted from gas bubbles; and (2) vacancy and 
interstitial have larger mobility on GBs than that inside grains; and there is no defect emission from GBs. 
We will simulate the effect of these kinetic properties on defect accumulation and gas bubble evolution. 

Effect of Defect Mobility at Grain Boundaries on Defect Accumulation  

We first study the effect of defect mobility at GBs on defect evolution. The simulation is performed 
in the polycrystalline structure without gas bubbles under a FR of 𝑓̇7 = 3.05 × 10++𝑓𝑖𝑠𝑠𝑖𝑜𝑛/𝑚4/𝑠. The 
ratio of defect diffusivity on grain boundary and interior grain, which is denoted as 𝐷&'%#; =
𝐷=|;$	B&'#$	9;l$='&\/𝐷=|#$:#=*	B&'#$:, 𝑑 = 𝑣𝑎𝑐𝑎𝑛𝑐𝑦, 𝑖𝑛𝑡𝑒𝑟𝑠𝑡𝑖𝑡𝑖𝑎𝑙, is assumed to be 20. Figure 104 
shows the evolution of vacancy and interstitial concentrations on the AA’ line shown in Figure 104a. The 
solid lines stand for interstitial concentration, and the dashed lines for vacancy concentration. What we 
can see is that the interstitial concentration distribution quickly reaches steady state while the vacancy 
concentration keeps evolving. The interstitial concentration on GBs is lower. The vacancy concentration 
on GBs increases with time, implying there is a net vacancy production. In the simulation the dislocation 
density is set up to be 1.0 × 10.S/𝑚+, the bias coefficient of interstitials at dislocations 𝑍A,=#: is larger 
than that of vacancies, interstitial diffusivity is larger than that of vacancy, all these kinetic properties lead 
to more interstitials sinks to dislocations. The effect of defect diffusivity inhomogeneity on interstitial and 
vacancy concentration at t=32s. For 𝐷&'%#; = 1, the system reaches a steady state although the dislocation 
density is not zero. The vacancy and interstitial concentrations are uniform. The vacancy aggregation on 
GBs increases with the increase of 𝐷&'%#;. Therefore, the reason that vacancy concentration could not 
reach a steady state is the inhomogeneous defect diffusivity. The vacancy aggregation may cause void or 
gas bubble formation in the presence of fission-gas atoms which are observed in gas bubble structure in 
nuclear fuels. 

 
Figure 104. (a) the center plane of the simulation cell, (b) evolution of vacancy and interstitial 
concentrations, and (c) defect concentrations at t=32s for different 𝐷&'%#; = 1, 2, 𝑎𝑛𝑑	20. 

Effect of Fission Rates on Defect Accumulation 

With a lower FR 𝑓̇7 = 3.05 × 10+.𝑓𝑖𝑠𝑠𝑖𝑜𝑛/𝑚4/𝑠 and 𝐷&'%#; = 20, the defect evolution is simulated. 
The results are plotted in Figure 105. The interstitial concentration reaches a steady-state distribution 
which is almost uniform. Compared the results in Figure 105 and Figure 104 (b), we find that (1) it takes 
much longer time for interstitial concentration reaching a steady state; (2) vacancy concentration on GBs 
at the earlier stage is lower than that inside grains, but at the later stage vacancy, concentration on GBs 
becomes higher than that inside grains; (3) both the steady-state interstitial concentration and vacancy 
concentration on GBs are more than one magnitude lower than that in the case with higher FR 𝑓7̇ =
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3.05 × 10++𝑓𝑖𝑠𝑠𝑖𝑜𝑛/𝑚4/𝑠. Therefore, FR affects defect concentrations but not the tendency of defect 
aggregation.   

 

Figure 105. Evolution of vacancy and interstitial concentrations under a FR 𝑓̇7 = 3.05 × 10+.𝑓𝑖𝑠𝑠𝑖𝑜𝑛/
𝑚4/𝑠 and 𝐷&'%#; = 20. 

Effect of Gas-Bubble Structures and Stress on Defect Accumulation 

Gas bubbles act as sinkers of vacancy, interstitial, and fission gas Xe. The evolution of gas bubbles 
affects the overall sinker strength, hence, the defect concentration in the matrix. We consider three gas-
bubble structures with gas bubble volume fraction 0%, 7% and 12%, respectively. The Xe concentration 
inside the gas bubbles are set to be 0.5 which has an internal pressure about 2.0GPa. The simulations start 
with defect concentration 1.× 10"1. A compressive strain rate 𝜀4̇4 = −1.0 × 10"+ is applied in the z-
direction. Once the applied stain reaches 𝜀44 = −0.01 we turn on the radiation with a FR 𝑓7̇ =
3.05 × 10+.𝑓𝑖𝑠𝑠𝑖𝑜𝑛/𝑚4/𝑠 and 𝐷&'%#; = 20. Figure 106a shows the three gas-bubble structures. The 
distribution of pressure (𝑝 = (𝜎.. + 𝜎++ + 𝜎44)/3) on the middle plane at the applied strain 𝜀44 = −0.01 
are shown in Figure 106b. Since the system has three phases (i.e., UMo matrix, Xe gas bubble with 
internal pressures, and Zr diffusion barrier layer), they have different mechanical properties. It can be 
seen that the pressure in polycrystalline structure depends on the gas-bubble structure due to the internal 
pressure and different mechanical properties. The pressure increases with the increase of gas-bubble 
volume fraction. Diffusion-controlled creep is associated with mass transport minimizing the deformation 
energy. Therefore, it is expected that the inhomogeneous stress affects the defect diffusion and their 
aggregation.  
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Figure 106. (a) Polycrystalline structures with different volume fraction of gas bubbles, (b) pressure 
distribution at applied stain 𝜀44 = −0.01. 

Figure 107 shows the comparison of vacancy concentration between the case without applied strain 
and the case with applied strain after 30s radiation. The color bar shows the concentration. It is observed 
that vacancy concentration on GBs is higher than that inside grains. Comparing the color bar in horizontal 
figures, the vacancy concentration increases with the increase of gas-bubble volume fraction. Comparing 
the color bar in vertical figures, the vacancy concentration decreases with the applied compressive strain. 
Comparing the pressure distribution in Figure 106b and the vacancy concentration in Figure 107b, we 
could find certain correlations between the highest pressure (negative) and lowest vacancy concentration. 
However, general tendence that a compressive stress reduces the vacancy concentration exists. 
Interstitials have much lower concentration than vacancy. It is found that effect of pressure on interstitial 
aggregation is negligible.   
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Figure 107. Vacancy concentration distribution on the middle plane of the simulation cell after 30s 
radiation. (a) in the case without applied strain, and (b) in the case with applied strain 𝜀44 = −0.01. 

The simulations about the effect of elastic-plastic deformation on gas-bubble swelling has not been 
completed. In addition, the uncertain thermodynamic and kinetic properties cause a broad model 
parameter space which make the systematic study difficulty. With the more reliable thermodynamic and 
kinetic properties assessed by this research team, we will continue to quantify the model parameters and 
have more systematic investigation in FY-22. 

2.9.5 Conclusions and Remarks 
In this work, we developed a mesoscale model of gas-bubble swelling and elastic-plastic deformation 

in a polycrystalline UMo with a Zr layer. The model integrates (1) spatial-dependent cluster-dynamics 
model of radiation defect evolution; PF model of non-equilibrium gas-bubble evolution; and elastic-
plastic deformation under a crystal-plasticity framework. The flow chart of the model is illustrated in 
Figure 97. The model has several features. For example, the radiation defects including U and Mo 
interstitial, U and Mo vacancy, vacancy and interstitial clusters, and fission-gas atoms Xe are considered. 
The lattice mismatch between the host atom (U) and a defect is described by a stress-free strain tensor. It 
enables one to consider stress-driven diffusion of solutes and vacancies which is one of the creep 
mechanisms. The Xe concentration inside gas bubbles is determined by the gas-bubble size and absorbed 
Xe atoms. So, the model is able to describe the transition between over-pressured gas bubbles and voids 
which is determined by the local flux of vacancy and Xe to gas bubbles. The thermodynamic and kinetic 
properties of radiation defects are described in a function of order parameters which presents different 
phases including UMo, gas bubble, and Zr cladding. The inhomogeneous thermodynamic and kinetics 
properties evolve with gas-bubble and grain-structure evolution.  Plastic strain rate-based crystal plasticity 
is employed to describe the elastic-plastic deformation. It enables the capture of the effect of anisotropic 
mechanical properties such as grain orientation and individual slip system on elastic-plastic deformation 
and creep. In summary, this is a physics-based model with a multiphysics coupling of radiation damage, 
gas-bubble swelling, stress-driven diffusion creep, and elastic-plastic deformation. The model can be used 
to study the effect of radiation conditions, initial grain structures, and thermodynamic and kinetic 
properties of radiation defects on defect accumulation, gas-bubble swelling, stress-driven diffusion creep, 
and elastic-plastic deformation.   

12%0% 7%

12%0% 7%

(a) Without 
applied strain

(a) With 
applied strain
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With the developed model, we simulated the effect of gas-bubble structures (different volume fraction 
and internal pressure) on stress-strain curves and the effect of local stress fields on gas-bubble evolution. 
The results show that (1) the effective Young’s modulus decreases with the increase of gas-bubble 
volume fraction; (2) the yield stress decreases with the increase of gas-bubble volume fraction; and (3) the 
hardening coefficient increases with the increase of gas-bubble volume fraction, especially for gas 
bubbles with higher internal pressure. The effect of FR, defect diffusivity inhomogeneity, gas-bubble 
structure and stresses on defect evolution and aggregation are simulated with the integrated model. The 
results show that interstitial quickly reaches a steady state, but vacancy concentration does not reach a 
steady state. The vacancy concentration strongly depends on FR, gas-bubble structure, defect diffusivity, 
and stresses.  

The results demonstrate that the developed model is capable of studying the dynamic interaction 
among radiation defect and defect cluster evolution, elastic-plastic deformation, and evolving gas 
bubbles, and assessing the effect of gas bubbles on the mechanical response (i.e., stress-strain curves 
under elastic-plastic deformation). In the simulations, the time step is determined by the grid size and the 
largest diffusivity of defects. The parametric studies assumed that the interstitial diffusivity is only one 
order magnitude higher than Xe diffusivity to speed up the simulations. However, if interstitial diffusivity 
or defect diffusivity on GBs are several order magnitudes higher than Xe diffusivity, we have to use a 
much smaller time step. So large-scale simulations are required to capture the microstructure evolution in 
a representative volume of monolithic fuels and to reach the FD of interest. In FY-22, we will complete 
the effect of thermodynamic and kinetic properties and fission conditions on elastic-plastic deformation 
and gas-bubble swelling with the more reliable thermodynamic and kinetic properties assessed by our 
research team.  

2.10 Atomistic Modeling to Support Mesoscale Creep Models 
Irradiation creep models rely on the fundamental behavior of point defects in a stress field. How that 

applied stress field affects diffusion or equilibrium concentrations of defects will in turn affect the time- 
and stress-dependent evolution of the material system. How point defect properties vary as a function of 
applied pressure is largely unknown for U-Mo systems. It has been shown in Fe [192] that application of 
pressure can significantly affect both the formation energy of defects and their generation under 
irradiation. In this work, we study how the application of hydrostatic tension and compression affects the 
formation energy and diffusion coefficient of interstitials and vacancies in U-Mo as a function of 
pressure, temperature, and composition. 

2.10.1 Computational Details 
MD simulations are performed utilizing the LAMMPS [53] software package and the U-Mo ADP 

[55]. A 14x14x14 supercell consisting of 5,488 atoms is constructed in a body-centered cubic (bcc) 
structure. Relaxation is performed in an NPT-ensemble, relaxing each x, y, and z component individually, 
with a damping parameter of 0.1. A Nose-Hoover thermostat is utilized with the damping parameter set to 
0.1 ps. Systems are investigated over a range of temperatures, from 600 K up to 1,200 K, in increments of 
200 K. This temperature range was chosen due to the inherent properties of the potential, in that below 
600 K γU becomes mechanically unstable and above 1,200 K the crystal structure is approaching the 
melting point. Systems are relaxed for 100 ps, with volumes averaged over the final 50 ps. The 
equilibration is performed at a given pressure, ranging from -10 kbar to +10 kbar (-1 GPa to +1 GPa) in 
increments of 5 kbar. This pressure range should exceed any expected stress state of the fuel and as such 
should present the possibilities of extreme behavior on defect evolution. Additionally, trends in behavior 
can be determined and explored at the pressures of interest. Eight individual compositions are 
investigated, including bcc U and bcc Mo, U-5Mo, U-10Mo, U-15Mo, U-30Mo, U-50Mo, and U-70Mo. 
All compositions are given in weight percent unless otherwise noted. This variation in composition allows 
for analysis for a wide range of U-Mo systems, including all relevant compositions in monolithic fuel.   
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Following the relaxation, the system is scaled to the averaged volume as determined from the NPT 
simulation. A relaxation of 50 ps is performed, the final 25 ps of which is utilized to determine average 
energies. A defect (vacancy or interstitial) is then inserted into the system and allowed to evolve for 50 ps, 
the final 25 ps of which is utilized to determine average energies. For an alloy composition, a proportional 
number of atoms are either removed or inserted, depending on the defect type, to closely maintain the 
stoichiometry of the system. For interstitials, an atom is randomly deposited into the supercell, provided 
that no other atom is within 1.5 Å, allowing for a random sampling of the entire supercell and all possible 
local configurational environments. To ensure statistical certainty of the results, 2,000 simulations for 
each defect type, pressure, and temperature are performed.  

The formation energy is defined as 

𝐸8 =	𝐸8
=*8 −	$±.

$
𝐸89l<2  

where n is the total number of atoms in the system with no defects and 𝐸89l<2 or 𝐸8
=*8 is defined as 

𝐸8
=*8/9l<2 =	𝐸∗ −	𝑁�𝐸� −𝑁�;𝐸�;   

where 𝐸∗ is the total energy of the system either with or without a defect, 𝑁� is the number of uranium 
atoms in the system, 𝐸� is the energy per atom of U, 𝑁�; is the number of molybdenum atoms in the 
system, and 𝐸�; is the energy per atom of Mo. The energy is defined for a given temperature and 
pressure, according to the system of interest.  

The diffusion coefficient as a function of temperature and pressure is determined for the same sets of 
pressures as described above but only for temperatures at 800 K and above. This is due to the limited 
thermal diffusion at low temperatures on a MD time scale. The number of compositions is reduced to five 
(bcc U, U-5Mo, U-10Mo, U-15Mo, and bcc Mo) due to the computational cost associated with diffusion 
calculations. However, the primary concentration range of interest for U-Mo monolithic fuel is 
encompassed by this compositional range. An identical procedure is followed for the implementation of 
defects for investigation of diffusion as that which was followed for the investigation of defect energies. 
Following the defect insertion and relaxation, an additional evolution step of 10 ns was performed, over 
which the mean-squared displacement of the total system, and of each elemental species, was tracked. 
Over this 10 ns trajectory, three overlapping trajectories were obtained, each of length 6 ns, in order to 
subsample the trajectory and increase the statistics of the dataset. Additionally, five unique simulations 
are performed for each temperature, composition, and pressure to further ensure statistical significance of 
the results. This results in a standard error for defect energies of less than 0.05 eV. 

2.10.2 Results 
2.10.2.1 Point Defect Formation Energies 

An example of the formation energy as a function of pressure for U-10Mo at 1200 K is shown in 
Figure 108. In correspondence with prior work [118] on defect energetics in U-Mo systems, the 
interstitial formation energy for the nominal case is less than 1 eV (0.62 eV), and the vacancy formation 
energy is significantly high than the interstitial formation energy (1.92 eV). Considering slight differences 
in methodology, this is reasonable agreement with the previous literature. From Figure 108, it can be seen 
that as vacancies and interstitials exhibit opposite trends as a function of applied pressure, as would be 
expected. As a crystal structure is compressed (positive pressure), atoms are closer together than in the 
equilibrium case. As such, it would be expected that a vacancy is more easily formed in the compressive 
state, and this is indeed observed. In the tensile state (negative pressure), atoms are farther apart than at 
equilibrium, and there is additional space between the atoms. In this case, it would be expected that it is 
comparatively easier for an interstitial for form, and this is indeed observed. There is a generally linear 
dependence of the formation energy on the applied pressure in the system, with vacancies exhibiting a 
negative slope and interstitials exhibiting a positive slope. The total magnitude change in the defect 
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formation energy for this case is 0.14 eV and 0.17 eV for interstitials and vacancies, respectively. This 
corresponds to approximately a 4-5X higher defect concentration across this pressure range.  

 
Figure 108. The interstitial and vacancy formation energy as a function of pressure for U-10Mo at 
1200 K.  

Generalizing to the U-Mo system, the interstitial and vacancy formation energies as a function of 
composition and pressure at 1200 K are shown in Figure 109 and Figure 110, respectively. The defect 
formation energies vary in a similar manner as a function of composition, with a minimum in the 
formation energy at 20–30 atomic percent. Interestingly, this is the target composition (22 atomic percent) 
for U-Mo monolithic fuel. Additionally, defect energies are at a maximum for the pure bcc Mo system for 
both interstitials and vacancies. The pressure sensitivity is not uniform for defect type and composition, in 
that interstitials are the most sensitive to pressure at intermediate compositions (40–60 atomic percent), 
while vacancies are the most sensitive to pressure in the U-rich regime. The trends of applied pressure 
observed in Figure 108 hold for all compositions.  
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Figure 109. The interstitial formation energy as a function of composition for five applied pressures at 
1,200 K. 

 
Figure 110. The vacancy formation energy as a function of composition for five applied pressures at 
1,200 K. 

The temperature dependence of the nominal pressure defect formation energies is shown in 
Figure 111. For interstitials, the temperature dependence undergoes an inflection point as a function of 
composition; in the U-rich regime, higher temperatures lead to higher interstitial energies, while in the 
Mo-rich regime higher temperatures lead to lower interstitial energies. This transition occurs at 
approximately 30 atomic percent or 15 weight percent Mo. For vacancies, the trend of defect energy with 
temperature is consistent across the compositional spectrum, in that higher temperatures lead to higher 
defect energies. The sensitivity of this temperature dependence varies with composition, with the most 
temperature-sensitive compositions in the U-rich regime. The application of pressure does affect the 
temperature dependence of defect formation energies nor does the temperature affect the trends of applied 
pressure on defect formation energies. However, it does appear that at lower temperatures, the effects of 
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pressure on interstitial formation energy are slightly dampened. Averaging over the entire compositional 
regime, an applied pressure of 10(-10) kbar at 1,200 K produces a 11(9)% increase(decrease) in the 
formation energy. At 600 K, an applied pressure of 10(-10) kbar produces a 6(7)% increase(decrease) in 
the formation energy.  

 
Figure 111. Temperature and compositional dependence of interstitial and vacancy formation energies in 
U-Mo. 

It is found that generally, vacancies are much less sensitive to pressure than interstitials, and that 
sensitively is not significantly affected by the temperature of interest. On average, an applied pressure of 
10(-10) kbar produces a 3% increase(decrease) in the vacancy formation energy. Since the magnitude of 
the vacancy formation energy is larger than the magnitude of the interstitial formation energy, the 
absolute (not relative) change in the defect formation energy with applied pressure is approximately the 
same for both interstitials and vacancies. Under reasonable applied bulk pressures below the yield point 
(<100 MPa), negligible deviations in the defect formations are observed. However, in circumstances 
where the pressures may be quite large (e.g., in the area surrounding a highly pressurized nanometer-sized 
bubble) statistically significant changes in the local defect formation energy could be observed, 
potentially altering FGB evolution and creep behaviors. 

2.10.2.2 Point Defect Diffusion 
The diffusion coefficient of interstitials and vacancies as a function of composition and temperature is 

shown in Figure 112. As previously observed [118], the defect diffusion coefficient varies as a function of 
composition, generally decreasing with an increasing content of Mo. However, there is an inflection point 
above U-15Mo for interstitials, as the interstitial diffusion coefficient for bcc Mo is higher than that of U-
15Mo. For vacancies, there is no evident turnaround point. This is consistent with existing literature.  
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Figure 112. Diffusion coefficient of interstitials and vacancies as a function of temperature and 
composition.  

The diffusion coefficient for vacancies and interstitials as a function of pressure in U-10Mo at three 
temperatures is shown in Figure 113. There is minimal variation as a function of applied pressure, but 
clear trends do present themselves. As the pressure increases and the system is in compression, the 
diffusion coefficient tends to decrease for both vacancies and interstitials. Thus, there is a clear distinction 
between pressure effects on the formation energy and pressure effects on the diffusion. The diffusion will 
consist of a series of components, including the migration barrier and the jump frequency. The migration 
barrier can be elucidated from the slope of the Arrhenius fit to the diffusion data. Such plots are shown in 
Figure 114 for U-10 Mo for all five pressures of interest.  

 
Figure 113. Diffusion coefficient of vacancies and interstitials as a function of pressure for U-10 Mo. 

There is very minimal variation in the migration energy as a function of pressure. The difference 
between the maximum and minimum predicted migration barriers is 0.02 eV, which is less than the 
presumed statistical certainty. As such, it can be supposed that applied pressure produces no statistically 
significant change in the migration barrier. To cause a slight reduction in the diffusion coefficient, it is 
then assumed that a compressive state reduces the attempt frequency of both types of defects, thereby 
reducing the magnitude of the defect diffusion. However, such changes in the diffusion coefficient are on 
the order of less than 10% for 500 MPa (5 kbar). Additionally, it appears that the magnitude of the 
pressure dependence on interstitial diffusion decreases as the temperature decreases, taken from the slope 
in Figure 113. Given research reactor temperatures are below the investigated temperature range, 
expected pressures are significantly below the investigated range, and extrapolating the observed trends to 
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lower temperatures, it is presumed that effectively negligible effects on point defect diffusion from the 
system pressure will be observed and can thus be safely ignored.  

 
Figure 114. Arrhenius plots of the interstitial diffusion coefficient as a function of inverse temperature for 
U-10Mo. Pressure in the legend is in units of kbar. 

2.10.3 Conclusions 
This work investigated how the application of hydrostatic tension and compression affects the 

formation energy and diffusion coefficient of interstitials and vacancies in U-Mo as a function of 
pressure, temperature, and composition. On average, the maximum applied pressure of 10 kbar produces a 
6% increase in the interstitial formation energy and a 3% decrease in the vacancy formation energy. 
Under reasonable applied bulk pressures below the yield point (<100 MPa), negligible deviations in the 
defect formations are observed. Also, applied pressures should yield negligible variation on point defect 
diffusion at relevant temperatures and pressures. There are impacts of the applied pressure on defect 
formation and diffusion, and clear trends can be observed, but these effects are sufficiently small, even at 
large pressures, that they likely can be neglected for practical purposes. However, in circumstances where 
the pressures may be quite large (e.g., in the area surrounding a highly pressurized nanometer-sized 
bubble) statistically significant changes in the local defect formation energy and diffusion coefficient 
could be observed, potentially altering FGB evolution and creep behaviors. 

3. REVIEW AND FUTURE STUDY 
3.1 Fiscal Year 2021 Review 

In accordance with the microstructural modeling working group roadmap, as outlined in the FY-20 
annual report, the tasks set forth for FY-21 were, with their respective laboratory and task-phenomena 
area: 

1. INL/NCSU/Purdue – Geometric stability: gas diffusivity in different phases 

2. INL/UW – Property degradation: fuel elasticity 

3. INL/UW – Property degradation: degradation in fracture stress at interaction layers 

4. INL – Property degradation: thermal conductivity 

5. INL/UofI – Microstructure data: historical samples characterization data assessment 
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6. PNNL – Geometric stability: irradiation-enhanced creep 

7. ANL – Fabrication specification: effect of carbides on mechanical integrity 

8. ANL – Fabrication specification: effect of variable enrichment in carbides 

9. INL/ANL – Model integration: integration of microstructural work into fuel-performance modeling 

10. ANL – FQ support: assessment of swelling at various fission rates and temperatures. 

Task 1 was completed in FY-21, producing a complete description of diffusion including intrinsic, 
radiation enhanced, and radiation-driven diffusion for U, Mo, and Xe in UMo monolithic fuels. This task 
will be carried over to finalize publications. Task 2 demonstrated impressive success this year, generating 
significant information on the atomistic scale that has already been utilized within other modeling 
methodologies. Additionally, PF modeling has been developed which can provide the linkages of 
elasticity degradation to the engineering scale. Task 2 has inherent linkages to Task 3, and under Task 3, 
an integrated elasticity degradation model will be delivered in FY-22. Task 3 began in FY-21 and has 
shown significant progress within the first year. Task 4 was a tremendous success in FY-21, with a 
thermal conductivity degradation model delivered to the engineering-scale modeling team. This model 
will be refined with improved fundamental behaviors and variable microstructures in FY-22. Task 5 has 
led to a publication in FY-21 (to be submitted) and has generated stronger links between the 
characterization and modeling teams, which will continue to grow and expand in future years. Task 7 and 
8 demonstrated impressive results in FY-21, generating novel information on how carbides fundamentally 
behave in UMo fuel, and their potential roles on fuel-performance evolution. Task 9 was a flagship task 
for this program, in that there is now a microstructurally informed fission-gas swelling model that has 
been implemented into the engineering-scale fuel-performance models. Full testing of this model will be 
completed in FY-22, and further refinements related to different microstructures and variables of interest 
will be implemented. Task 10 was completed through the DART code and generated key data that was 
utilized in Task 9. Task 10 allows for direct implementation of microstructural models generated in other 
task areas, prior to implementation in engineering-scale models.  

Despite the numerous obstacles presented by the pandemic, significant progress has been made this 
FY by the Microstructural Modeling Working Group.  

3.2 Publications 
1. S.Y. Hu, B. Beeler, Gas bubble evolution in polycrystalline UMo fuels under elastic-plastic 

deformation: A phase-field model with crystal-plasticity, Frontiers in Materials, 8 (2021) 
doi:10.3389/fmats.2021.682667. 

2. Z.G. Mei, B. Ye, A. M. Yacout, B. Beeler, “First-principles study of the interface structure, stability, 
and mechanical properties of g-U/UC”, (manuscript under preparation, 2021). 

3. B. Beeler, M.W.D. Cooper, Z.-G. Mei, D. Schwen, Y. Zhang, “Radiation driven diffusion in γU-Mo,” 
Journal of Nuclear Materials, Volume 543 (2021) 152568. 

4. G. Park, B. Beeler, M. Okuniewski, “An atomistic study of defect energetics and diffusion with 
respect to composition and temperature in γU and γU-Mo alloys,” Journal of Nuclear Materials, 
Volume 552 (2021) 152970. 

5. S. Hu, W. Setyawan, B. Beeler, J. Gan, D. Burkes, “Defect cluster and nonequilibrium gas bubble 
associated growth in irradiated UMo fuels – A cluster dynamics and phase field model,” Journal of 
Nuclear Materials, Volume 542 (2020) 152441. 

6. Z.-G. Mei, B. Ye, A. Yacout, B. Beeler, Y. Gao, “First-principles study of the surface properties of 
uranium carbides,” Journal of Nuclear Materials, Volume 542 (2020) 152257. 
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3.3 Conference Presentations 
1. Hu S., and B. Beeler. 09/20/2021. "Mesoscale model of stress and radiation-driven microstructure and 

property evolution in UMo fuels." Abstract submitted to MiNES 2021, Pittsburgh, Pennsylvania. 
PNNL-SA-160935. 

2. Hu S. 03/15/2021. "Effect of distributed gas bubbles on elastic-plastic deformation behavior in 
polycrystalline UMo." Presented by S. Hu at TMS 2021 Annual Meeting & Exhibition, Online, 
Washington. PNNL-SA-160394. 

3. Z.G. Mei, B. Ye, A. M. Yacout, B. Beeler, “First-principles study of the interfaces between g-U and 
uranium carbide,” Materials in Nuclear Energy Systems (MiNES) 2021 conference, Pittsburgh, 
Pennsylvania. 

4. B. Beeler, P. Gyuchul, M. Cooper, Z.-G. Mei, D. Schwen, Y. Zhang, M. Okuniewski, “Constructing 
Multi-component Diffusion under Irradiation in U-Mo Alloys,” TMS 2021 Annual Meeting & 
Exhibition, Online, Washington. 

3.4 Fiscal Year 2022 Plan 
The following sub-tasks are proposed to continue the ongoing efforts of the microstructural modeling 

working group to address the most important microstructural questions, provide practical guidance to the 
fabricator, and provide mechanistic inputs for the existing fuel-performance code: 

1. Fabrication specification: Effects of Impurities on Fuel Performance: Si and Al (INL/PNNL) 

2. Fabrication specification: Effect of U235 Enrichment in Carbides (ANL) 

3. Property degradation: Degradation in Fracture Stress at Interaction Layers (INL) 

4. Model integration: Integration of the Effect of U-235 Uniformity on Swelling into Fuel-Performance 
Model (INL) 

5. Model integration: Integration of the Effect of U-235 Uniformity on Swelling (ANL) 

6. Model integration: Assessment of Swelling with Different Fabrication Microstructure (PNNL) 

7. Microstructure data: Comparison to Experimental Characterization Data: Uncertainty Analysis (ANL) 

The following are carryover tasks from FY-21 which will be continued in FY-22.  

1. Property degradation: Degradation in Fracture Stress at Interaction Layers (INL) 

2. Model integration: Assessment of Swelling at Various Fission Rates (ANL) 

3. Property degradation: Thermal Conductivity (INL) 

4. Model integration: Integration of Microstructural Modeling (INL). 

This task list is focused on providing fundamental materials and evolutionary models that describe 
key phenomena, implementing these models in an integrated fashion across time and length scales, as 
well as research locations, compared and validated against the most recent and standardized experimental 
data. This work will improve the basic knowledge of the fuel system and how it behaves in reactor, while 
also providing tangible benefits to improve the engineering-scale fuel-performance modeling. 

A delayed deliverable—a reduced-order model describing elasticity degradation—will be completed 
in FY-22. Additional deliverables at the conclusion of FY-22 include an irradiation creep model that will 
be provided to both microstructural and fuel-performance modelers. The model for fission-gas swelling 
that was implemented into the engineering-scale fuel-performance simulations will be refined based upon 
further experimental and computational data. Finally, the thermal conductivity model will be refined to 
improve upon fundamental materials models and incorporate variable underlying microstructures.   
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In FY-23 and beyond this work will be continued, exploring additional effects such as the inclusion of 
other impurities, such as silicon. Additional microstructural support for FQ is anticipated for yet-to-be-
determined phenomena, dependent upon the information from the MP-1 experiments and the 
requirements from engineering-scale fuel-performance models. FY-22–24 will also include the evaluation 
and validation of existing models comparing to MP-1, MP-2, and MP-ATR PIE information. 

For reference, the updated microstructural modeling working group roadmap is provided in 
Figure 115. 

 
Figure 115. Microstructural modeling working group roadmap. 

  

Task FY18 FY19 FY20 FY21 FY22 FY23 FY24

Geometric stability: 
Dimensional Change

Effect of gas bubble 
internal pressure on 

swelling during 
coarsening

Effect of secondary phases, interfaces and 
recrystallization on swelling kinetics

Effect of fission rate and fission density on 
swelling

Gas diffusivity in different phases

Irradiation enhanced creep

Fabrication 
Specification: 

U235/Mo homogeneity 
and impurities; phase 
decomposition and 

recrystallization

U235 Uniformity: Variability and scoping 
studies

Mo uniformity: Phase decomposition and 
reversal and their effects on recrystallization 

and swelling

Effect of carbides on fuel integrity

Effect of U235 enrichment in carbides

Effect of other impurities: Al, Si, Cr

Property Degradation
Elasticity

Thermal Conductivity

Fracture Stress

Model integration and 
calibration

Integration of microstructural work into fuel performance modeling

Fuel qualification support

Comparison to Experimental Characterization Data

Summary Report

Processing, 
Microstructure and 
Performance Data

Historical Samples Data Assessment

Summary Report



 

146 

4. CONCLUSIONS 
This report summarized the microstructural-level fuel-performance modeling of U-Mo monolithic 

fuel under the USHPRR Program FQ pillar. The DART fuel-performance code has been updated to 
simulate U-10Mo monolithic fuel-swelling behavior during irradiation, further illustrating the importance 
of initial grain size and temperature of fuel-swelling behavior. A thermal conductivity degradation model 
was developed that incorporates the effects of point defects (vacancy and fission products), GBs, 
intergranular gas bubbles, and intragranular gas bubbles on heat transport. The degradation of elastic 
properties was investigated, with MD calculations informing the elastic constants of U-10Mo and AEH 
methods incorporating realistic microstructures to predict mechanical properties as a function of burnup. 
The degradation in fracture toughness in the interdiffusion interaction zone was investigated, illustrating 
the strongly plastic behavior of UMo and providing the basis for future development of a microstructure-
dependent fracture degradation correlation. The research on the effect of carbides on mechanical 
properties and swelling showed that carbides have a minimal impact on the Young’s modulus of the fuel, 
and that the FR effects from variable enrichments in carbides are minor but can accelerate gas-bubble 
swelling. The radiation-enhanced diffusion coefficients in UMo were calculated, illustrating that 
radiation-driven diffusion is likely the primary form of diffusion for Xe in UMo fuels. Historical 
characterization data was analyzed, illustrating variances in data collection methods and data types 
collected, and emphasized the need for standardization and increased communication and cooperation 
between the microstructural modeling and characterization teams. A microstructure-informed fission-gas 
swelling model was developed and implemented into the engineering-scale fuel-performance simulations, 
allowing for exploration of fuel behavior in off-normal conditions or outside of the existing parameter 
space. The irradiation creep model was refined to study the effect of gas-bubble structures on 
deformation, including point defect behavior, allowing for the development of an integrated irradiation 
creep model in the future. Finally, the behavior of point defects under applied strain was investigated to 
support the irradiation creep model, indicating that only in highly pressurized conditions will the 
energetics or kinetics of point defects in UMo be significantly affected.  

This work has been conducted as a coordinated effort involving a team of modeling experts across 
ANL, INL, PNNL, University of Purdue, University of Wisconsin-Madison, and North Carolina State 
University. The multiscale modeling and simulation effort is generating knowledge and data that enhance 
the fundamental understanding of fuel behavior and ultimately reduce risks and fuel cost by maximizing 
achievable burnup and potentially relaxing fabrication specifications. 
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